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System Reliability Modelling 

The term system reliability is usually used to separate ‘overall product or process’ reliability from 
the component reliability of its individual elements. We typically first study and understand 
component reliability to understand system reliability.  

A good understanding of system reliability can really help decision-making. For example, we 
can use system reliability to determine the optimal warranty period for a product we are 
manufacturing. We don’t want too many failures within the warranty period (this will cost us money 
and erode profit). We don’t want too few failures within the warranty period (this means we 
missed an opportunity to advertise a longer warranty period to increase market share). 

Reliability is one way of characterizing the uncertainty of the failure process. But just because 
failure is random, doesn’t mean it is unpredictable and cannot be used to help decisions (such as 
the warranty period decision in the previous paragraph). 

what is RELIABILITY? (… a revision) 
 
Random processes with seemingly identical inputs will create different outputs. The random 
failure process means that seemingly identical products or systems will fail at different times. We 
might theoretically know that there is underlying microscopic differences from product to product, 
or that users will uses the products in different ways. If these differences are something we cannot 
discern during production, then each product or system is practically identical to our eyes.  

Let’s represent some of the factors that introduce uncertainty into the Time to Failure (TTF) of a 
product or system with the (random) hand of FAILURE (below). There are hundreds more factors 
than the four listed below. 

 

The ‘time’ in TTF could be measured in terms of distance (mile or kilometers), operating hours, 
cycles, or any other metric that best captures the age of the system or product. This is often not 
calendar time.  
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Even though seemingly identical products might fail at different times or ages, there is usually 
some ‘consistency’ or ‘shared characteristics’ in their TTFs. Identical models of a particular product 
might all fail around the ‘same’ time or age, as shown below (each blue circle represents the TTF 
of an individual product.) 

 

Products or systems that tend to fail at around the same age or time are wearing out. They are 
slowly accumulating damage throughout usage that makes them increasingly likely to fail. 
Damage can be many things (like crack length, amount of contaminants in lubrication, diffusion in 
a semiconductor or corrosion).  

While we can see that the blue circles above cluster around a central area creating regions of 
higher failure density, it is not easy to visualize ‘how dense’ TTFs are. This is where a histogram 
can help. 

 

The height of each bar in a histogram represents the amount or ‘density’ of the TTFs that fall 
within the base (or width) of each bar. The higher the bar, the denser the TTFs. Histograms really 
help us visualize the random nature of things like failure. 
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Histograms help us visualize the random nature of failure. But a histogram doesn’t visualize 
reliability. Visualizing reliability involves introducing a vertical axis that represents the fraction or 
percentage of products that have not failed. Plotting the TTFs on this chart now creates a relatively 
smooth line. 

 

the RELIABILITY curve 
 
The chart above visualizes the same characteristics of the random failure process, albeit in a 
different way when compared to the histogram. If we were to (hypothetically) observe an infinite 
number of data points, then a perfectly smooth line will eventually be traced out. This curve is 
reliability. 

 

RELIABILITY is the PROBABILITY that our product HAS NOT FAILED at a 
particular DURATION in SPECIFIED CONDITIONS 

The reliability curve contains a tremendous amount of information regarding the failure of our 
product. Importantly, the curve shows that reliability can never be characterized by a single 
number as it changes over time or usage. The curve above starts at 100 % which implies that a 
product or system is working at the start of its useful life. The curve that decreases to 0 % also 
shows that a product or system will always eventually fail.  
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We can use our reliability curve to generate a lot of useful information that might help us make 
better decisions. We can pick any TTF and then identify the reliability (or failure probability) at 
that point in usage, as illustrated below.  

 

We are usually not interested in the point in time where we expect reliability to be anywhere near 
50 %. By the time 50 % (or half) of our products have failed, they are too old to economically 
maintain. In other words, they are obsolete. We are usually more interested in focusing on the 
point in usage where a small minority of products or systems have failed. Most reliability 
requirements allow for failure probabilities of 10 % or less. 
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 For example, say you were able to work out that for your amazing new product, you can tolerate 
up to 5 % of your entire sales failing during the warranty period. You don’t want any more than 
5 % to fail otherwise you will start losing too much money through warranty costs. You ALSO 
don’t want your warranty period to be too short because this won’t be attractive to your customers. 
So we can use our reliability curve to help us find the ‘best’ warranty period …  

 

what does a SYSTEM RELIABILITY MODEL do? 
 
Knowing system reliability characteristics helps organizations make better decisions. These 
decisions can be the difference between profitability and insolvency. For militaries, understanding 
reliability helps them understand how many spares they will need to win the battle. 

A system reliability model allows us to understand system reliability characteristics after we 
understand component reliability characteristics. The system reliability model encodes the 
system structures, layouts, configuration and how each component interacts with all others. The 
system reliability model then allows data analysis to generate information that SHOULD help a 
decision maker make a decision. 

 

A fault tree is one of many ways of representing a system reliability model. But to do that, we 
first need to understand how a fault tree works. 
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so …. how does a FAULT TREE work? 
 
The example fault tree from chapter 1 is illustrated below with the shapes (and the small writing 
inside each of them) being explained later in this book.  

 

Complicated shapes (like the one above) can be relatively easily generated ‘one step at a time.’ 
The most common shapes required to create a fault tree are illustrated below. 
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Most fault trees are built by starting with the top event which is depicted by a thin horizontal 
shape with round ends. This represents the undesirable event around which is the focus of the 
fault tree. A line is drawn down from the top event to either a single basic event or a logic gate. 

A basic event is often referred to as a system fault, which is where the fault tree gets its name. 
Basic events are depicted by circles or ovals. A basic event in a system reliability model fault 
tree typically represents component failure. In other types of fault trees, basic events can be 
design flaws, environmental events, human errors, or any other scenario that might contribute to 
failure.  

Logic gates represent an event which is the combination of other events. This combination can 
include basic events and other logic gates. 

The logic gate depicted by the shape with a round top and a flat bottom is an ‘AND gate.’ An 
‘AND gate’ represents a combination where ALL the events or gates ‘beneath’ it need to occur for 
the fault to propagate to the top event. The events and gates ‘beneath’ the ‘AND gate’ are called 
input events.  

The logic gate depicted by the shape with a round top and round (inverted) bottom is an ‘OR 
gate.’ An ‘OR gate‘ represents a combination where AT LEAST ONE input event needs to occur 
for the fault to propagate to the top event.  

The ‘AND gate’ and ‘OR gate’ are the two most common logic gates used in FTA. Other logic 
gates used to create fault trees are examined later. 

Let’s start with an ‘AND gate’ 
 
Consider the simple, two pump system below.  

 

The system fails if pump A fails AND pump B fails. In other words, we need at least pump to 
function for the system to function. This is called a parallel system as the components are often 
configured on ‘parallel operating lines’ like pumps to allow the system to function if at least one 
component is functioning. 

The most important word for this system is ‘AND.’ 
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To create a fault tree that models two-pump parallel system reliability, we start with defining the 
basic events. 

Basic event ‘A’ is the event where pump A fails. 

Basic event ‘B’ is the event where pump B fails. 

Because the system fails if pump A fails AND pump B fails, we need use an ‘AND gate’ to create 
the two-pump parallel system reliability fault tree. 

 

To simplify the fault tree illustration, we use component identifiers when depicting basic events. 
The letters ‘A’ and ‘B’ in the fault tree above mean the basic events represent the failures of pump 
A and pump B respectively. So for the two component parallel system, failure looks like this 
(where red represents failure), meaning both pumps have failed … 

 

Parallel systems involve redundant components that can ensure the system remains functional 
when one of the other (usually identical) components fail. 
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And now the ‘OR gate’ 
 
Let’s look at a different two-pump system. This system needs one pump to pump fluid ‘up’ to a 
level that is higher off the ground. The second pump then pumps that fluid from the ‘higher’ place 
somewhere else.  

 

The system fails if pump A fails OR pump B fails. This is called a series system (mainly because 
our pumps are arranged one after the other  in series). 

The most important word for this system is ‘OR.’ 

The two basic events are the same as those for the two-pump parallel system as the components 
have not changed.  

Basic event ‘A’ is the event where pump A fails. 

Basic event ‘B’ is the event where pump B fails. 

This allows us to use an ‘OR gate’ to create the following two-pump series system reliability fault 
tree. 
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So for the two-pump series system fault tree, the two failure scenarios are represented below 
(where red represents failure) … 

                 

… then there are RELIABILITY BLOCK DIAGRAMS (RBDs) 
 
Going back to the  parallel system … 

 

Another way we can model the reliability of this simple parallel system is with a Reliability Block 
Diagram (RBD). 

 

RBDs represent all components with blocks that are joined together with lines. It allows us to 
understand which combinations of components need to be functional for the system to work. If 
we can draw a line from one side of our RBD to the other … AND that line passes through blocks 
(components) that have not failed, then the system is functional. The line is called a success path 
or tie set. 

  

… the 

SYSTEM 
fails if …

PUMP A
fails …

PUMP B
fails

AND …
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Going back to the series system … 

 

The corresponding RBD for this series system is illustrated below. 

 

RBDs and fault trees can represent the same system equally well, depending on what you are 
trying to represent. RBDs can mimic the physical layout of the components in your component or 
sub-system. But RBDs can usually only incorporate component failure events. Fault trees do not 
mimic the physical layout of a system but can align with how our brains like to analyze system 
reliability.  

Use the methodology that works best for you. 
 
But most systems have more than two components. System reliability model fault trees are usually 
more complicated than the simple series and parallel examples above. However, the approach 
to creating a more complicated fault tree is still relatively straightforward if approached in a 
methodical way. 
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 ‘k’ out of ‘n’ system reliability 

Many systems require logic beyond simple ‘AND’ and ‘OR gates’ to fully represent how they work. 
Look at the three-pump system below. 

 

With each pump being able to pump 50 gallons per minute, and the system requiring 100 gallons 
per minute to be pumped, we need two pumps to be functional. This means we can tolerate one 
pump failing (in other words, one pump is redundant). So the system is not a series system. 

However, we need more than one pump to work for the system to meet its 100 gallons per minute 
requirement. So the system is not a parallel system. 

This is what we call a ‘𝑘𝑘 out of 𝑛𝑛’ system. ‘𝑘𝑘’ refers to the minimum number of components that 
need to be working for the system to work. ‘𝑛𝑛’ refers to the total number of components that have 
the ‘ability’ to function. 

Our three-pump system above is a ‘2 out of 3’ system. ‘𝑘𝑘 out of 𝑛𝑛’ systems are represented using 
a special logic gate symbol that resembles an ‘OR gate’ symbol, but contains the number of 
functional systems for it the gate to NOT be true. 

In other words, we need at least ‘𝑘𝑘’ things to be functional  
for our subsystem to be functional. 

 



 Page | 17 

So it is important to ensure that for any ‘𝑘𝑘 out of 𝑛𝑛’ gate, there must be ‘𝑛𝑛’ input events. 

 

 

Analyzing a ‘k OUT OF n’ system 
 
Recall our ‘2 out of 3’ pump system, which is a form of a ‘k out of n’ system. 
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The equation to calculate ‘k out of n’ system reliability is a little more complicated. If the reliability 
of each component is the same (or in other words, all components are the same), then the ‘k out 
of n’ system reliability becomes … 

 

This equation would usually need software to solve it. And if the components have different 
reliabilities, then the expression above needs to be derived ‘by hand’ using potentially 
complicated Boolean algebra. Fortunately, most ‘k out of n’ systems involve the same 
components, meaning they have the same reliabilities, which then allows us to use the equation 
above. 

what does ‘!’ mean? … (FACTORIALs) 
 
You might have noticed that there was a strange symbol in the ‘k out of n’ system reliability 
equation on the previous page. Some of you might know what this symbol means (in a 
mathematical context). Some of you might not. So which symbol are we talking about? 

 

We are talking about the ‘!’ which some people call the exclamation point or exclamation mark 
when used in a sentence. But when we see the ‘!’ symbol in a mathematical formula, it is called the 
factorial.  

So what is a factorial? It is simply the product of all the integers starting from 1 up to a certain 
number. For example ‘𝑛𝑛 factorial’ or ‘𝑛𝑛!’ is defined as … 

𝑛𝑛! = 𝑛𝑛 × (𝑛𝑛 − 1) × (𝑛𝑛 − 2) × … × 3 × 2 × 1 

For (another) example, ‘3 factorial’ or ‘3!’ is … 

3! = 3 × 2 × 1 = 6 

And some more examples … 

4! = 4 × 3 × 2 × 1 = 24 

2! = 2 × 1 = 2 
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The factorial is very useful when we need to deal with combinations of things. In a ‘k out of n’ 
system, we need to deal with a combination of ‘k’ functional components out of a total of ‘n’ 
components. That is why we see ‘!’ in the reliability function of a ‘k out of n’ system. 

Factorials can become very difficult to calculate once the integers involved start getting bigger. 
So as a rule, you should use a software tool like Microsoft Excel to help you out. For example, you 
can use the following formula in Microsoft Excel to calculate ‘4 factorial’ or ‘4!’ … 

 
= FACT(4) 
 

System reliability analysis summary 
 
So we have now worked out how to calculate the reliability and failure probability of series, 
parallel and ‘k out of n’ systems. The corresponding formulae are summarized below. 

 

It starts with being able to recognize what characteristics of a system make it ‘series,’ ‘parallel,’ or 
‘k out of n.’ This allows you to create the right system reliability model using a tool like a fault 
tree. The next two chapters involve us practicing how to use these formulae for the systems we 
have examined so far. So by the end of chapter 7, you should be an expert in analyzing system 
reliability! 
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‘2 out of 3’ component system worked exercise 
 
Calculate the reliability of the following ‘2 out of 3 pump system’ at 2 years. 

The reliability of each pump at 2 years is 0.7 or 70%. 

  

𝑅𝑅𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆(     ) = �
    ! [       ]𝑖𝑖[1 −      ]     −𝑖𝑖

𝑖𝑖! (       −𝑖𝑖)!

    

𝑖𝑖=    

 

 

=
    ! [        ]      [1 −       ]     −    

       ! (      −      )!
 

+ 
    ! [        ]      [1 −       ]     −    

       ! (      −      )!
 

Now … evaluate all the subtractions 

=
    ! [        ]      [         ]      

       ! (        )!
 

+ 
    ! [        ]      [          ]       

       ! (        )!
 

Now … evaluate all the factorials … 

=
    [        ]      [         ]      

       ×        
 

+ 
    [        ]      [         ]      

       ×        
 

EX
ER

CI
SE
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Now … simplify the fractions … 

=      [        ]       [         ]       

+            
Now … substitute in the value for pump reliability at 2 years (if you haven’t 

already done so) - 𝑅𝑅(2) … 

=      [        ]       [         ]       

+            
Now … evaluate the terms each side of the ‘+’ sign … 

=                
+            

Now … solve the equation! 

=                
… so let’s look at what ‘K OUT OF N’ systems do (and don’t do) 

 
In chapter 6, we calculated two-parallel component and two-series component system 
reliabilities and compared them to the reliability curve of a single component. The series system, 
parallel system and component reliability curves for the pumps we have been examining are 
illustrated below. 

 

EX
ER

CI
SE
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Parallel systems are MORE reliable as they include redundant components that provide more 
ways for the system to WORK. Series systems are LESS reliable as they include more ‘single point 
failure’ components that provide MORE ways for the system to FAIL. 

‘k out of n’ systems incorporate characteristics of both series and parallel systems. Let’s think 
about a ‘2 out of 3’ system. When the ‘2 out of 3’ system is ‘young,’ it is more likely to have all 
three components still working. This means that it is more likely to have one redundant 
component. This redundancy makes it similar to a parallel system. 

But when the ‘2 out of 3’ system is ‘old,’ it is less likely to have all three components still working. 
This meant it is more likely to have no redundant components. This lack of redundancy makes it 
similar to a series system. 

And this is what we observe in the ‘2 out of 3’ system reliability curve below. You can see that 
when the ‘2 out of 3’ system is ‘young,’ its reliability curve is like the two-parallel component 
system reliability curve. And when the ‘2 out of 3’ system is ‘old,’ its reliability curve is like the 
two-series component system reliability curve. 

 

This is a really important observation. When it comes to reliability, we typically focus on the life of 
a system when its reliability is still greater than (for example) 90 %. Having 10 % or more of your 
systems fail means that you have taken too long to retire them, have offered a warranty period 
that is too long, or haven’t conducted Preventive Maintenance (PM) as often as you should be. 

This means that a ‘2 out of 3’ system can offer similar reliability performance as a two-parallel 
component system. And, we now have a ‘load sharing’ system. If (for example) our pumping 
system needs to pump 100 gallons per minute, then a two-parallel pump system and ‘2 out of 3’ 
pump system will offer similar reliability performance when ‘young.’ But, the ‘2 out of 3’ system 
only needs to have pumps with 50 gallon per minute capacities as two pumps are allowed to 
combine to meet the system requirements. The two-parallel pump system must have bigger, 
more expensive 100 gallon per minute pumps to have reliability characteristics similar to our ‘2 
out of 3’ pump system. This gives designers an opportunity to save money without sacrificing 
reliability. 
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… the ‘PRACTICAL’ benefits of REDUNDANCY 
 
Both parallel and ‘k out of n’ systems incorporate redundancy. This increases system reliability by 
providing more ways the system can work. But in addition to improved reliability, there are more 
‘operational’ benefits for having redundancy in your system. Can you think what that might be? 

A pumping system comprises two ‘modules:’ one module is a two-parallel 
pump subsystem, and the other module is a ‘2 out of 3’ pump subsystem. 

Both modules are arranged in series. 

 

What is the ADDITIONAL benefit of any system that incorporates 
REDUNDANCY? Think about what you can DO  

to your system if one pump fails. 

 

So redundancy can be very useful for both reliability and operations. The examples we have 
looked at in Chapters 6 and 7 have all focused on ‘point estimates’ of reliability at specific times. 
Of course, we can use these equations to generate entire reliability curves, especially if we know 
what the reliability curve of each component is. There is so much information we can ‘pull’ from a 
reliability curve … and that will be the focus of the next chapter. 

The previous two chapters involved us practicing how to evaluate system reliability if we know 
component reliabilities for series, parallel and ‘k out of n’ systems. This approach can be applied 
to all reliability values of a component throughout its useful life. For example, if the reliability of a 
single pump is represented by the red line below, then we can use the equation below to create 
a reliability curve for a two-series pump system. As you would expect, because series systems 

EX
ER

CI
SE
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effectively introduce MORE ways your system can fail, the two-series pump system reliability 
curve is lower than the pump reliability curve. 

 

As opposed to a series system, a parallel system involves redundancy. This means that we 
effectively introduce MORE ways our system can work which improves reliability. The two-parallel 
pump system reliability curve (below) is higher than the pump reliability curve. 

 

And finally, when we analyzed a ‘2 out of 3’ system, we get reliability characteristics of both series 
and parallel systems. When a ‘2 out of 3’ system is ‘young,’ it is more likely to have all three 
components working. This means that it is likely to have one redundant component, which is 
similar to a two-parallel component system. But when a ‘2 out of 3’ system is ‘old,’ it is less likely 
to have all three components working. This means that it is likely to have no redundant 
components, which is similar to a two-series component system. This can be seen below in the 
green ‘2 out of 3’ pump series system reliability curve. The green line is ‘close’ to the two-parallel 
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pump system when it is young (when reliability is high). The green line is ‘close’ to the two-series 
pump system when it is old (when reliability is low). 

 

These reliability curves might be ‘nice’ to look at in terms of the way they represent information 
… but they are useless if they don’t influence a decision. So how can we use them? 

… reliability curves and things like WARRANTY 
 
Let’s keep focusing on a pump system which has the following characteristics or requirements … 

… must be able to pump a total of 100 GALLONS PER MINUTE … 

… must have a ONE YEAR WARRANTY RELIABILITY of 95 % … 

If we focus on the single 100-gallon per minute pump reliability curve (in red below), it tells us 
that the reliability of a system that contains that single pump is less than 95 % (89.64 %). 
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As we can see, the part of the reliability curve that we (and most reliability engineers) are 
interested in is the ‘early’ part of the life of the pump where reliability is still relatively high (around 
95 %). The illustration below shows a ‘zoomed in’ representation of the reliability curves above 
that focuses on the one-year warranty period. 

 

So we have a problem if we only have a single 100-gallon per minute pump because its one-year 
warranty reliability (89.64 %) is less than the requirement of 95 %. 

So what can we do? 

We know that adding a redundant pump to make a two-parallel pump system increases 
reliability. The reliability curve of a two-parallel pump system is illustrated below, showing that 
the reliability at one year is 98.93 % … which exceeds the warranty period requirement of 95 %. 

 

But good reliability engineers should look for lots of different options to explore options for saving 
money and being more efficient. Which is why we should look at ‘2 out of 3’ system reliability. 
Why? Because a ‘2 out of 3’ system is able to have two pumps together meet the requirement of 
the 100-gallons per minute. This allows smaller, perhaps less expensive 50-gallons per minute 
pumps be used (two 50-gallons per minute pumps can pump a combined 100-gallons per minute). 
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So if there is a 50-gallons per minute pump that has a similar reliability curve as the 100-gallons 
per minute pump we looked at above, then we can create a green ‘2 out of 3’ pump system 
reliability curve below that suggests that we have one-year warranty reliability of 97.00 %. This 
is less than the reliability of a two 100-gallons per minute parallel pump system of 98.93 % … but 
it still meets the requirement of 95 %.  

 

So why do we want options? Because flexibility in design options generates money. Opportunities 
can be identified and explored. You might be able to create a system that is better than that of 
your competitors.  

Maybe using 50-gallon per minute pumps allows them to be installed into ‘small spaces’ within a 
plant facility that 100-gallon per minute pumps simply cannot. Or maybe using 100-gallon per 
minute pumps in a two-parallel pump system allows the manufacturer to extend the warranty 
period.  

Flexibility in design options generates money. 
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