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ABSTRACT

We present an iterative learning control algorithm for accu-
rate task space tracking of kinematically redundant robots with
stringent joint position limits and kinematic modeling errors.
The iterative learning control update rule is in the task space and
consists of adding a correction to the desired end-effector pose
based on the tracking error. The new desired end-effector pose is
then fed to an inverse kinematics solver that uses the redundancy
of the robot to compute feasible joint positions. We discuss the
stability, the rate of convergence and the sensitivity to learning
gain for our algorithm using quasi-static motion examples. The
efficacy of the algorithm is demonstrated on a simulated four link
manipulator with joint position limits that learns the modeling er-
ror to draw the figure eight in 4 trials.

1 Introduction

Manipulator systems such as industrial robots are typically
used to do repetitive tasks in end-effector space or task space.
End-effector space control is typically done by computing a map-
ping from the task- to joint- space. However, finding this map-
ping in the presence of joint position limits is significantly chal-
lenging. The use of constraint optimization provides an easy and
generalizable method to find inverse kinematics solutions in the
presence of joint position limits [1,2]. But the optimization is
sensitive to the availability of a good kinematics model. When
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the robots parts are replaced (e.g., due to wear and tear), the
model parameters change and the inverse kinematics is not ca-
pable of providing precise end-effector control. In such cases,
the Iterative Learning Control (ILC) algorithm provides an rela-
tively easy and quick way to re-tune the robot motion [3].

Iterative Learning Control is technique that iteratively re-
fines feed-forward commands based on tracking errors in the pre-
vious trials [4]. The simplest learning update rule is

Ut = U 4 9(Yes — YY), (1

where i is the iteration, 7 is the user defined learning parameter,
U' is the control command at iteration i (e.g., torque, force, cur-
rent), Y' is the quantity that needs to be tracked (e.g., joint angle,
end-effector position) and is measured at each iteration using ex-
ternal sensing, and Y.t is the reference motion. The goal is to ap-
ply this learning rule repeatedly such that the the tracking error,
e = (Yr — Y') reduces at each iteration, subsequently reaching
a value close to zero.

The most common use of ILC is in the joint space [5, 6],
where the tracking error, el, are the positions and/or velocities
and the control command, U, is the torque or the voltage/current
for DC motors or the valve position for hydraulic/pneumatic ac-
tuators. However, in this paper we are interested in improving
the tracking performance in the task or the end-effector space of
redundant manipulators. Specifically, the dimension of U > di-
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FIGURE 1.

(A) THE FOUR LINK MANIPULATOR WITH ANGLES SHOWN (B) THE INITIAL POSITION OF THE MANIPULATOR IS

SHOWN WITH THE END-EFFECTOR AT {1,3}. THE GOAL IS TO MOVE THE END-EFFECTOR TO THE POSITION {1,2.5}. ARIMOTO’S
ILC UPDATE BASED ON THE JACOBIAN TRANSVERSE MOVES THE JOINT 1 DOWN BUT THAT VIOLATES THE JOINT LIMIT. (C) OUR
ILC ALGORITHM WHICH IS BASED ON CONSTRAINT OPTIMIZATION IS ABLE TO FIND A MANIPULATOR POSITION THAT RESPECTS

THE JOINT POSITION LIMITS.

mension of Y, which means that the mapping from task space Y
to U is non-unique.

In order to adapt ILC to for end-effector space control, Ari-
moto et al. [7] suggested the use of the transpose of the Jacobian
(J) of the map from joint- to task-space. We have modified their
update rule for the static case and is given below

0t = 0"+ yI7 (Yrer — YY), 2)

where 0 is the joint position and Y is the end-effector position.

We claim that Arimoto’s update rule (Eqn. 2) fails to im-
prove performance in some instances when the joint position is
close to the limits. We illustrate this next using a four link ma-
nipulator example.

A four link manipulator is shown in Fig. 1 (a). Link 1 is
hinged to the ground and the far end of link 4 is the end-effector
position. Each link is of length 1 and the angles are 60y,...04 as
shown. The only joint limit on the manipulator is that on link 1,
0 < 6; < m/2. The x and y positions of the end-effector are given
by

x=c1+c12+c123 +c1234, 3)
y==51+5812+ 5123 + 51234, “4)

where s; = sin(0;), ¢; = cos(6), s12 = sin(6; + 6,), ¢12 =

cos(6; + 6,) and so on. The Jacobian is obtained by taking the
partial derivative of the position of the end-effector with respect
to joint angles, 0y, 6,, 03, 04. After taking the transpose we get
J7 to be

—S1234 — 123 — 12 —§1 C1234 +Cc123 12+ €1
—51234 — 5123 — S12 C1234 +c123 +C12
—S1234 — 5123 C1234 + 123
—S51234 C1234

Assume that the manipulator is in the position shown in
Fig. 1 (b). The angles are 6; =0, 6, = /2, 63 = 6, = 0. Note
that 6; is at its joint limit (0 < 6; < 7/2). The end-effector po-
sition in this case is at Y = {x,y} = {1,3}. We want the end-
effector to move to the position Y,ef = {1,2.5}. Assuming y= 1,
we can compute the Arimoto’s update from Eqn. 2

0 31 ~0.5
i1 | ®/2 -30 0\ | &2
=10 [T|-—20]\z0s)/)=| 0o | ©®
0 ~10 0

But the value of 8; = —0.5 violates the joint limit (Note: 0 <
6; < m/2). Thus Arimoto’s algorithm has failed when the ma-
nipulator’s angles are at the joint limit.
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In this paper, we present a new iterative learning scheme that
is capable of improving task-level performance using imperfect
kinematics models and with stringent joint limits. At iteration
i, we can get the measured end-effector position, Y!, from the
given joint position, 8, and using the true kinematics model, F
to get

Y =F(6). (6)
Then, our update scheme is given by

Y = Yfies + ¥(Yret — Yi)7 (7

des

6i+1 :I'\;!fl(Yi+1), (8)

des

where Ygqe are the desired end-effector position and ! is the
inverse of the approximate kinematic model . Eqn. 7 is the up-
date rule and the Eqn. 8 maps the end-effector desired position,
Y e, to the joint space, 7!, In our algorithm, a constraint opti-
mization ensures that the inverse, ! , is within the joint position
limits. The cost function and constraints for the optimization are
as follows

ngof
g(0)=Y (6:— 61, ©)
i=1
h1(6) = Xges — Xret = 0,
=c1+ci2+c123+ 1234 — Xeef = 0, (10)
h2(8) = Yaes — Yret = 0,
=51+ 512+ 5123 + 51234 — Yret = 0, (11)
h3(0) =6 — Bmin >0, (12)
ha(0) = 6 — Omax < 0. (13)

The first equation is the cost. The next two equations are the con-
straints on the end-effector position and the final two are the posi-
tion limits. We use the nonlinear optimization software SNOPT
(Sparse Nonlinear OPTimizer, [8]), a robust implementation of
sequential quadratic programming with constraints. The con-
stant value for the rest position, 9}‘35‘, biases the solution towards
it. We heuristically chose a value of 10~3 but not equal to zero
to avoid manipulator singularity. In general, we are interested in
redundant systems, so there are multiple solutions to the inverse
kinematics problem. However, by introducing a cost function
as we have done here (that is, ||6; — 0,-“”St ), we are able to find
a unique solution. A related idea is the norm optimal iterative
learning control where the squared sum of the error and control
is minimized [9].

When we apply the above inverse kinematics scheme, we
get the results shown in Fig. 1 (c¢) with 6; = 0.0710, 6, = 0.6620,
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FIGURE 2. BLOCK DIAGRAM OF OUR TASK-SPACE ITERA-
TIVE LEARNING CONTROL ALGORITHM.

03 =0.9342, and 64 = 0.6039. Note that the value of 0; is within
the joint limits. This way we are able to find a solution that is
within the joint position limits.

We have successfully used the above method to do end-
effector control of a 26 degree of freedom humanoid robot [10].
But that work was limited to the application of the algorithm. In
this paper, we discuss the stability, the rate of convergence, and
the sensitivity to learning gain for our algorithm using simple
static motion examples.

The rest of the paper is organized as follows. We describe
our algorithm in detail in Sec. 2 and the performance metrics of
the algorithm. Next, we illustrate the stability property and rate
of convergence of the algorithm for various learning gains for a
two link manipulator doing a pointing task. Finally, we show
how a four link manipulator with stringent joint position limits
iteratively learns to draw the figure eight using the algorithm.

2 lterative Learning Control Algorithm
2.1 Algorithm

Let i represent the trial number and j the time index that
goes from 1 to n; (end time). Let the reference motion in task
space be defined by Y (e¢(/). The input to the inverse kinematics
solver are desired poses in end-effector space, which we denote
by Y’: des (/). Let the measured position in task space be defined
by Y'(j). Let the error between actual end-effector position and
reference position be denoted by €'(j) = Y’ ¢(j) — Y'(j). The
ILC algorithm is depicted in Fig. 2 and described below:
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1. Set the error e®(j) = 0 and initialize the desired position in
the task space Y% () = Y ef( /).
2. For subsequent trials, i = 1,2,3..., do:

1. Command modification in end-effector space:
Yies () =YD +7€71(), (4

where ¥ is a manually tuned learning parameter.

2. Command modification in joint-space: Find a joint
space update that is within the joint position limits us-
ing constraint optimization.

i+1 _ 1
0 =F 1 (Y)

3. Command execution on robot: The new joint posi-

tion, 6'( ), is executed on the robot. Measure the end-

effector position, Y'(j) and save the tracking errors in
end-effector space e'( ), for j =1,2,...,n;).

3. Stop when the error metric e, is below a threshold value

set by the control designer. The learnt joint position is then

0'(j) (j=1,2,...,n)).

The error metric at iteration i is given by

. 1 Teff 2
enorm = — 3, 3 (€.(j)) (15)
nj iZ1k=1

where e}; (/) is the tracking error in the pose element k, at iteration
i and at time j, n; is the total data points in the trial, nes is the
number of pose elements considered. For example, for a two link
manipulator when we are interested in controlling the x- and y-
position of the end-effector, neg = 2.

Note that we assume the motion is static and hence there is
no dependence on the velocities. Also, we assume that there is
high gain position servo that can achieve the given desired joint
position, 6°(j), on the robot.

2.2 Performance of the algorithm
We derive formulas for the convergence and stability of the
algorithm.

2.2.1 System equations: The ILC update equation

is:
Yiges () = Yiqdk () + ¥ (). (16)

In this paper, we assume that the parametric uncertainty is in
the length parameters. We note that the end-effector position is

linearly dependent on the length, and hence to the parametric
uncertainty. Thus, the measured end-effector pose, Y’, is going
to be linearly proportional to the desired end-effector position,
Yi

des’
Y'(j) = G’Yldes( J) 17

where G’ is a diagonal matrix of size 6 x 6 if position and ori-
entatlons are both considered in the formulation. Note that G is
a function of iteration number, i, time sample, j, and is a linear
function of the parametric uncertainty in the link lengths.

2.2.2 Convergence analysis: To do convergence
analysis, we need to relate the errors between successive trials.
This is done as follows.

€' (j) =Y ret () = Y'())
=Y ref(/) = G Y 4es ()
=Y rer(J) — G’Y’dels( ) —Give ' ())
=Y e(j) = Y ()) = Gire ™ ()

=e'(j) - GiYe'())
I-Giy)e"()) (18)

The condition for convergence is that the |~ ! ()| < |e’(j)|. This
condition is met when the magnitude of all eigenvalues of (I—
G’j}/’) are less than 1.

2.2.3 Stability analysis:
equation as follows:

We simplify the ILC update

Yies (1) = Yol () + 7 (Y et () = Y'()))
=Y ()Y Y () — YGIY' L ()
== YGHY' L(/) + VY rer()) (19)

The condition for stable learning is that the control command,
Y' ;. (/) should be bounded. 'This happens when the magnitude
of all eigenvalues of (I—¥'G}) are less than 1.

2.2.4 Implementation of the algorithm: Assuming
the learning gain ¥ is a diagonal matrix of appropriate size, we
note that the learning is stable and converges if all the eigenval-
ues of (I—¥'GY) are less than 1 (see Eqn. 18 and 19). Thus the
learning gain, ¥, is chosen at each iteration to meet the above
condition. A convenient way to do this is as follows: after im-
plementing the control on the system we first evaluate G’] using
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(A) OUR INACCURATE MODEL CONSISTS OF TWO LINKS OF LENGTH 1M EACH. (B) HOWEVER, THE ACTUAL SYSTEM

HAS LINKS OF LENGTH 0.9 M AND 1.25 M AS SHOWN. OUR GOAL IS TO MAKE THE END-EFFECTOR GO TO THE POSITION YRggf =
1.414 AND Yrgr = 0. WE USE THE INACCURATE MODEL FOR INVERSE KINEMATICS AND LEARN USING THE ACTUAL SYSTEM.
USING A LEARNING GAIN y= 1 AND USING THE MODEL IN (A), THE LEARNING CONVERGES IN THREE ITERATIONS. THE ANGLES
6, AND 6, IN (B) CORRESPOND TO THE CONVERGED TRIAL. (C) NUMBER OF ITERATIONS TO CONVERGENCE VS LEARNING GAIN
FOR THE EXAMPLE SHOWN IN (B). (D) THE EIGENVALUES VS LEARNING GAIN. WHEN BOTH EIGENVALUES ARE LESS THAN 1,
WE GET A STABLE LEARNING. THE LEARNING IS UNSTABLE IF EITHER EIGENVALUE (SHOWN BY RED LINES) IS GREATER THAN

1.

Eqn. 17, then we choose yl based on the maximum value of Gj.,
thatis, ¥ = ——

-, and use this value for the ILC update.
max G i

3 Example 1: Two link manipulator doing a pointing
task

We illustrate the performance of the algorithm with respect
to rate of convergence and stability on a two link manipulator
doing a pointing task. There are no joint position limits in this
problem but the four link manipulator presented later has joint
position limits.

3.1 The control problem

Figure 3 (a) shows our model of the manipulator. Link 1 is
hinged to the ground while the link 2 is attached to link 1. The
two links of the manipulator have length /i=1mand/, =1m.
Fig. 3 (b) shows the actual manipulator. Note that the two links
of the manipulators have different link lengths /; = 0.9 m and
¢ = 1.25 m. Thus our model which assumes a link length of Im
is incorrect.

We illustrate our learning algorithm with a simple point-
ing task. The goal is to point the end of link 2 in Fig. 3 (b) to
Xeef = 1.414 m and y.r = 0. Our goal is to use the nominal model
shown in Fig. 3 (a) but learn the desired position for the inverse
kinematics from the actual model shown in Fig. 3 (b).
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FIGURE 4. TOP ROW: LEARNING WITH JOINT LIMIT NOT ENFORCED. (A) FOUR LINK MANIPULATOR LEARNS MODELING ER-
ROR IN JUST TWO TRIALS WHEN JOINT POSITION LIMITS ARE NOT ENFORCED. (B) JOINT COMMANDS VS .TIME FOR THE FIRST
TRIAL (DASHED) AND CONVERGED TRIAL (SOLID LINE). THE GREY BANDS SHOW THE JOINT POSITION LIMITS THAT ARE NOT
ENFORCED IN THIS EXAMPLE. BOTTOM ROW: LEARNING WITH JOINT LIMIT ENFORCED. (C) FOUR LINK MANIPULATOR LEARNS
MODELING ERROR IN 4 TRIALS WHEN JOINT POSITION LIMITS ARE ENFORCED. (D) JOINT COMMANDS VS. TIME FOR THE FIRST
TRIAL (DASHED) AND CONVERGED TRIAL (SOLID LINE). THE GREY BANDS SHOW THE JOINT POSITION LIMITS THAT ARE EN-
FORCED IN THIS EXAMPLE.

3.2 Forward and inverse kinematics model 6, from Eqn. 20.

The forward kinematics model is ] xﬁ +y§ B é% B é%

6, =cos” c8  Tdes , (21)
2010y
bh+i 12
A A A A 0; = cos—! (xdes(?l +~2202) + Vaes 292) (22)
Xaes = Lic1 +02c12,  Yaes = lis1 +Las12. (20 =43 +20 060

Note that we have assumed 6; and 6, to be positive in the inverse
kinematics solution. If we allow negative values as well, the in-
verse becomes multi-valued. The true system has the same form

The inverse model can be computed by solving for 8; and as above but with lengths given by ¢; and /5.

6 Copyright © 2016 by ASME



TABLE 1. DATA FOR TWO LINK MANIPULATOR DOING
POINTING TASK. THE ACTUAL LENGTHIS ¢; =0.9 AND ¢, = 1.2
BUT THE INACCURATE MODEL HAS ¢ = 0.9 AND /= 1.2. WE
WANT THE END-EFFECTOR TO END ON THE POSITION Xggr =
1.414 AND Yggp = 0. THE LEARNING GAIN, y = 1, FOR THIS
EXPERIMENT. WE STOP THE LEARNING WHEN THE ERROR
NORM (LAST COLUMN) IS LESS THAN 0.01. SEE SECTION 3
FOR DETAILS.

: i i i i i i
1 Xdes Vdes 91 02 X y €horm

1| 1.414 ] 0.000 | 0.785 | -1.571 | 1.520 | -0.247 | 0.354

2 | 1.308 | 0.247 | 1.029 | -1.685 | 1.455 | 0.009 | 0.050

31 1.268 | 0.238 | 1.056 | -1.740 | 1.412 | -0.007 | 0.009

3.3 ILC initialization and evaluation

The model is initialized using the inverse kinematics solu-
tion using the approximate model f. The initial angles from the
inverse kinematics solutions above gives, 8; = /4 = 0.785 and
0, = —m/2 = —1.571. This puts the end of link 2 in the position
(1.520,-0.247) as shown in Fig. 3 (b) (Iteration 1).

The goal of the iterative learning is to learn the desired po-
sition on the approximate model to get to the correct reference
position. We show the performance of learning with the gain
Y =1 in Fig. 3 (b). The learning converges in three trials. Ta-
ble 1 illustrates the learning process. The desired positions are
changed in every trial based on measurement error. In this case,
we stopped the learning when the error norm reached a value of
0.01 or lower.

3.4 How learning gain y affects convergence

The learning gain Y is a design parameter that needs to be
chosen. To understand the effect of learning gain on conver-
gence, we did the learning for a gain in the range (0,2]. We stop
the learning if it takes more than 40 iterations. Fig. 3 (c) shows
the iterations for convergence vs learning gain. The convergence
is in 3 trials at a gain of 1.

3.5 Stability

Figure 3 (d) shows a plot of the two eigenvalues versus gain.
For 0 < y < 1.8, the biggest eigenvalue is smaller than 1 and the
ILC scheme is stable. For y > 1.8 the magnitude of the biggest
eigenvalue is greater than 1 and ILC scheme becomes unstable.
Further, we noticed that the convergence for 0 < y < 0.9 (both
eigenvalues are real and positive) is monotonic and for 0.9 < v <
1.8 (at least one eigenvalue is real and negative) the convergence
was oscillatory.

4 Example 2: Four Link Manipulator drawing the Lis-
sojous figure
We consider a four link manipulator in 2-D space drawing
the Lissojous curve. Again, we will have a model with incorrect
values for the link lengths. We will consider the case with and
without joint position limits to demonstrate how our algorithm
works.

4.1 The control problem

Figure 4 (a) and (c) shows our model of the manipulator.
Link 1 is hinged to the ground while the link 2 is attached to
link 1, and so on. The four links of the manipulator have lengths
fy=125m,0,=0.88m, /3 =1.15m, and {4 = 0.92 m.

However, our model assumes that all links are of equal
length ¢ = ¢, = ¢3 = {4 =1 m. The joint position limits are
as follows:

—m/2<0, <m/2,
—n/5< 03 <m/5,

*71'/2§ 6, < 717/2,
—n/10< 06, <7m/10 (23)

Our goal is to draw the Lissojous figure [7] which is given
by the following equation.

oc:27r{6(6%)5—15(%)4+10(£)3};0§j§60;

Xref = SIN(20); Yrer = sin (a + g), 24)

4.2 Forward and inverse kinematics model
The forward kinematics model is given by

Xaes = Lrc1 4 Dacra + O3c103 + Laci3a 25)
YVdes = £1S1 + fzslz + 23S123 +€4S1234

The true system has the same form as above but with lengths
given by ¢y, ¢», 3, and ¢4. The inverse kinematics solution
methodology was given in Sec. 1.

4.3 Evaluation of the ILC algorithm
We tried two cases. First, without joint position limits and
second with joint position limits as given in Eqn. 23.

Joint position limits not enforced: Figure 4 (a) and (b) shows
results without joint position limits enforced. We used a learn-
ing gain of ¥ = 1 (we discuss this more in the next section). In
particular, Fig. 4 (a) shows the performance for trial 1 and con-
verged trial 2. Figure 4 (b) shows the joint position for the first
and converged trial. The grey area shows the joint position limits
for reference but not enforced here.
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FOUR LINK MANIPULATOR. THE SOLUTION DIVERGES FOR
7> 1.

Joint position limits enforced: Figure 4 (c) and (d) shows re-
sults with joint position limits enforced. We used a learning gain
of Y= 0.9 (we discuss this more in the next section). In partic-
ular, Fig. 4 (a) shows the performance for trial 1 and converged
trial 4. Figure 4 (c) shows the joint position for the first and con-
verged trial, trial 4. The grey area shows the joint position limits
for reference. The optimization ensures that the joint position
limits are enforced. We stopped the algorithm when the error
was below 0.05. We also tried Arimoto’s algorithm (discussed
in Sec. 1) but it was not able to converge for any 7 in the range
(0,2]. Note that the final converged error in x- and y- position
show kinks at the instance when the joint limits are hit.

4.4 How learning gain y affects convergence

Figure 5 shows the convergence as a function of learning
gain Yy with and without joint position limits enforced. The fastest
convergence for case with no joint position limits is for y=1 and
convergence is in 2 trials. For the case with enforced joint posi-
tion limits, the fastest convergence is at Y = 0.9 and convergence
is in 4 trials.

5 Conclusion and future work

We presented an iterative learning control algorithm for ac-
curate tracking in task space for redundant manipulators. The
learning algorithm adjusts the desired end-effector position in an
iterative fashion. The new desired position is used to update joint
position using a non-linear inverse that respects joint position
limits. We show the efficacy of the algorithm on a four-link ma-
nipulator with stringent joint position limits drawing the figure

eight.

Future work will explore the iterative learning algorithm for

dynamic (fast) motion for redundant manipulators.
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