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Abstract—In this paper, we propose a trajectory-based reinforcement learning method named deep latent policy gradient (DLPG) for learning locomotion skills. We define the policy function as a probability distribution over trajectories and train the policy using a deep latent variable model to achieve sample efficient skill learning. We first evaluate the sample efficiency of DLPG compared to the state-of-the-art reinforcement learning methods in simulated environments. Then, we apply the proposed method to a four-legged walking robot named Snapbot to learn three basic locomotion skills of turn left, go straight, and turn right. We demonstrate that, by properly designing two reward functions for curriculum learning, Snapbot successfully learns the desired locomotion skills with moderate sample complexity.

I. INTRODUCTION

Designing the locomotion skills of a legged robot requires significant domain knowledge as well as engineering. To alleviate the cumbersomeness of the manual design, a number of studies including [1]–[3] focus on learning the locomotion skills from trial and error. However, such methods are also likely to require sufficient domain knowledge in that they often predetermine the structure of a policy to optimize a small number of parameters.

In this paper, we focus on learning the locomotion skills of a four-legged walking robot named Snapbot [4] with less domain knowledge on gait optimization. Throughout this paper, we aim to address following questions:

1) How can we effectively teach locomotion skills to a real physical robot without leveraging simulated environments?

2) How can we train the policy function for quadruped locomotion with less assumptions on the structure of the policy function?

The first question directly stems from using Snapbot, a reconfigurable legged robot which can have up to six legs with three different types. Modeling system dynamics of different configurations for the sake of incorporating a simulated environment is a daunting process. Furthermore, while some studies [5], [6] focused on reducing the gap between simulations and real world experiments, they often focus on manipulation tasks with less contact between a robot and the ground.

The second question is related to the main objective of the study of investigating the learned locomotive behaviors of Snapbot with less domain knowledge as possible. A number of existing learning-based methods for locomotion using a real physical robot often predefine the structure of a policy and try to learn the parameters of the policy function [1], [2]. On the contrary, we try to mitigate such manual design choices and let the policy function to directly model the joint trajectories.

To this end, we present a policy gradient method, named deep latent policy gradient (DLPG), that optimizes a stochastic policy function for locomotion tasks. In particular, the policy function is defined as a conditional probability distribution over joint trajectories given a context input. We believe that modeling the policy function to directly define the trajectory distribution, rather than determining a reactive action given a state, plays an important role in achieving the sample efficiency. To properly train the stochastic policy function with a high-dimensional output space (a trajectory space), we utilized a deep latent variable model (DLVM) [7] where we also show the effectiveness of the DLVM in the experimental section.

We first evaluate the sample efficiency of DLPG compared to the state-of-the-art reinforcement learning methods [8], [9] on two locomotion tasks in simulated environments. Then, we apply DLPG to learn locomotion skills using Snapbot. In particular, we present curriculum learning to effectively learn more complex behaviors of turn left, go straight, and turn right, by using two reward functions with different levels of difficulties. On the contrary, naive training with a single reward function fails to achieve the desired skills.

Our main contributions of this paper are twofold: One is to present a trajectory-based policy gradient method, DLPG, and show its sample efficiency in simulated environments. The other is to demonstrate that curriculum learning is crucial for achieving satisfactory locomotive performances when using Snapbot with moderate sample complexity.

The structure of this paper is organized as follows: Section II discusses related work and the proposed method for learning locomotion skills is presented in Section III. Our experimental results using both simulations and Snapbot are shown in Section IV followed by discussion and future directions in Section V.

II. RELATED WORK

Learning locomotion skills for a robot or an animated character can be roughly categorized into two groups by the parameterization of the policy function. The first group of studies pre-defines the structure of the policy function and find a relatively small number of parameters (usually less than 10), whereas the other group learns the policy function with less assumptions, e.g., a mapping between current observation to joint torques.

One of the preliminary work to learn structured policies for locomotion tasks [3] utilizes particle swarm optimization
to learn the gait parameters of a biped humanoid robot. Chernova and Veloso presented an evolutionary approach to optimize fast forward gait motions on quadruped robots using a Sony AIBO robot [10]. Similarly, Bayesian optimization methods have been utilized in [11] to find appropriate gait parameters for a bipedal walking robot. Central pattern generators (CPGs) [12] have been widely used for designing gaits for locomotion tasks in that using it drastically reduce the number of parameters to represent the policy. Recent work in [2] used contextual Bayesian optimization to find the parameters of a CPG controller.

On the other hand, policy gradient methods [13], [14] have also been widely used to train less-structured policies. A stochastic policy gradient method was presented in [15] for learning bipedal motions where the goal was to acquire a feedback control policy for a 9 degrees of freedom system. DeepLoco [16] proposed a hierarchical RL method where the high level planner determines the next footstep plan and the low level planner controls the joint torques to satisfy the given footsteps. Sample-efficient RL for locomotion tasks was presented in [17] by leveraging the periodicity of the motion with a random projection to search in a low-dimensional parameter space. Theodorou et al. proposed Policy Improvement with Path Integrals (PI2) [18] where the parameters are updated based on a probability weighted average cost over the sampled trajectories. PI2 is similar to our method in that it is stochastic RL based on trajectory rollouts, however, it requires system dynamics with a heuristic noise model. Recently, model-free PI2 and model-based LQR with fitted linear models are combined [19] to sample-efficiently update a time varying linear Gaussian (TVLG) controller. However, the policy itself is still reactive.

III. PROPOSED METHOD

In this section, we present a sample-efficient reinforcement method named deep latent policy gradient (DLPG). Unlike the policy in existing RL methods that outputs desired torques or target joint positions given current observations, we design the policy to define the distribution over fixed-length joint trajectories and further use an open-loop control to track the resulting trajectory.

A. Defining a distribution over trajectories

Let us first introduce how we define the distribution over trajectories. To this end, we utilize a Gaussian random path (GRP) [20] where A GRP defines a distribution over trajectories from a set of $M$ anchoring points $D_a = \{s_a, x_a\} = \{(s_i, x_i) | i = 1, 2, ..., M\}$ where $s_i$ and $x_i$ are $i$-th time index and joint value, respectively. Specifically, given $T$ test time indices $t_{test} = \{t_i | i = 1, 2, ..., T\}$, a Gaussian random path $\mathcal{P}$ defines a mean path $\mu_P$ and a covariance matrix $K_P$.

$$\mathcal{P} \sim \mathcal{N}(\mu_P, K_P),$$

where

$$\mu_P = k(t_{test}, s_a)^T K_a^{-1} x_a,$$

$$K_P = K_{test} - k(t_{test}, s_a)^T K_a^{-1} K_{test},$$

$k(t_{test}, s_a) \in \mathbb{R}^{T \times M}$ is a kernel matrix whose element is $[k(t_{test}, s_a)](i,j) = k(t_i, s_j)$, $K_a \in \mathbb{R}^{M \times M}$ is a kernel matrix of anchoring time indices whose element is $[K_a](i,j) = k(s_i, s_j)$, and $K_{test} \in \mathbb{R}^{T \times T}$ is kernel matrix of test time indices whose element is $[K_{test}](i,j) = k(t_i, t_j)$. Since the anchoring points and the corresponding GRP has one-to-one correspondence, we will denote $\tau$ to represent a set of anchoring points.

We use a leveraged kernel function [21] as it can effectively be used for exploration purposes. Figure 1 illustrates mean paths, sampled paths, and $2\sigma$-confidence intervals with solid lines, dashed lines, and shaded areas, respectively. One can see that the GRP with the leveraged kernel function can better model the distribution that approximately follows the anchoring points as shown by the blue shaded area in Figure 1(b).

To further aid explorations at the training phase, we also sample trajectories from a GRP with two anchoring points at the start and the end as shown in Figure 1(c). We refer it as a GRP prior $\mu_0(\tau)$. This procedure of incorporating trajectories sampled from $\mu_0(\tau)$ at the initial training phase resembles the $\epsilon$-greedy procedure [22].

We argue that the proper modeling of the distribution over trajectories plays a crucial role for achieving sample efficient reinforcement learning. As the proposed method can maintain a multimodal distribution over the trajectory spaces,
it can effectively explore multiple potentially promising trajectories rather than focusing on a unimodal distribution of promising trajectories.

B. Deep Latent Policy Gradient

The goal of RL is to optimize a conditional probability distribution of a trajectory, \( p_\theta(\tau|c) \) that maximizes the utility of the trajectory:

\[
U(\theta) = \mathbb{E}_{\tau \sim \theta} [R(\tau, c)]
\]

where \( \theta \) is a set of learnable parameters, \( \tau \sim \theta \) indicates \( \tau \sim p_\theta(\tau|c) \), \( c \) is the context input such as going straight, and \( R(\tau, c) \) is a reward function which is assumed to be positive. It can be regarded as training universal policies [23].

For example, a context input \( c \) can either be a go straight command or a turn right command. For simpler tasks without a context input, the policy function simply becomes \( p_\theta(\tau) \).

In this section, we present an approximate policy gradient method using a deep latent variable model (DLVM) [7] to properly optimize a high-dimensional output space (a trajectory space). With importance sampling, we have

\[
U(\theta) = \mathbb{E}_{\tau \sim \theta} [R(\tau, c)] = \mathbb{E}_{\tau \sim \theta_{\text{old}}} \left[ \frac{p_\theta(\tau|c)}{p_{\theta_{\text{old}}}(\tau|c)} R(\tau, c) \right].
\]  

Then the gradient of \( U(\theta) \) with respect to \( \theta \) at \( \theta_{\text{old}} \), i.e.,

\[
\nabla_\theta U(\theta) |_{\theta_{\text{old}}} = \nabla_\theta \mathbb{E}_{\tau \sim \theta_{\text{old}}} \left[ \frac{p_\theta(\tau|c)}{p_{\theta_{\text{old}}}(\tau|c)} R(\tau, c) \right] |_{\theta_{\text{old}}}
\]

which is often referred to as a likelihood ratio trick [13].

Here, we use a deep latent variable model (DLVM) [7] to optimize the policy \( p_\theta(\tau|c) \) which is suitable for modeling high-dimensional spaces, e.g., a trajectory space. We evaluate the benefit of using the DLVM compared to directly using (5) in the experimental section.

In other words, instead of directly maximizing the \( p_\theta(\tau|s) \), an additional latent variable \( z \) is introduced to maximize the evidence lower bound (ELBO) of \( \log p_\theta(\tau|c) \).

\[
\log p_\theta(\tau|c) = \mathbb{E}_{z \sim \phi} [\log p_\theta(\tau|c)] = \mathbb{E}_{z \sim \phi} \left[ \frac{p_\theta(\tau, z|c) q_\phi(z|\tau, c)}{q_\phi(z|\tau, c) p_\theta(z|\tau, c)} \right] = \mathbb{E}_{z \sim \phi} \left[ \log \frac{p_\theta(\tau, z|c)}{q_\phi(z|\tau, c)} \right] + D_{KL}(q_\phi||p_\theta)
\]

where \( z \sim \phi \) indicates \( z \sim q_\phi(z|\tau, c) \) for a variational distribution \( q_\phi(z|\tau, c) \) parameterized with \( \phi \) and \( D_{KL}(q_\phi||p_\theta) = D_{KL}(q_\phi(z|\tau, c)||p_\theta(z|\tau, c)) \). The first term in (6) is called the evidence lower bound (ELBO) as \( D_{KL}(q_\phi||p_\theta) \) is always non-negative. The ELBO can further be expressed as

\[
\text{ELBO} = \mathbb{E}_{z \sim \phi} \left[ \log \frac{p_\theta(\tau, z|c)}{q_\phi(z|\tau, c)} \right] = \mathbb{E}_{z \sim \phi} \left[ \log p_\theta(\tau, z|c) - D_{KL}(q_\phi(z|\tau, c)||p(z)) \right]
\]

where we assume that \( z \) and \( c \) are independent, i.e., \( p(z|c) = p(z) \). By substituting (7) into (5), we have our approximate policy gradient method which maximizes the lower-bound of the utility function where the gradients of the utility function w.r.t. \( \theta \) and \( \phi \) are derived as follows:

\[
\nabla_\theta U(\theta) |_{\theta_{\text{old}}} \approx \nabla_\theta \mathbb{E}_{\tau \sim \theta_{\text{old}}} \left[ \log p_\theta(\tau|z, c) R(\tau, c) \right] |_{\theta_{\text{old}}}
\]

\[
\nabla_\phi U(\phi) \approx -\nabla_\phi \mathbb{E}_{\tau \sim \theta_{\text{old}}} \left[ D_{KL}(q_\phi(z|\tau, c)||p(z)) R(\tau, c) \right]
\]

where the expectations of \( \tau \) and \( z \) are with respect to \( p_{\theta_{\text{old}}}(\tau|c) \) and \( q_\phi(z|\tau, c) \), respectively.

Once we find \( p_\theta(\tau|z, c) \) by jointly optimizing \( \theta \) and \( \phi \), the final stochastic policy function given a context input \( c \) is

\[
p_\theta(\tau|c) = \int p_\theta(\tau|z, c)p(z)dz
\]

where \( p_\theta(\tau|c) \) can be approximated with a Monte Carlo sampling i.e., \( p_\theta(\tau|c) \approx p_\theta(\tau|\tilde{z}, c) \) where \( \tilde{z} \sim p(z) \).

As (8) and (9) are computed using the samples from \( p_{\theta_{\text{old}}}(\tau|c) \) and \( q_\phi(z|\tau, c) \), this particular form of maximizing the lower bound approximation with stochastic samples to approximate the expectation can be regarded as a stochastic successive upper-bound minimization method [24].

The distribution of the anchor points \( \tau \) given the context input and a latent vector, \( p_\theta(\tau|c, z) \), is defined by a Laplace distribution over a set of anchoring points with a fixed variance, i.e.,

\[
p_\theta(\tau|c, z) = \frac{1}{2b} \exp \left( -\frac{|\tau - \mu_\theta(c, z)|}{b} \right)
\]

where \( b \) is set to 1, \( \mu_\theta(c, z) \) is the output of the decoder network, and \( z \sim \mathcal{N}(0, I) \). One can interpret (10) as an infinite Laplace mixture model [7]. Figure 2 illustrates the overall flow of the proposed method.

C. Overall Algorithm

In the training phase, we first sample a context input \( \tilde{c} \) from \( p(c) \). Then, we sample \( \tilde{z} \) from \( p(z) \) and sample a set of anchoring points \( \tilde{\tau} \) from \( p_\theta(\tau|\tilde{z}, \tilde{c}) \). Both encoder and decoder networks are updated from the sampled \( \tilde{\tau} \) and the corresponding rewards from rollouts.

To further aid the exploration, we sample the trajectories from two different distributions, one from the GRP prior, \( p_0(\tau) \) and the GRP defined from the policy network, \( p_\theta(\tau|z, c) \). Similar to the \( \epsilon \)-greedy method, we gradually decrease the ratio of sampling from \( p_0(\tau) \). The overall algorithm is summarized in Algorithm 1.
Algorithm 1 Deep latent policy gradient algorithm

1: $\theta, \phi \sim$ some parameter initialization distributions
2: $\text{step} = 0$ and $D_{\text{step}} = \emptyset$
3: \textbf{for} each $t$ \textbf{do}
4: \hspace{1em} Sample a context input $c$ from $p(c)$.
5: \hspace{1em} if rand $< 0.5 \exp(-\frac{\|c\|}{2})$ \textbf{then}
6: \hspace{2em} Sample a trajectory $\tau$ from $p_0(\tau)$.
7: \hspace{1em} \textbf{else}
8: \hspace{2em} Sample a trajectory $\tau$ from $p_0(\tau)c$.
9: \hspace{1em} Rollout $\tau$ and compute the reward $r = R(\tau, c)$.
10: $D_{\text{step}} \leftarrow D_{\text{step}} \cup \{\tau, r, s\}$
11: \hspace{1em} if $t \mod 50$ is 0 then
12: \hspace{2em} $D_{\text{train}} \leftarrow D_{\text{step}} \cup D_{\text{step}}$
13: \hspace{2em} Update $\theta$ with $\nabla \theta U(\theta)$ in (8) using $D_{\text{train}}$.
14: \hspace{2em} Update $\phi$ with $\nabla \phi U(\phi)$ in (9) using $D_{\text{train}}$.
15: \hspace{1em} $\text{step} = \text{step} + 1$ and $D_{\text{step}} = \emptyset$

IV. EXPERIMENTS

We first evaluate the sample efficiency of the proposed method on two locomotion tasks using MuJoCo simulation environments [25]. We compare our method with proximal policy optimization (PPO) [26], deep deterministic policy gradient (DDPG) [9] with parameter space noise [27], and trajectory-based REINFORCE [14]$^1$. Then, we apply the proposed method to Snapbot on locomotion tasks of turn left, go straight, and turn right. In particular, we demonstrate that the curriculum learning of two-stage learning process using two different reward functions enables Snapbot to successfully learn locomotion skills with a moderate number of rollouts.

A. Learning Locomotion Skills in Simulated Environments

We test the proposed DLPG, PPO [8], and trajectory-based REINFORCE [14] in OpenAI Gym and MuJoCo [25] using two locomotion tasks: Half cheetah and Ant-v2. The reward of Half cheetah is $\min(x_d/d_1, 1) - 0.1 \sum_{i=1}^{6} a_i^2$ where $x_d$ is the $x$-directional displacement, $d_i = 0.05$ is a time step, and $a_i$ is the $i$-th action. The reward of Ant-v2 is $\min(x_d/d_1, 1) - 0.0001 (h_2^2 + y_2^2) - 0.0001 \sum_{i=1}^{6} f_{\text{ext},i} - 0.1 \sum_{i=1}^{6} a_i^2 + 1$ where $h_2$ is a heading displacement, $y_2$ is $y$-directional difference, and $f_{\text{ext},i}$ is $i$-th external force. Note that we slightly modify the reward of Ant-v2 in that the original reward does not consider heading displacements. The Ant-v2 task is more difficult than the Half cheetah task since it has to go forward while heading forward. Here, we do not use a context input.

To properly evaluate the sample complexity, we fix each episode to rollout for 5 seconds with 20Hz and compute the sum of rewards. For Half cheetah and Ant-v2, we collect 50 and 100 episodes to perform one update, respectively.

Both encoder and decoder networks of DLPG compose of two hidden layers with 128 units with a softplus activation function and a 32-dimensional latent space. We use 20 anchor points per each joint trajectory whose periods, $T$,

$^1$For PPO, we use the code that showed the best performance in the OpenAI leaderboard on Ant-v2 available at https://github.com/pat-coady/trpo. For DDPG, we use the code from OpenAI baselines available at https://github.com/openai/baselines.

$^2$The sum of rewards are averaged over four different random seeds.
compared methods in terms of sample efficiency with a big margin. Specifically, when it comes to achieving 95% of the maximum reward, the proposed method is 3.21 times faster on HalfCheetah and 17.18 times faster on Ant-v2. Figure 4 shows snapshots of Ant-v2 per each second with only 10 updates with 1,000 episodes where we can observe that the proposed method can effectively learn locomotion skills with a small number of episodes. In particular, REINFORCE shows poor performance on both tasks as it directly learns a policy function with high-dimensional output, e.g., 160 for Ant-v2, reflecting the benefits of a deep latent variable model.

We would like to emphasize the huge performance gap between DLPG and REINFORCE. Intuitively speaking, REINFORCE can be regarded as directly optimizing a generative model (policy) weighted by the advantage of each sample and it is well-known that this naïve approach of directly maximizing the likelihood shows poor performances when it comes to model a high dimensional space such as images. On the other hand, implicit generative models such as VAEs show superior performances on generating high dimensional outputs using variational inference (VI) [7] where the propose update rule also relies on VI which makes it suitable for modeling high dimensional spaces.

B. Training Snapbot with DLPG

We apply DLPG for learning three basic locomotion skills of turn left, go straight, and turn right using Snapbot in Figure 5(a). We would like to emphasize that this is a more complex problem to solve in that the policy function should generate three different types of trajectories based on a context input.

We generate two-second trajectories of each eight joints with a GRP using ten anchor points from the policy network and repeat the trajectory three times with 20Hz to compute the reward. The number of anchor points is 80 for eight servos (joints) with ten anchor points.

For localizing Snapbot, we install a camera on the ceiling and estimate the current position and heading of Snapbot, \( (x_r, y_r, \theta_r) \), by detecting two circles in yellow and blue using a Hough circle transform as shown in Figure 5(b).

We apply DLPG with two different scenarios by varying the reward functions. In all scenarios, the context input \( c \) is a three dimensional vector where \( c = [1, 0, 0] \) indicates turn left, \( c = [0, 1, 0] \) indicates go straight, and \( c = [0, 0, 1] \) indicates turn right.

Suppose \( [x_0, y_0, \theta_0] \) is the initial pose of Snapbot, \( d_{\text{fwd}} \), \( d_{\text{total}} \), and \( \Delta_\theta \) are a forward moving distance, total moving distance, and rotated angle after three repeated cycles of a two second trajectory, and \( \Delta_q \) is the maximum tracking error of the servo motors. We use a \textit{mm} unit for displacements, \textit{deg} for rotations, and the position of a servo motor is represented by a value between 0 and 1024.

We conduct the experiments with two different scenarios:

1) \textit{Learning from Scratch}: The policy function is optimized with a single-stage policy learning.
2) \textit{Curriculum Learning}: The policy function is optimized with a two-stage policy learning. In the first stage, Snapbot is incentivized by simply going forward, and in the second stage, high reward is given when Snapbot moves accordingly to the given context input.

The total reward is a sum of four sub-rewards where each sub-reward is defined differently with scenarios.

\( a) \quad r_{\text{fwd}}: \) Reward related to forward distance:
\[
r_{\text{fwd}} = \begin{cases} 
\alpha_L(d_{\text{fwd}} - d_{\text{offset}}), & s = [1, 0, 0] \\
\alpha_C(d_{\text{fwd}} - d_{\text{offset}}), & s = [0, 1, 0] \\
\alpha_R(d_{\text{fwd}} - d_{\text{offset}}), & s = [0, 0, 1]
\end{cases}
\]

\( b) \quad r_{\text{rot}}: \) Reward related to rotation difference:
\[
r_{\text{rot}} = \begin{cases} 
\beta_L\Delta_\theta, & s = [1, 0, 0] \\
\beta_C\Delta_\theta, & s = [0, 1, 0] \\
\beta_R\Delta_\theta, & s = [0, 0, 1]
\end{cases}
\]

\( c) \quad r_{\text{mov}}: \) Total traversed distance:
\[
r_{\text{mov}} = 0.01d_{\text{total}}
\]

\( d) \quad r_{\text{track}}: \) Motor tracking error penalty:
\[
r_{\text{track}} = -10\max(0, \Delta_q - 100)
\]

where \( \{\alpha_L, \alpha_C, \alpha_R, \beta_L, \beta_C, \beta_R\} \) is a set of hyperparameters. Hyperparameters of the different reward functions are shown in Table I.

In all scenarios, the encoder network \( q_\theta(\cdot) \) and decoder network (policy function) \( p_\phi(\cdot) \) both consist of a fully-connected layer with two hidden layers where each hidden layer has 256 units and \textit{tanh} activations.

1) \textit{Learning From Scratch}: In the Learning From Scratch scenario, we randomly initialized a policy function and train the policy using DLPG. The learning curves are shown in Figure 6(a) where the running average of 50 rewards are plotted for better visualization. Interestingly, we observe

<table>
<thead>
<tr>
<th>Scenario</th>
<th>( \alpha_L )</th>
<th>( \alpha_C )</th>
<th>( \alpha_R )</th>
<th>( d_{\text{offset}} )</th>
<th>( \beta_L )</th>
<th>( \beta_C )</th>
<th>( \beta_R )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scratch</td>
<td>1/20</td>
<td>1/20</td>
<td>0</td>
<td>-1</td>
<td>-10</td>
<td>-10</td>
<td>-10</td>
</tr>
<tr>
<td>Curriculum-1</td>
<td>1</td>
<td>10</td>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
<td>-2</td>
</tr>
<tr>
<td>Curriculum-2</td>
<td>1/10</td>
<td>2</td>
<td>1/10</td>
<td>0</td>
<td>-10</td>
<td>-10</td>
<td>-10</td>
</tr>
</tbody>
</table>

TABLE I: Hyperparameters of the reward functions of different scenarios.
that while the total reward is constantly increasing, only the reward related to the rotation, \( r_{\text{rot}} \), increases whereas the forward reward, \( r_{\text{fwd}} \), remains still. This is because rotating motions are much easier to achieve compared to forward-going motions in that forward-going motion requires a synchronized motion such as a trot gait motion. This can be regarded as an example of reward hacking [28] in that the agent achieves rewards by performing suboptimal behaviors.

2) Curriculum Learning: From the observations of the previous Learning From Scratch scenario, we design the curriculum learning of applying a two-stage learning process using two reward functions with different levels of difficulty. In the first stage, a randomly initialized policy is trained with a reward function focusing only on going forward. Once forward going motion skills are well-trained as shown in Figure 6(b), a second reward function that focuses on both going straight and rotating left or right is used. While the similar reward function is used in the learning from scratch scenario in Section IV-B.1 and failed to properly move forward, the final policy of the curriculum learning successfully generates go straight, turn left, or turn right motions, accordingly.

Snapshots of three different motions are shown in Figure 7. When it turns right (Figure 7(c)), it shows interesting behaviors of folding the rear-left leg to the center to locate the rotational axis to its center of the body. Figure 8 shows the bird’s-eye-views of Snapbot on the going straight motion. Snapbot first moves front-right and rear-left legs while maintaining the end-tip of front-left and rear-right legs. Then, it moves front-left and rear-right legs while maintaining other legs. Interestingly, this resembles widely-used trot-gait locomotion of a quadruped robot [29], [30].

Each rollout takes about 6 seconds and the total execution times excluding a resetting phase of learning from the scratch and curriculum learning scenarios take approximately 50 minutes and 110 minutes, respectively.

V. CONCLUSION AND FUTURE WORK

In this paper, we studied the problem of learning locomotion skills using a real physical robot and introduced deep latent policy gradient (DLPG) where the policy function is defined as a distribution over trajectories. We argue that this sample efficiency came from structured control utilizing trajectories and the deep latent variable model which is suitable for optimizing high dimensional generative models.

Then, we applied DLPG to learn basic locomotion skills of turn left, go straight, and turn right using Snapbot. We demonstrated that curriculum learning plays a significant role in the successful training. We are currently implementing automated initializing environments using a robotic arm system where the initial prototype is presented in [31].
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