Abstract—Emotion expression recognition is an important aspect for enabling decision making in autonomous agents and systems designed to interact with humans. In this paper, we present our experience in developing a software component for smile intensity detection for multiparty interaction. First, the deep learning architecture and training process is described in detail. This is followed by analysis of the results obtained from testing the trained network. Finally, we outline the steps taken to implement and visualize this network in a real-time software component.
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I. INTRODUCTION

As social animals, humans are primed to assess and respond to social signals in others [22]. Emotions are key to establishing and maintaining relations between humans and their environment, including others [2]. Consequently, emotions are often used as a basis for decision-making in human-human interactions; “the emotional signals of another guide action” [2]. This carries over into interactions between humans and agents [28], [36], [37]. The quality of emotion regulation in an interaction directly relates to the quality of social interactions [24]. For artificial agents to effectively regulate emotion and use emotion as the basis for decisions, fast and accurate emotion detection is an essential precursor.

A great deal of research has previously been conducted into emotion recognition using many different techniques [3], [32], [35]. More recently, attention has turned toward deep learning for emotion recognition [16], [17]. While much progress is being made, the majority of these existing works focus on developing new algorithms for emotion detection, and show results benchmarking against datasets. It is less common to discuss the deployment of these algorithms in online systems, particularly in cases where hardware resources might be limited.

In this paper, we present a smile intensity machine learning model, but also describe the deployment in a responsive software component. Our work is specifically targeted toward an agent interacting with groups of people. Dealing with groups of people increases the complexity of the deployment due to the varied, and increased numbers of people in the scene. This requires additional computational resources, which are not always available at the point of deployment, placing constraints on the software design. By discussing the deployment process and associated challenges, we contribute our lessons learned and potential solutions.

II. RELATED WORK

Several deep learning models have been proposed for arousal/valence classification (e.g., [21]), however, smile detection is a less explored problem. Smile detection can be used to motivate agent behavior, or to further inform other affective detection components and reasoning. Detecting different smile intensities allows agents to respond appropriately based on the strength of the input expression from one or more users. This will enable the design and creation of more natural interactions.

Whitehill et al. developed a smile detector using Support Vector Machines (SVM) with Gabor features [38], [39]. The results showed the promise of smile intensity detection, but uses source data with coarse annotation (‘happy’ vs. ‘not happy’), as well as mostly images, rather than videos. Consequently, information carried in the temporal nature of the smile is lost. Several other approaches using SVMs and Viola-Jones classifiers have also been developed [4], [33]. However, using coarse annotation, then relying on the decision values as a proxy for intensity has been questioned [10].

Other related work has involved the UvA-NEMO database [7]. This work has mostly focussed on categorizing genuine vs. posed smiles, rather than the intensity of the expression [8], [25]. However, this could be a useful dataset to explore smile intensity in isolation.

The expression intensity detector developed by Dhall and Goecke [5], [6] includes detection of smiles and laughs, but also has a coarse annotation of smiles: neutral, small smile, large smile. When teeth are showing, the images are labelled as laughs instead of smiles, possibly because the source data is image rather than video, so the audio signal is not available. For our use case, we would like more fine-grained categories of smiles to enable more nuanced detection, and subsequently, more nuanced agent reactions to the user input.

We also make a distinction between a smile, which has no auditory component, and a laugh, which does. The work in [5] includes an interesting approach to extend the detector to estimate group emotion by factoring in social context of user orientations in a scene. This model place higher weights on
Fig. 1: CNN-RNN architecture based on [21] and [29] for visual features to predict smile intensity categories.

Fig. 2: Data collection setup.

larger faces (i.e., those closer to the camera). [6] takes this approach further, to also consider where people are in the group and other social factors.

Especially in working and entertainment environments, multi-party human-computer interaction systems play an important role [9], [20], [34]. One of the main difficulties in this research area is the demand for real-time applications, which becomes even more challenging in multi-party scenarios as the computation time potentially increases with every person added to a scene. There have been some previous approaches in designing real-time affect prediction systems for EEG data or eye gaze and speech [23], [27]. However, to the best of our knowledge, none of these works provide real-time solutions for multi-party situations. We therefore propose a DNN architecture for smile intensity detection and present its capability of producing predictions in multi-party scenarios in real-time, with limited hardware resources.

III. NETWORK ARCHITECTURE

The architecture uses a combination of Convolutional Neural Network (CNN) and Recurrent Neural Network (RNN). This architecture seeks to exploit the temporal aspects of the input data. The network is based on the work of Kollias and Zafeiriou [21] which had success in predicting arousal and valence from videos. The final version used in our paper is shown in Fig. 1. The network takes an RGB image of a face which is passed through a deep CNN and then an RNN. The CNN is based on [29] and is pre-trained on the VGGFACE database [29]. The RNN input uses the output of the first fully connected layer from the CNN, and employs two layers of Gated Recurrent Units (GRU). Each hidden layer of the RNN had 128 hidden units. Unlike [21], we do not employ a final attention layer after the GRU layers as this did not provide improvements in our case; instead they feed directly into a fully connected layer.

An additional key difference between the visual network we trained and that of [21] is motivated by the difference in data annotation and formulation of the problem. Our data is annotated categorically, so can now be treated as a classification problem. Accordingly, we change the loss function to use Cross Entropy Loss and softmax.

IV. DATASET

A. Data Collection

Several datasets for affect detection already exist, such as MELD [31], Aff-Wild [42], and AMI [26]. However, for the context of this work, interaction between a human and a virtual agent, we specifically wanted a dataset that contained spontaneous, non-acted expressions, in a conversational scenario. As such, we collected our own data through dyadic interactions.

Participants were given prompts designed to elicit emotion and were asked to then discuss for around 2 minutes before another prompt was shown. Prompts include questions such as ‘What is the most embarrassing situation you have been in?’, and ‘What is the funniest story you have experienced?’, inspired by [14]. This would continue until around 10 minutes of interaction had been collected. Including a short period before the beginning of the prompts where the participants would introduce themselves to one another, the average interaction length was $M=14$ minutes, $SD=2.07$ minutes. For this paper, a total of 15 interaction pairs were annotated, resulting in a total time of 6.80 hours of annotated data. Video frames were captured at a resolution of 1280x720, at 30 frames per second. Correspondingly, 734462 frames form the dataset.

The room was set up such that the participants would face each other, as shown in Fig. 2. A stand in the center of the room was used to mount an Intel RealSense camera facing toward each participant, so only one participant is visible in the camera frame. The upper body and face of the participants were included in the camera frame.

B. Data Annotation

The data was annotated by a team of 4 trained annotators using ELAN [41]. The annotators were asked to focus visually
on facial expressions using the activation of the zygomaticus, pulling the lip corners, lifting the cheeks, and activation of the orbicularis oculi (around the eyes). An intensity level is given to each smile segment and is used to delineate the segments. A smile segment starts at the frame at which the expression starts, and stops either at the beginning of a smile of a different level, or at the end of the transition to a non-smile expression. The levels in increasing intensity order are: Subtle, Low, Medium, High. The Subtle level is included to capture instances where a low activation of the muscles co-occurs with another expression. It is intended to make sure all expressions are captured, but limit the time needed to decide whether this is a smile co-occurring with another expression or not, which can be a challenging task.

The annotators were trained by an experimenter experienced in annotating smiles from interaction data. They were provided with a training manual, and multiple sessions of feedback and comparison between their annotations. The training was performed on a short video from the same capture setup and comparison between their annotations. The training was with a training manual, and multiple sessions of feedback in annotating smiles from interaction data. They were provided with training data, used for training, and 3 for testing (i.e., an 80:10:10 split).

In order to estimate the inter-rater agreement, six files were annotated by a second coder (i.e., another annotation team member who had not seen that file previously). Cohen’s kappa was calculated with, and without taking the intensity levels into account. Calculating segment overlap without considering intensity levels, we obtain good results: \( \kappa = 0.581 \). Omitting the “subtle” smile segments (which had less strict annotation criteria), \( \kappa \) increases to 0.672. The Subtle class caused problems in classification, possibly due to the lack of agreement between annotators, so is omitted from the following results. This will be returned to in the discussion.

C. Data pre-processing

We pre-process each RGB frame by detecting faces using the dlib CNN face detector [18]. Each detected face is resized to 96x96 pixels and normalized to \([-1, 1]\) range as in [21]. In 2.9% of the frames, no faces were detected, so these frames were removed from the dataset. In analyzing the data, it became clear that there was an imbalance between the annotated classes. The data balance was: Neutral - 45.8%, Low - 27.6%, Medium - 20.3%, High - 6.3%.

V. EXPERIMENTS AND RESULTS

A. Training Details

The network was trained using PyTorch [30]. Weights are initialized using the PyTorch implementation of the uniform Glorot initialization [11]. For optimization we use Adam [19], dropping the learning rate every epoch by a factor of 0.97. We trained the network for 10 epochs with learning rate 1e-5, a batch size of 320 and a sequence length of 20 for the RNN. As stopping criteria we used early stopping: during training, the model is evaluated on a holdout validation dataset after each epoch. If the performance of the model on the validation dataset starts to degrade (e.g. loss begins to increase or F1 measure begins to decrease), then the training process is stopped. We split the dataset into 27 videos for training (with 3 used for validation), and 3 for testing (i.e., an 80:10:10 split).

B. Evaluation

In this section we present the classification results of our approach. To measure the quality of our classifier, we use confusion matrices, precision-recall curves, and level of agreement between annotations and predictions at the frame level.

A confusion matrix, used in multi-class classification, is a square matrix whose rows contain the normalized distribution of a predicted class for all ground truth instances of a single class, i.e., each entry \((i, j)\) represents the fraction of ground truth instances of class \(i\) that are predicted as \(j\), and is commonly summarized by its diagonal mean. The confusion matrix works well when classes are well balanced within a dataset, but fails when they are imbalanced, as is often the case with detection problems. In this case, the diagonal effectively measures the recall of each class but fails to emphasize
false positive instances which get absorbed into the grab-class Neutral, which contains the large majority of data points. To account for this, one must also look at the ‘dual’ confusion matrix, where entry \((i, j)\) represents the fraction of predicted instances of class \(i\) that belong to class \(j\) according to the ground truth, in which case the diagonal effectively measures the precision of the class. The confusion matrices in Fig. 3, show that the classifier has difficulty in distinguishing the Low class from the Medium and High classes. High is the most confused class, probably because it is underrepresented in the dataset.

Precision-recall curves are used for measuring detection performance for a single class. We plot precision = \(\frac{TP}{PP} = 1 - FP/PP\), which compares the false positives to the total number of predicted positives, against recall = \(\frac{TP}{(TP + FN)}\), which is the same as the true positive rate but on the other axis. Recall favors the minimum number of false positives and false negatives with respect to the number of true positives. Fig. 3c shows the precision/recall performance of our system (circles) and human annotators (squares), connected by a line to show how far they are from each other. Our method reaches same precision for the Medium class and the same Recall for the Low class when compared to human annotators. The performance between our system and the annotators is also similar for the High class, probably meaning that it is hard to distinguish it from the medium class. However, overall, there is a discrepancy between the performance of our classifier and human-level performance.

Human performance is a good indicator for what to expect from automatic detection algorithms. Detectors will not be perfect, due to smile ambiguity and imperfections in the ground truth annotations, but ideally they should achieve at least as good performance as humans. In Fig. 4 we show the comparison between our system predictions (PD) and two human annotators for the Medium class on a test video. We can observe that the two humans annotate this class in a similar way, although there are some segments where they strongly disagree. This is probably due one of the annotators segmenting the class more heavily, while the other has softer criteria, and therefore fewer class segmentations. Our system does a good job in predicting the class when using Human1 as ground truth, also detecting it for those frames where Human2 did not. This shows that the intensity can be subjective, leading to a system that learns to predict the classes according to the way the coder chose as a reference.

VI. ONLINE SOFTWARE COMPONENT

In order to use the detection model in a multiparty interaction, the software requires consideration in order to maximize processing speed and to handle multiple faces. The resulting component can be seen in Fig. 5, where the video frames are first passed through face detection and a tracker.

The face detection uses a CNN from dlib [18] and is run every 10 frames. This is because it is relatively slow, so running every frame becomes an expensive operation. Once the detector has returned the faces, the tracker will add the faces from subsequent frames to a vector of the faces. Because the face detector runs once every 10 frames, this is the maximum length of time for a new face in the scene to be detected; a reasonable length for our use case, as we assume smile intensity changes don’t occur faster.

The initial approach we adopted was to feed faces to the model for inference in a sequential manner. That is, we take a time sequence from a single face and run inference, before sending the next face. We process all faces in a frame, and then do the same on the next frame, and so on. With a single Graphical Processing Unit (GPU), when more than one face is present in the frame, the processing time is slower than the camera frame rate. This leads to a time lag in the results, or the need to drop frames. Having a single GPU is a reasonable constraint for a deployed system. To mitigate
this issue, we collect the vectors of these faces into a batch and feed a batch to the model, as would be done at training time. This technique has a downside in that we must pre-define this batch size (and therefore the maximum number of faces we can process), but the upside is that the speed of processing becomes substantially faster when there are more faces (Fig. 6). With a single face to process, both techniques can run at 30fps (i.e., the speed the frames arrive), however, with 8 faces, the sequential approach achieves 4fps, compared to 7fps with the batch approach.

Other techniques for improving the speed of inference include weight pruning and quantization [13], and use of teacher-student networks [15]. However, these techniques either involve spending time to train and evaluate further models, or a reduction in precision. Using the technique of batching is a simple way to improve the component prediction speed.

To visualize the output of the predictions for groups of people, we created a web-based interface. Fig. 7 shows this interface and the underlying image data with the prediction label added. The interface maps from the real-world space to a virtual representation. Each individual in the camera view is replaced with an emoji showing their current smile intensity. This dynamically updates as new predictions are produced.

VII. DISCUSSION AND FUTURE WORK

In this paper we presented details of the smile intensity classifier that we trained using a deep neural network. We then presented details of using this classifier in a software implementation designed to classify the smiles of multiple users interacting with an agent, in real-time.

The results show that the classifier performance is reasonable, but is not yet comparable to human agreement levels. This could in part be due to noise in the training data from the human raters, with some subjectivity in the annotation process. Whilst we obtain good agreement between annotators (Cohen’s $\kappa=0.672$), there is clearly room for improvement. Part of this disagreement likely stems from the annotation of smiles when they co-occur with other expressions or facial movements, such as when the interlocutors are talking. These expressions are harder to classify due to the movement of the mouth. This is the probable reason for the reduced agreement when including the Subtle class, which was designed to capture many of these cases. In experiments where the network was trained and included the subtle class, both the recall and precision of this class were particularly poor.

One way to improve the overall output could be to experiment with multimodal fusion. Using audio, particularly when individuals are talking, may be a better indicator of smiles co-occurring with speech, than just using the visual modality alone. This also raises questions about early or late fusion of modalities. Prior work suggests that early fusion may lead to an improvement in results for emotion recognition tasks [12], [40], however, these approaches do not use deep learning. This would present an interesting avenue for future work.

Additional future work could include further exploration of the visual modality, with comparison to an existing SVM approach as a baseline for this data, or re-training with the model used here on an existing dataset. This would provide greater context for the results and could highlight where additional improvements might be made. We would postulate that the imbalance of the data here, and the relatively low numbers of individuals in the dataset prevented the network from greater generalization. In particular, more examples of
the High smile class would be beneficial.

The annotation procedure is highly time-consuming, so we did not annotate the entire dataset collected. While the entire dataset consists of around 100 different individuals, we only annotated 30 of those. Instead of annotating entire interactions for a smaller number of individuals, we may have found better results by annotating part of the interactions for a larger number of individuals. Alternatively, multiple annotators could label the same videos, and the model could be trained only on the segments that the annotators agree on. This may provide a more robust classification performance, as the subjectivity of the training data would be reduced.

Our current software component can be used to predict the smile intensity of multiple people in a group in real-time. This can be used to drive artificial agent decision making and behavior. However, this could be further improved by considering the emotion displayed in the entire scene, as in [6]. An agent should have some understanding of the interacting users not only as individuals, but as a social group, for producing the optimal behavior. Our current input data of two individuals interacting does not easily lend itself to solving this kind of problem. However, an interesting next step could be to consider the dynamics between the two individuals in the interaction to improve the smile predictions. Multiparty datasets such as the SALSA dataset would potentially provide the kind of rich social scene for further exploration of group emotion, also considering temporal factors [1]. However, accurate annotation of facial expression in the data may be difficult from the camera angles. Collecting and annotating videos of groups remains a challenge in furthering this line of research.

REFERENCES


