
Jason Fong 
CSC 300 
Sakellariou 
Assignment 3           

The Ramifications of Discriminatory Bias in Algorithms 

 In the last fifty years, our society has seen a massive rise in the accessibility of personal 
computing. The content being fed to us through these beige boxes has largely taken the place of 
print media and television in influencing our thoughts. The algorithms that run our devices, 
whether they be laptops or cellular smart phones, have become increasingly pervasive. The 
subtle and nuanced messages that we, and more particularly the impressionable youth, receive 
come in the form of targeted advertisements, search results, or access to applications, to name a 
few. They tell us how we should act, who we should look like, what we are worth, and even what 
we should do for a living. As these seemingly minor messages certainly have the potential to 
affect belief systems and personal convictions, it is ever more important that computing remain 
impartial, particularly in heated themes of race and gender. There are even more concrete ways 
algorithms are destined to unfairly determine our lives if they retain racial and gender biases, 
such as algorithmic college acceptance, interest rate determination, and crime prediction. If 
governments and corporations are to make such a transition toward said predictive algorithms, it 
is vital that the programmers behind the software are diverse. As the administrators of such 
powerful decision makers, the population of programmers must be representative of the people in 
race and gender, transparent, and ethically literate.  
 Every output from a computer is the direct result of an algorithm. Some programs are 
composed of algorithms which are simple and easily understood, such as an email application 
which may sort by importance or time received. However, the complexity of the applications we 
interact with have skyrocketed. Search result algorithms are thousands of lines of code hidden in 
black boxes from the public’s eye. Algorithms have recently adopted data science techniques and 
algorithms such as neural networks and machine learning, and the processes that occur within 
them are difficult to understand even to computer professionals. Although the majority of the 
population do not understand these tools, the resulting output is still being used to influence them 
and make important decisions in institutions.  
 It is no secret that humans, and children even more so, are susceptible to societal 
pressure. The pressure comes in the form of role models (or lack thereof), toys, advertisements, 
film, and many other media sources. The faces that adorn magazine covers and are displayed to 
us have been carefully selected by small groups of people. With the rise of big data and machine 
learning algorithms, most of the faces we see will now be determined by algorithms trained by 
current and past data. For example, search results and predictions will now return results that 
reflect our society’s existing expectations of what a doctor looks like, or what race a drug dealer 
is likely to be (see figures 10 and 11). There are many ways these algorithms can impede social 
progress and affect the lives of minorities. Many are related to the molding of our subconscious 
perceptions; some directly affect us in major ways.  



 The color blue has no innate connection to the male gender, nor does pink to the female 
gender. Yet, if you use Google Image Search to look up “boy girl,” nearly every image echoes 
this association. A search of “toys for boys” returns construction machinery, cars, and action 
figures. The female equivalent is a page of doll houses, play kitchen sets, and even a toy vacuum 
cleaner, all in pink. There are clear roles that are imposed upon us from a very early age. Some of 
these beliefs are arbitrary and mostly harmless, such as this case, others have a much larger 
effect on our society [1].  
 The United States of America is a country with an objectionable history. This country’s 
background of slavery set the landscape for less than ideal race relations. The legacy of decades 
of slavery, Jim Crow laws, and inequality still persist in many areas of American life, and make 
social advancement difficult for many African Americans. Many of the current algorithms 
utilized daily contain racial bias which negatively reinforce public perception and stereotypes of 
them. With the certainty of a future where machine learning techniques openly decide the 
directions of our lives, the stakes are raised even higher [10]. The tech industry must find a 
solution to racial bias before social advancement is made impossible because of racist job 
candidate filters, terrorist classification, and predictive policing. This category of machine 
learning has the potential to bring about a lot of benefit and bring more efficiency to those who 
need it; it is an extremely powerful tool. However, the nature of machine learning algorithms is 
that they predict the most probable outcome based on the input data. Therefore, a society’s 
preconceived notions can only be regurgitated by them. Thus, context and a human perspective 
must also be applied.  
 When you peer inside the offices of Google, Facebook, and Twitter, two types of people 
are likely to dominate: white males and Asian males [2]. It should then come as no surprise that 
cutting edge facial recognition algorithms are able to correctly predict gender 99% of the time if 
the test case is a male with light skin [3]. However, if the test case is a female with darker skin, 
the same algorithms can only muster a 65% success rate. With female African Americans 
comprising just 3% of the tech talent in the United States, I argue that this correlation is not 
entirely coincidental. Perhaps an engineering team with more diverse backgrounds, in looks and 
in mindset, would be able to find and solve problems which would normally be overlooked. For 
example, figure 3 shows a photo of a dark skinned man that was modified by simply increasing 
the exposure. Doing this greatly improved the accuracy of each computer vision algorithm 
tested. Clearly, the failure in figure 3a is not due to technological limitations. I imagine a 
programming team where people of darker skin would be able to notice such a shortcoming and 
find new solutions. Humans innovate when they have needs to be met, and when brilliant people 
are forced to find a solution, everyone can benefit from the outcome. Imagine a universe where 
everyone had pure black skin; perhaps our cameras would function differently, perhaps they’d be 
fitted with infrared sensors like Apple’s Face ID system.    
 The barriers that prevent the ethical development of biased algorithms are numerous. 
There are ideals deeply rooted in our institutions that prevent meaningful racial progress, and 
even technical progress to an extent. Privileged and powerful individuals interested in 
maintaining the status quo and socioeconomic norms provide further challenges. These macro-
social issues cannot be solved without dealing with more focused micro-social technical issues 
first, such as the supposedly ethically neutral algorithms behind computers.  



 In order to challenge the notion that algorithms only tell the unbiased and universal truth, 
I looked to a class of convoluted algorithms which are usually hidden behind closed doors: 
search engines. As the two most popular search engines in the world, Google and Bing have the 
enormous task of deciding which links and images are returned to the billions of search queries 
they receive daily. There is a common misconception that the results are impartial and rank the 
links and images based on popularity or relevance. If that were the case, two search algorithms 
with two sets of engineers should, in theory, produce similar results based on objective inputs. 
However, in my investigation of the two search giants, I tallied the number of white people and 
people of color in the image search results for various queries, and one search term produced a 
particularly interesting outcome. Figures 11 and 13 in the index exhibit the algorithmic 
difference of the search engines; the results from Bing of the search term “poor people” were 
overwhelmingly people of color relative to Google. Bing’s image search results were largely 
photos of impoverished Indian children and other people of the Global South. Google engineered 
an algorithm that decided images of homeless Americans would be more relevant.  
 Whether the decisions made by the engineers at either corporation are motivated or not 
does not matter. However, the type of bias built into the algorithms and the implications it has on 
human welfare do matter. One of the barriers our society must overcome before further 
utilization of machine learning algorithms is the removal of racial and gender biases. This is 
necessary because the public perception of certain groups of people are molded by negative 
portrayals on the ever so prevalent World Wide Web. A 2011 study showed that negative mass 
media portrayals were strongly linked to lower life expectations amongst black men [4]. The 
portrayals, which are reinforced by media and the internet, create barriers to advancement within 
society. They affect the way individuals think about themselves, and make higher paying 
occupations appear unattainable or uncharacteristic of their racial/gender backgrounds.  
 Knowing the effects of negative portrayals on public perception and social progress, 
search engineers have a much larger effect on the future than many would have previously 
thought. Figures 10-13 show that white people are overrepresented in positive portrayals on 
image search, and people of color are exceedingly underrepresented. An interesting example in 
figures 10 and 12 are the test case of searching “smart person”. Google’s first 50 results had no 
examples of people of color (the majority of results were Albert Einstein), and Bing had 5 people 
of color in the top 50 results. However, each of the 5 people were Asian. This “positive 
stereotyping” is another way many people categorize individuals by race and form negative 
connotations between race and ability [5].  
 Computer vision is another area of computing where females and dark skinned people 
feel inequality. Figures 3a and 4 show two comparable images, one being a dark skinned man, 
and the other, a light skinned man. These differences that people of color experience, although 
malice free, are the subtle messages that marginalize groups of people and make groups feel less 
important.  
 With the combination of negative public perception and less privileged upbringings, it is 
no wonder few African Americans have found their way into the tech industry [6]. The lack of 
variety in the Silicon Valley means bias is often overlooked. This creates a precarious foundation 
for future technology, as these artificially intelligent systems are very likely to be the same 
systems used to predict the next criminal, and recite our society’s racist perceptions. 



 I envision three ways we could solve the issue of racial/gender uniformity in the 
computing profession: increased programming exposure to underprivileged minority youth, 
alteration of public perception, and employment equity legislation.  
 Introducing children to STEM (science, technology, engineering, and math) early on in 
their education has the potential to nurture their thinking process in a positive way [8][9]. 
Students begin to think more analytically and often develop a problem-solving mindset. Also, 
when exposed to subjects in captivating ways (STEM programs are often hands on, fun, and 
rewarding), students’ interests are naturally piqued and career opportunities have the opportunity 
to bloom as they visualize themselves as scientists or engineers. These STEM programs should 
be worked into government mandated curriculum, and the tech industry should also support 
them. I argue it would be in their best interest because it would increase the quality of the 
engineers in the talent pool and provide positive exposure to the company, leading more talented 
individuals to start their careers with them.  
 Along with early exposure to the occupation, public perception and the prevalence of role 
models also play a large factor in children envisioning themselves in certain careers. An ongoing 
investigation by psychology researchers analyzed the children, who were asked to draw a 
scientist, from as early as 1966 [11]. Over the decades, the children’s depictions of scientists 
transitioned from 99.4% male in the 1960s and 70’s to a much lower 72% by 2016. Researcher 
Toni Schmader of the University of British Columbia was pleased with the findings because it 
points to the changing views on women’s roles in science. He believes these representations are 
important because “young girls might more easily be able to envision a future for themselves in 
science”.  
 My final proposal, affirmative action legislation, is the most controversial, but has seen 
elements of success in the United States [14]. In a capitalist system, one cannot expect 
corporations to make monetary sacrifices, even if it is against the will of the people. Therefore, it 
is the obligation of the government to step in and create legislature and requirements that protect 
the individual rights of its citizens [7]. If it were up to the textile mills, there would be no need 
for regulations on child labor. If it were up to the meat packing industry, there would be no need 
for health regulations. That is why it is the obligation of the government to act in accordance 
with the necessities of society, even when it is contrary to the desires of certain businesses. When 
a major proportion of a society has experienced generations of discrimination and setbacks, and 
continue to face an unfair world, a world that looks upon them differently, there is such a 
necessity. Therefore, I argue that a gradual implementation of affirmative action policies, in 
combination with the previous proposals, will be able to bridge the inequalities. Eventually, we 
may reach a point where such legislation may become unnecessary. Nevertheless, the current 
state of racial and gender relations in the country require it.  
 With the rapid pace of technological innovation, we are likely to see more algorithms 
imposed on us than ever before. Whether in an airport determining your risk, or in an office 
determining your insurance rates, algorithms and the programmers behind them have the 
opportunity to steer society. If their decision is to move forward, we must demand a more 
colorful Silicon Valley that will inspire the next Clarence Ellis or Grace Hopper.  
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Figure 1:  
Google - 95% person 
Amazon - 99.2% person 
Microsoft - Success 
Snapchat - Success 

Figure 2: 
Google - 99% person 
Amazon - 98.7% person 
Microsoft - Success 
Snapchat - Success 



Figure 3a (Original):  

Google - 56% statue (no result for person) 
Amazon - 69.2% person 
Microsoft - Success 
Snapchat- Failure 

Figure 3b (Modified: Increased Exposure): 
Google - 95% person 
Amazon - 82.6% person 
Microsoft - Success 
Snapchat- Success 



Figure 4:  
Google - 96% person  
Amazon - 99.1% person 
Microsoft - Success 
Snapchat - Success 

Figure 5:  
Google - 95% person 
Amazon - 99.3% person 
Microsoft - Success 
Snapchat - Success 



Figure 6:  
Google - 6/10 (60%) black faces detected 
Microsoft - 9/10 (90%) black faces detected 
Snapchat - 7/10 (70%) black faces detected 
Average - 73.33% 

Figure 7:  
Google - 6/7 (85.7%) white faces detected 
Microsoft - 5/7 (71.4%) white faces detected 
Snapchat - 5/7  (71.4%) white faces detected 
Average - 76.19% 



Figure 8:  
Google - 21/24 black faces detected 
Microsoft - 18/24 black faces detected 
Snapchat - 18/24 black faces detected 
 

Figure 9: 
Google - 18/18 light skinned faces detected 
Microsoft - 12/18 light skinned faces detected 
Snapchat - 16/18 light skinned faces detected 



Figure 10: First 50 Google Image Search Results (Positive) 
Ho: White = 73.6%  (US Population)        Ha: White > 73.6% 
Sample proportion = 90.33%                     p = 0.0164 

Therefore, if we were to assume that the search algorithm were representative of the US 
population, the probability of observing the sample that I did or more extreme would be 1.64%. 
We have strong evidence that positive Google Image search results are not representative of the 

US population.  
Figure 11: First 50 Google Image Search Results (Negative)  
Ho: White = 73.6%  (US Population)          Ha: White < 73.6% 
Sample proportion = 66.67%                        p = 0.352 
Therefore, if we were to assume that the search algorithm were representative of the US 
population, the probability of observing the sample that I did or more extreme would be 35.2%. 
We cannot reject the null hypothesis that negative Google Image search results are representative 
of the US population.  
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Figure 12: Microsoft Bing Image Search Positive (Notes: All smart POC were Asian) 
Ho: White = 73.6%   (US Population)          Ha: White > 73.6% 
Sample proportion = 85.67%                        p = 0.0111 
Therefore, if we were to assume that the search algorithm were representative of the US 
population, the probability of observing the sample that I did or more extreme would be 1.11%. 
We have strong evidence that Bing Image search results are not representative of the US 
population.  

Figure 13: Microsoft Bing Image Search Negative (Notes: Poor people is largely images of 
African/Indian people) 
Ho: White = 73.6% (US Population)                     Ha: White < 73.6% 
Sample proportion = 63.67%                                 p = 0.975 
Therefore, if we were to assume that the search algorithm were representative of the US 
population, the probability of observing the sample that I did or more extreme would be 97.5%. 
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Figure 14: Percentage of white people representations compared to white population  
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