Cyclin A2 promotes DNA repair in the brain during both development and aging
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Abstract: Various stem cell niches of the brain have differential requirements for Cyclin A2. Cyclin A2 loss results in marked cerebellar dysmorphia, whereas forebrain growth is retarded during early embryonic development yet achieves normal size at birth. To understand the differential requirements of distinct brain regions for Cyclin A2, we utilized neuroanatomical, transgenic mouse, and mathematical modeling techniques to generate testable hypotheses that provide insight into how Cyclin A2 loss results in compensatory forebrain growth during late embryonic development. Using unbiased measurements of the forebrain stem cell niche, we parameterized a mathematical model whereby logistic growth instructs progenitor cells as to the cell-types of their progeny. Our data was consistent with prior findings that progenitors proliferate along an auto-inhibitory growth curve. The growth retardation in CCNA2-null brains corresponded to cell cycle lengthening, imposing a developmental delay. We hypothesized that Cyclin A2 regulates DNA repair and that CCNA2-null progenitors thus experienced lengthened cell cycle. We demonstrate that CCNA2-null progenitors suffer abnormal DNA repair, and implicate Cyclin A2 in double-strand break repair. Cyclin A2’s DNA repair functions are conserved among cell lines, neural progenitors, and hippocampal neurons. We further demonstrate that neuronal CCNA2 ablation results in learning and memory deficits in aged mice.

INTRODUCTION

The various compartments of the brain grow by distinct mechanisms. For example, the forebrain grows by expansion and radial migration of neural progenitor cells in the ventricular/subventricular zone (VZ/SVZ) that lines the lateral ventricles [1]. In contrast, the cerebellum is populated by cerebellar granule neuron progenitor cells of the external granule layer (EGL), which proliferate to expand the EGL, and then migrate inward to the internal granule layer [2]. We previously reported that loss of the S-phase Cyclin A2 (Gene symbol CCNA2; Homo sapiens accession number NM_001237.3; Mus musculus accession number NM_009828.2) results in cerebellar dysmorphia with relatively intact forebrain development [3]. This dichotomy raises an interesting question—why do the cells within these distinct stem cell niches respond differently to cell cycle dysfunction? Answers to similar questions have been proposed by non-traditional biological experiments. Specifically, mathematical modeling has been used to describe the dynamics of...
progenitor population size, using various methodologies [4-6]. Applied specifically to forebrain development, Takahashi et al. utilized measurements of cell cycle timing [7-9] to construct an empirical discrete-time model of the population size of the VZ/SVZ. This model was used to compute the thickness of the VZ/SVZ and surrounding regions from E11-E16. These seminal mathematical modeling studies demonstrated that the output of cell types from the cell niche varies during embryonic development, and proposed that only slight adjustments in cell fate change during embryonic development could change the quantity of neurons produced. Other groups have used this data to parameterize models of ordinary differential equations [10] and stochastic branching processes [11], although the large population size at E11 renders stochastic effects as negligible. These models however do not include a transient progenitor niche, as is known to exist [12], nor do they track the age of the cells or the transitions between phases of the cell cycle. They are also parameterized using biased measurements of VZ/SVZ thickness. Building upon this prior work, we sought to utilize mathematical modeling to help us understand how a CCNA2-null forebrain could develop grossly normal size and structure.

To assist in interpreting our neuroanatomical data, we developed a continuous-time mathematical model that incorporates aspects of this previous work as well as new data from our experiments presented in this study. Our model pays consideration to the transit of cells between cell cycle phases and the balance between proliferation and the production of intermediate progenitors. Indeed, many aspects of this model incorporate logistical growth concepts developed from the ecological sciences. Here, we used our model to explain how the forebrain VZ/SVZ stem cell population could overcome loss of Cyclin A2, whereas the cerebellar EGL does not. Our model is consistent with an overall mechanistic picture that CCNA2 loss in the brain could be overcome through a developmental delay.

The components of the mathematical model include a lengthened cell cycle in CCNA2-null neural progenitor cells and a shift in the timing of production of intermediate progenitors and neurons. We treated the dynamics of the components of the model as testable hypotheses and confirmed that the cell cycle was indeed lengthened in CCNA2-null brains. We further confirmed that production of intermediate progenitors was decreased during early embryonic development and neuron production was increased post-natally, supporting our conclusion of a developmental delay.

One such cause of a lengthened cell cycle is unrepaired DNA damage, which induces cell cycle arrest. Our observation of an increased cell cycle time led us to ask if Cyclin A2 was involved in the DNA damage response. We found that Cyclin A2 is located at sites of DNA double-strand breaks (DSB) and plays a role in both homologous recombination repair and non-homologous end joining, the two major pathways for DSB repair.

These findings inspired us to investigate how CCNA2 loss affected stem cell niches in adult animals. We did so by examining the effect of Cyclin A2 ablation in the adult hippocampus. We found that mice lacking Cyclin A2 had defects in DNA repair in embryonic progenitors and hippocampal neurons. Animals with the hippocampal neuron pathologies showed concomitant reduction in performance in learning and memory tests. Taken together, our data underscores the importance of Cyclin A2 during both brain development and normal function of the adult brain and highlight the link between pathways common to both embryonic development and aging processes during adulthood. These data underscore the strength of mathematical modeling to elucidate new mechanistic insights to biological processes. Furthermore, our approach underscores the power of logistical growth modeling in the study of biological systems.

RESULTS

Cyclin A2 loss delays embryonic forebrain development

In order to quantitatively describe the neuropathology of Cyclin A2 loss in the VZ/SVZ, we performed high-resolution analyses of the CCNA2- mice using unbiased stereological methodologies. We generated CCNA2-null brains by intercrossing CCNA2fl/fl mice with Nestin-cre mice. Ablation of CCNA2 was confirmed by immunohistochemical staining (Supplemental Fig. S1). We focused our analyses on the VZ/SVZ of E14.5 and E17.5 mice. At E14.5, most radial glia divide symmetrically to expand the progenitor pool [13], while at later ages radial glia divide asymmetrically to self-renew and generate new neurons [14]. VZ/SVZ and cortical plate (CP) volumes and total number of cleaved caspase-3 positive cells in the entire VZ/SVZ and CP were determined in CCNA2fl/fl, Nestin-cre brains and compared to controls using unbiased stereology (Fig. 1A-C, Supplemental Table S1). E14.5 CCNA2fl/fl, Nestin-cre mice showed greater than 4-fold reduction in VZ/SVZ volume and greater than 2-fold reduction in CP volume (Fig. 1A-B).
Figure 1. CCNA2 Loss delays embryonic forebrain development. (A) Representative low-magnification images used for unbiased stereology quantification. The VZ/SVZ and CP are noted by arrows. Experimental conditions are indicated above. (B) Total VZ/SVZ and CP volume. At E14.5, the volumes of both structures in CCNA2<sup>fl/fl</sup>, Nestin-cre animals were significantly reduced compared to controls. At E17.5, there was no statistical difference between groups. Quantifications represent Cavalieri unbiased stereology analysis of the entire brain. The y-axis is volume of the VZ/SVZ or CP. Unpaired t-test, * = p < 0.05, n.s. = not significant. For E14.5, n= 3 animals each for control and experimental groups. For E17.5, n=2 animals for control group and 3 animals for experimental group. (C) Total apoptotic cells in the VZ/SVZ and CP. At both ages, there was a significant increase in apoptosis in both structures. Quantifications represent Optical Fractionator unbiased stereology analysis of the entire brain at 100x magnification. The y-axis is total number of cleaved caspase 3-positive cells in the VZ/SVZ or CP. Unpaired t-test, * = p < 0.05. (D) Schematic of neural progenitor cell culture. Neural progenitors from the VZ/SVZ were dissected from P5 CCNA2<sup>fl/fl</sup> pups and cultured as neurospheres. Neurospheres were dissociated and infected with adenovirus encoding Cre and GFP to excise CCNA2, or adenovirus encoding GFP only as a control. (E) CCNA2<sup>fl/fl</sup> ablation in vitro. DNA from infected cells was amplified by PCR. Alleles represented by each band are indicated on the left, and Cre condition is above. (F) Cells were stained for GFP and Cre recombinase. Infection of neural progenitor cells results in >90% infection. Arrows indicate Cre-positive cells in F2. (G) Cells were infected as shown in (F). Cells were pulsed with BrdU for 30 minutes before fixation 48 and 72 hours after plating. The proportion of BrdU and pH3-positive cells was increased in CCNA2-null cells. (H) Quantification of BrdU-positive cells 48 and 72 hours after plating. The x-axis is time after plating, and the y-axis is the percentage of cells that incorporated BrdU. Unpaired t-test, * = p < 0.05. (I) Quantification of cell density 48 and 72 hours after plating. Forty-eight hours after plating, CCNA2-null cells were less dense. There was no statistical difference between CCNA2-null and control cells 72 hours after plating. ANOVA with Tukey’s HSD, p values are noted on the plot. These data support that CCNA2-null neural stem cells are capable of reaching the carrying capacity of their respective stem cell niches. The x-axis is time after plating, and the y-axis is cell density. Error bars for all graphs represent standard errors of the mean (s.e.m.).
By E17.5, the CP and VZ/SVZ volumes were not significantly different between groups (p = 0.068 and p = 0.5, respectively). We conclude that during the E14.5 ->E17.5 period, the amount of growth of the CCNA2<sup>fl/fl</sup>, Nestin-cre VZ/SVZ was greater than that of the control VZ/SVZ.

To investigate the underlying cause of the early size reduction, we examined apoptosis in the VZ/SVZ and CP of these embryos by measuring the total number of cleaved caspase 3-positive cells in the VZ/SVZ and CP. We found greater than 5-fold increase in apoptosis in the VZ/SVZ and CP of CCNA2<sup>fl/fl</sup>, Nestin-cre embryos compared to controls at E14.5. E17.5 mice displayed approximately 2.5-fold increase in apoptosis in both structures (Fig. 1C). Notably, the volume occupied by apoptotic cells in the VZ/SVZ was vastly increased by CCNA2 ablation compared to the increase observed in the cerebellar granule neuron progenitor cells of the external granule layer (Supplemental Table S1). These data indicate that forebrain neural progenitors are actually more sensitive to CCNA2 ablation than cerebellar neuron progenitors, yet cerebellar morphogenesis is more adversely affected post-CCNA2 ablation. To test if the observed growth delay was a property of neural progenitors in general, or was restricted to the embryonic period, we utilized an in vitro approach. We generated CCNA2-null neural progenitors dissected from the CCNA2<sup>fl/fl</sup> forebrain ganglionic eminence and expanded in vitro. CCNA2 ablation was accomplished by infection with adenovirus encoding cre-recombinase. CCNA2-null neural progenitors showed increased BrdU incorporation, as well as delayed growth (Fig. 1F-I). Comparing the overall apoptosis rates to the overall proliferation rates, we concluded that the increase in apoptosis in the VZ/SVZ had minimal impact on the overall growth of the embryonic forebrain whereas apoptosis has more detrimental effects on cerebellar morphogenesis. Furthermore, we were perplexed by our finding of compensatory growth in CCNA2-null forebrains despite loss of a crucial cell cycle gene.

**Theoretical models of compensatory forebrain growth**

We sought to understand the paradoxical effects of CCNA2 ablation on embryonic neurogenesis. In particular, we interpreted the results from Fig. 1 in terms of the interplay between proliferation, self-renewal, apoptosis, and differentiation. The volume trajectories for both lines suggest autoregulatory saturation of the neuronal population by day E15. This plateau is similar to that shown in previous observations in the literature [8, 15]. The simplest model of such population dynamics is logistic growth<sup>1</sup>, where proliferation rate decreases as a population approaches a limiting capacity. Logistic growth has been shown to well-explain the growth of many tissues including in the brain [16]. Since the main feature of logistic growth is a decrease in proliferation rate as a population approaches a certain threshold or carrying capacity<sup>2</sup>, two populations that initially grow at the same rate may converge to the same steady size over a sufficient amount of time. For this reason, it provides the most simplistic mechanism for the slow-down in the normal growth rate that would allow the CCNA2-null embryos to catch up to their CCNA2-intact counterparts.

In order to better understand the growth of CCNA2<sup>fl/fl</sup>, Nestin-cre brains, we considered several hypotheses to explain the data. These hypotheses are presented as theoretical growth curves in Fig. 2A. The blue curve represents logistic growth of CCNA2-intact brains. Growth mediated by more rapid cell cycle (black curve) cannot explain the growth of CCNA2<sup>fl/fl</sup> Nestin-cre brains as it would require the CCNA2<sup>fl/fl</sup>, Nestin-cre VZ/SVZ volume to be increased at E14.5, in addition to showing more rapid cell cycle transit in cells lacking a critical S-phase cyclin. Elevated apoptosis would result in a prolonged lag phase (green curve), yet our measurements of apoptosis do not show a sufficiently elevated programmed cell death rate to cause such a lag. Thus, an increased lag phase model cannot explain the growth of CCNA2<sup>fl/fl</sup>, Nestin-cre brains because it would require the apoptosis rates to be much higher than what we observed in order to delay the transition from lag to log phase. The linear growth model (yellow curve), corresponding to a fixed-size proliferative pool, cannot explain the growth of CCNA2<sup>fl/fl</sup>, Nestin-cre brains because it would either require apoptosis rates to be high relative to proliferation rates, which is not the case, or it would require that the VZ/SVZ stem cell niche be populated only by a single cell type [1].

Our considerations of these alternative models left us with only our delayed development model (red curve) to explain the data. To test this hypothesis, we generated a mathematical model of mouse forebrain development using previously reported data on cell cycle timings available in the scientific literature, as well as data from our own unbiased estimates of VZ/SVZ size during embryonic development (Fig. 1 and 2, and Supplemental Tables S2-S4). The variables that we track in our model are the total volumes of CCNA2<sup>fl/fl</sup>, Nestin-cre brains because it would either require apoptosis rates to be high relative to proliferation rates, which is not the case, or it would require that the VZ/SVZ stem cell niche be populated only by a single cell type [1].

---

<sup>1</sup> We have included a glossary to define terms related to the mathematical model presented herein. Such terms are denoted by an asterisk and are defined in the supplemental materials.
cells in each of the G1/S/G2/M phases, existing within each of the VZ/SVZ niches, which have a given mitotic age. The parameters in this model are the rates of transitions between each stage of the cell cycle. We incorporated logistic growth mechanism in determining cell fate, with the rate of Type I proliferative divisions (Fig. 2B) decreasing linearly as a function of total volume.

Figure 2. Mathematical modeling of forebrain growth. (A) Hypothetical models of forebrain growth. Various possible explanations of forebrain growth in CCNA2fl/fl, Nestin-cre brains are presented. (B) Schematic of the fates of a radial glia neural stem cell in our model. Radial glia can divide in (1) a symmetric self-renewal, (2) an asymmetric self-renewal generating a migratory neuron and a radial glia, or (3) an asymmetric, non-renewing division generating a migratory neuron and an intermediate progenitor, with the intermediate progenitor dividing into two migratory neurons. (C) Diagram of cell cycle progression corresponding to our mathematical model. Cells leave each phase of the cell cycle at different rates $J_{(i)}$ depending on population size and mitotic age. These parameters are described in Supplemental Table S4. Cells are also able to enter an apoptotic state from each phase. The flows between the cell cycle phases for each type of division in (A) are noted by $J$, $J^+$, $J^-$, or $J_{ip}$. (D) Computed volumes of the VZ and combined VZ/SVZ for CCNA2fl/fl, Nestin-cre and control simulations. The control VZ volume plateaus at approximately E15, whereas it continues to grow in the CCNA2fl/fl, Nestin-cre until E15.5. Similar trends are seen in the combined VZ/SVZ volumes. The x-axis is the embryonic day, and the y-axis is the volume of the VZ or combined VZ/SVZ. (E) The cumulative neuronal output of the VZ/SVZ during E14.5-E17.5 of the CCNA2fl/fl, Nestin-cre simulations trails that of the control throughout the time period. The x-axis is embryonic day, and the y-axis is total neuronal volume.
Assuming a conservatively rapid clearance rate for apoptotic cells, we found that apoptosis did not significantly affect the population dynamics* in the E14.5 to E17.5 period. Although the apoptosis rate increases many-fold, the apoptosis rate remains mathematically insignificant relative to the growth rate (Supplemental Table S1). Since we have determined that apoptosis is insignificant, a decrease in growth rate is likely the determinant of the observed developmental delay. For this reason, we expected that CCNA2 loss in a neural stem cell lengthens the cell cycle, a finding that has previously been identified in CCNA2-null mouse embryonic fibroblasts [17]. We assume that such cell cycle lengthening occurs during S and G2 phases as these are the phases during which Cyclin A2 protein is present.

Simulations of the VZ/SVZ volume are given in Fig. 2D, where we assumed that the SVZ has no volume at E13.5, and that all radial glia present at E13.5 have the capability to divide (on average) approximately five more times before terminally differentiating. We arrived at the number five in order to match the characteristics of the observations in our unbiased measurements for the CCNA2-intact controls. We then tested simulations as to how a delayed forebrain stem cell niche would behave.

At E14.5, the measured control VZ/SVZ volume is approximately 4 times that of CCNA2<sup>fl/fl</sup>, Nestin-cre. Supposing that this cre expresses at E10.5 [18], and that the divisions in this period are primarily Type I symmetric divisions (Fig. 2B), which have a mean transit time of 9.2 hrs, then proliferative CCNA2<sup>fl/fl</sup>, Nestin-cre radial glia have a mean transit time of 10.6 hrs. Isolating the excess time of 1.4 hrs to the S and G2 phases suggests that they are elongated by 25%. This also suggests that at E13.5, CCNA2<sup>fl/fl</sup>, Nestin-cre radial glia are capable on average of approximately 1 more division than in control animals. For this reason, we assumed that the radial glia are developmentally delayed, giving them the capability to divide six times before terminal differentiation during the E14.5-E17.5 time period. These simulations thus shed light as to why increased forebrain apoptosis does not affect overall growth rate in the CCNA2<sup>fl/fl</sup>, Nestin-cre animals.

In summary, the notion that developmental delay results in compensatory growth in CCNA2<sup>fl/fl</sup>, Nestin-cre is best explained by a predominance of symmetric divisions (Type 1 in Fig. 2B) that expand the VZ/SVZ between E14.5 and E17.5, while neural progenitors in the control brains undergo more asymmetric and terminal divisions, slowing the growth of the control VZ/SVZ. Stated otherwise, the CCNA2<sup>fl/fl</sup>, Nestin-cre brains behave similarly to control brains, although delayed by approximately one day.

Our developmental delay model’s predictions include (1) that the CCNA2-null neural progenitor cells have a prolonged cell cycle time, (2) the total output of intermediate progenitors would be decreased early in development, (3) more neurons would be produced at later time points, and (4) at later time points the mutants would have a higher overall level of proliferation. In order to test the predictions of our model, we examined VZ/SVZ cytoarchitecture and proliferation in E14.5 embryos and P0 pups. We injected an E14.5 timed-pregnant mouse with CldU, euthanized the pregnant dam 2.5 hours later, and harvested embryos. We first examined VZ/SVZ cytoarchitecture in these embryos. Neural progenitor cells are characterized by expression of Pax6, localized adjacent to the ventricle. As they divide and mature into intermediate progenitors, they express Tbr2 and are located deeper within the VZ/SVZ [19]. We observed appropriately-localized Pax6 and Tbr2, indicating that loss of CCNA2 does not perturb VZ/SVZ cytoarchitecture (Fig. 3A-C). We quantified Tbr2 and found that there was no change in the number of Tbr2-positive cells in individual sections (Fig. 3D). However, in concordance with our model, there was a reduction in the total number of Tbr2 cells when we normalized the volumes for the smaller size of the CCNA2<sup>fl/fl</sup>, Nestin-cre VZ/SVZ (Fig. 3D).

To confirm that the cell cycle was lengthened in CCNA2<sup>fl/fl</sup>, Nestin-cre neural progenitors, we examined the localization of CldU-positive nuclei within the VZ/SVZ. Neural progenitors undergo interkinetic nuclear migration (INM), a process in which the localization of the nucleus within the cell depends upon cell cycle phase. During S-phase, the nucleus is located away from the ventricle, deep within the VZ/SVZ (Fig. 3A, E). Upon completion of DNA synthesis, the nucleus migrates back to the ventricular surface, where the cell divides. Cells located outside the prominent band of CldU-positive nuclei deep in the SVZ would therefore have completed S-phase and begun INM toward the ventricle. Increasing the duration of S phase would result in fewer CldU-positive nuclei that have completed DNA synthesis and begun their migration back to the ventricular surface. With this in mind, we measured the number of CldU-positive nuclei adjacent to the ventricle. Very few of these cells are noted in CCNA2<sup>fl/fl</sup>, Nestin-cre embryos compared to controls (Fig. 3E-F), indicative of a lengthened S-phase. In summary, CCNA2 loss results in increased brain growth during E14.5-E17.5, despite showing prolonged cell cycle time and increased apoptosis.
Figure 3. Delayed forebrain development in CCNA2fl/fl, Nestin-cre animals. (A) A timed-pregnant E14.5 dam was injected with CldU then euthanized. Embryos were stained for Pax6, CldU, and DAPI. Experimental condition is indicated above, molecular markers are color-coded on the left. LV = lateral ventricle. (B) Sections were stained for Tbr2. Experimental condition is indicated above, molecular markers are color-coded on the left. (C) Pax6 and Tbr2-positive cells are appropriately localized in CCNA2fl/fl, Nestin-cre forebrains, indicating preserved cytoarchitecture. Image locations are indicated in (A) and (B). (D) Quantification of Tbr2-positive cells. Cells were counted in a 100x180 μm counting frame in the VZ/SVZ. Tbr2-positive cells were unchanged within each counting frame. Accounting for the reduced size of the E14.5 VZ/SVZ there is a reduction in total Tbr2-positive cells. The y-axis is total Tbr2-positive cells. Unpaired t-test, n.s. = not significant, p > 0.05, n = 3 embryos per condition. (E) High magnification images of CldU staining in (A). Experimental condition is indicated above, molecular markers are color-coded on the left. Arrows indicate CldU-positive cells adjacent to the ventricle. (F) Quantification of CldU-positive cells adjacent to the lateral ventricle. CldU-positive cells were counted in a 100x10 m bin adjacent to the ventricle. CldU-positive cells adjacent to the lateral ventricle were reduced in CCNA2fl/fl, Nestin-cre embryos. The y-axis is number of CldU-positive cells. Unpaired t-test, p < 0.05, n = 3 embryos per condition. Error bars for all graphs represent s.e.m.
Between E14.5 and E17.5, wild-type VZ is known to plateau and decay due to differentiation [8, 15]. Due to this normal growth plateau, the \textit{CCNA2}\textsuperscript{fl/fl}, \textit{Nestin-cre} VZ recovers in volume relative to the control. This recovery, however, is misleading, as the cumulative neuronal output is predicted to be significantly depressed (Fig. 2E) in the mutant animals. Indeed, our model suggests that the CNS stem cell niche would exhibit behaviors at P0 characteristic of earlier embryonic stages. Stated otherwise, proliferation in \textit{CCNA2}\textsuperscript{fl/fl}, \textit{Nestin-cre} animals would remain elevated and a significant number of neurons would be generated later in development from the forebrain stem cell niche.

To test these predictions, we examined proliferation in the VZ/SVZ of P0 mice. We injected P0 mice with BrdU and euthanized them 30 minutes later. We then stained for BrdU (Fig. 4A), pH3, and Ki67. Consistent with our model, we observed an increase in all three of these proliferation markers in the VZ/SVZ of \textit{CCNA2}\textsuperscript{fl/fl}, \textit{Nestin-cre} mice (Fig. 4B). Furthermore, we measured neuronal output in newborn mice by determining the total number of NeuN-positive cells in the combined VZ/SVZ and intermediate zone (IZ) with unbiased stereological quantification of NeuN immunohistochemistry. We found that the total number of neurons in the combined VZ/SVZ and intermediate
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**Figure 4. Newborn \textit{CCNA2}\textsuperscript{fl/fl}, \textit{Nestin-cre} animals exhibit a developmental delay.** (A) P0 animals were pulsed with BrdU for 30 minutes before euthanasia and tissue stained for BrdU and Pax6. (B) Quantifications of BrdU, Ki67, and pH3 were significantly elevated in \textit{CCNA2}\textsuperscript{fl/fl}, \textit{Nestin-cre} mice. The y-axis is the percentage of cells positive for each marker in the VZ/SVZ. Unpaired t-test, * = p < 0.05. (C) P0 brains were sectioned for unbiased stereology, stained for NeuN, and counterstained with hematoxylin. NeuN-positive cells were quantified in the combined VZ/SVZ and intermediate zone (IZ). Experimental conditions are indicated above, molecular marker is color-coded on the left. VZ/SVZ, intermediate zone (IZ), and CP are indicated. (D) Optical fractionator measurements of NeuN-positive cells in the VZ/SVZ/IZ show increased neuronal output in \textit{CCNA2}\textsuperscript{fl/fl}, \textit{Nestin-cre} animals compared to controls, indicative of a developmental delay. The y-axis is the number of NeuN-positive cells in the VZ/SVZ/IZ per brain. Unpaired t-test, * = p < 0.05, n = 3 brains per condition. (E) Measurement of the number of sections sampled and (F) measurement of the number of sampling sites. There was no significant difference in either metric, precluding the possibility that the increased NeuN was due to a difference in brain size. For (E), the y-axis is the number of sections sampled per brain. For (F), the y-axis is the number of sampling sites per brain. Unpaired t-test, n.s. = not significant, p > 0.05, n = 3 brains per condition. Error bars for all graphs represent s.e.m.
zone (IZ) was significantly increased, as predicted by our model (Fig. 4C-F). Thus, we conclude that CCNA2 loss does not affect stem cell self-renewal or migration to the CP and the forebrain develops appropriately, yet remains developmentally immature relative to a control brain. Furthermore, our experimental data and our mathematical model predict a maximal limit to the size of the forebrain stem cell niche, which we term the carrying capacity ($V_{max}$). $V_{max}$ is constant between the control and CCNA2<sup>−/−</sup>, Nestin-cre brains. Since at E14.5 the CCNA2-null neural progenitor cells are at a different point in the growth curve toward $V_{max}$, our model predicts that levels of proliferative cells would be elevated relative to controls as the CCNA2-null cells would not experience the autoinhibitory mechanisms acting on the control stem cell niche during equivalent epochs.

**Mechanisms of increased cell cycle time in CCNA2 deficient cells**

The lengthening of the cell cycle in CCNA2<sup>−/−</sup>, Nestin-cre mice is perhaps not surprising, given the loss of an important cell cycle regulator. However, Cyclin E has been shown previously to compensate for loss of Cyclin A2 [17], leading us to ask if there were other underlying reasons for the lengthened cell cycle. One of the major causes of cell cycle arrest leading to a lengthened cell cycle is DNA damage. The function of Cyclin A2 with its effector kinase CDK2 is blocked during the DNA damage checkpoint, which stops progression through the cell cycle [20]. However, our results suggest that Cyclin A2 may have a more active role in the DNA damage response. Therefore, we asked if Cyclin A2 was involved in promoting DNA repair in addition to its well-characterized cell cycle roles. To answer these biochemical questions, we utilized an in vitro cell culture model. First, we tested the extent to which Cyclin A2 localized to sites of DNA damage after ionizing radiation (IR), which induces DNA double-strand breaks (DSBs). Cells were exposed to 2 Gy of X-ray radiation, and the localization of Cyclin A2 with the DNA double-strand break marker γH2AX was tested by proximity ligation assay (PLA). Epitopes located within 30 nm of each other elicit fluorescent punctae [21], which we quantified by automated counting in ImageJ. We observed an approximately three-fold increase in PLA signals in the nuclei during recovery from X-irradiation (Fig. 5A-C), which is indicative of localization of Cyclin A2 at double-strand breaks. We conclude that Cyclin A2 is found at DSB sites after ionizing radiation.

We next tested the hypothesis that CCNA2 played a role in the signal transduction cascade of the DNA damage response. One of the main hallmarks of the DNA signal transduction cascade is phosphorylation of H2AX [22]. In normal cells, IR treatment results in acutely high levels of phosphorylated H2AX (γH2AX); the levels of this phosphorylated histone returns to baseline following DNA repair. We therefore asked if the phosphorylation of H2AX was affected by loss of Cyclin A2. We used a previously published and validated lentiviral approach to silence CCNA2 expression (Fig. 5D) [23]. Comet assay found no change in DNA damage between CCNA2-silenced cells and control cells (Fig. 5E-F). We then analyzed levels of γH2AX in CCNA2-silenced cells. Quantification of γH2AX normally involves counting of nuclear foci. In our case, we observed such a large γH2AX response to irradiation that we were unable to count distinct foci; we thus analyzed the percent of the nucleus that was positive for γH2AX signal. CCNA2-silenced cells phosphorylated H2AX post-IR at lower levels than did control cells. Furthermore, CCNA2-silenced cells showed delayed DNA repair kinetics 1 and 4 hours post-IR, indicating that the damaged DNA was repaired at a reduced rate (Fig. 5G-I). Thus, reduced Cyclin A2 protein levels results in decreased H2AX phosphorylation with a functional, albeit slowed, DNA damage response.

With this in mind, we tested the hypothesis that CCNA2 was a mediator of DSB repair by performing DNA repair assays in CCNA2-silenced cells. Specifically, we utilized the DRGFP homologous recombination (HR) and EJ5GFP non-homologous end joining (NHEJ) assays [24, 25], which required us to modify our CCNA2-silencing methodology (Fig. 6A-B). In these assays, DSB resolution by the pathway in question is determined by manifestation of GFP fluorescence detected by flow cytometry. CCNA2-silenced cells showed a mean reduction of 40% in HR and a mean reduction of 67% in NHEJ (Fig. 6A-B). In toto, our finding showing blunted γH2AX formation and deficient HR and NHEJ DSB repair in CCNA2-silenced cells support the notion that CCNA2 functions early in the DSB signal transduction cascade. Such a finding would result in radiation sensitivity in CCNA2-silenced cells. Lentiviral CCNA2-silenced cells were thus subjected to the clonogenic assay [27] after exposure to 0, 3, 6, or 9 Gy of X-rays. Cells deficient in CCNA2 were significantly more sensitive than control cells (Fig. 6E). We conclude that DSB repair is deficient in CCNA2 silenced cells.
Figure 5. γH2AX is located at foci of DNA damage. (A) Schematic of experiment in (B) and (C). U251 cells were irradiated with 2 Gy. 8 hours after irradiation, cells were processed for PLA. (B) Association between Cyclin A2 and γH2AX. Positive PLA signals manifest as punctate foci in the nucleus. Single-labeled controls are presented below. Experimental conditions are indicated above, molecular markers are color-coded on the left. Antibodies used are indicated in each image. (C) Quantification of (B). The y-axis is fold-change of PLA signals induced by radiation. 2 Gy induces associations between γH2AX and Cyclin A2 approximately 3-fold. Unpaired t-test, * = p < 0.05, n=3 independent experiments, 45 total cells for 0 Gy condition, 44 total cells for 2 Gy condition. (D) Silencing of CCNA2 by shRNA confirmed by western blotting. (E) Schematic of comet assay. (F) Equivalent DNA damage after treatment with X-rays in CCNA2-silenced U251 cells. Comet assay was performed on cells with CCNA2 or scramble shRNA after treatment with 2 Gy X-rays. We did not observe a significant change in DNA damage (ANOVA, n=2). The y-axis shows percentage of DNA found in the tail of each comet. (G) Schematic of experiment in (H) and (I). U251 cells encoding either CCNA2-targeting or scrambled shRNA were irradiated with 2 Gy or mock-treated. Cells were allowed to recover and fixed the times indicated then stained for Rad51 and γH2AX. (H) Silencing CCNA2 reduces phosphorylation of H2AX after 2 Gy and slows DNA repair rates as measured by γH2AX signal as a percentage of the nuclear area. (I) CCNA2-silenced cells display decreased phosphorylation of H2AX and delayed DNA repair. The x-axis is the time after irradiation, and the y-axis is the area of each nucleus with γH2AX signal. ANOVA with Tukey's HSD, * = p < 0.05 between the CCNA2 and scramble shRNA, n=3 independent experiments, 46-55 total cells per condition. Error bars for all graphs represent s.e.m.
**CCNA2-null neural progenitor cells of the VZ/SVZ show evidence of intrinsic DNA repair defects**

We next asked if loss of Cyclin A2 had a similar effect in neural progenitors found in the VZ/SVZ forebrain stem cell niche. To achieve this, we evaluated E14.5 embryos and P0 pups in which *CCNA2* was ablated in neural progenitors by intercrossing *CCNA2*<sup>−/−</sup> mice with *Nestin-cre* mice. We examined the VZ/SVZ of these animals for hallmarks of DNA damage experienced during normal development. Such DNA damage causes cell cycle arrest, resulting in a slowed cell cycle. A common physiological cause of cell cycle arrest includes DSB formation caused by replication fork collapse or generation of reactive oxygen species (reviewed in [28, 29]). With this in mind, we examined VZ/SVZ neural progenitor cells *in vivo* for increased Rad51, a homologous recombination protein elevated in cells undergoing HR [30]. We noted an increased proportion of VZ/SVZ neural progenitor cells expressed...
RAD51 in CCNA2<sup>fl/fl</sup>, Nestin-cre animals at both E14.5 and P0, supporting the notion that these cells were undergoing DNA repair (Fig. 7A-B, E-F). This also supports the notion that loss of Cyclin A2 does not fully block DNA repair, but decreases the rate of repair as evidenced by the persistence of Rad51 expression in cells outside the VZ/SVZ. We then investigated if CCNA2<sup>fl/fl</sup>, Nestin-cre neural progenitor cells showed altered DNA damage (Fig. 7C-D). We quantified γH2AX in the dorsal VZ/SVZ and observed a reduction in the mean number of γH2AX foci, in concordance with our cell culture data (Fig. 5J-K). This is in contrast to brains deficient in NBS and ATM, two high-level regulators of the DNA damage response that showed an increase in γH2AX in the VZ/SVZ during embryonic development [31]. This further supports the importance of H2AX phosphorylation on Cyclin A2 function. We conclude that CCNA2-null neural progenitor cells show evidence of active DSB repair in vivo.

Figure 7. Rad51 levels are increased in the VZ/SVZ of CCNA2<sup>fl/fl</sup>, Nestin-cre animals. (A) Cryosections from E14.5 brains were stained for Rad51. The VZ/SVZ is denoted by a dashed line. (B) Quantification of Rad51 levels in the E14.5 VZ/SVZ shown in (A). Profile plots of fluorescence intensity in 10 μm bins from the ventricle show increased Rad51 levels in the VZ/SVZ. The y-axis is Rad51 fluorescence intensity, and the x-axis is distance from the ventricle. Unpaired t-test, * = p < 0.05, n=3 animals per condition. (C) Sections of E14.5 brains were stained for γH2AX. Arrows indicate foci of γH2AX. (D) Quantification of γH2AX levels in the E14.5 VZ/SVZ shown in (C). γH2AX foci are decreased in CCNA2<sup>fl/fl</sup>, Nestin-cre animals compared to controls. γH2AX foci were counted in a standard 50x90 μm counting frame. The y-axis is γH2AX foci per counting frame. Unpaired t-test, * = p < 0.05, n=3 animals per condition. (E) Cryosections of P0 brains were stained for Rad51. Arrows indicate Rad51-positive cells. The VZ/SVZ is denoted by a dashed line. (F) Quantifications of images from (E). Percentage of cells expressing Rad51 were counted and normalized to total nuclei in the VZ/SVZ. The percentage of Rad51-positive cells is increased in CCNA2<sup>fl/fl</sup>, Nestin-cre brains. The y-axis is the percentage of cells in the VZ/SVZ that express RAD51. Unpaired t-test, * = p < 0.05, n=2 animals per condition. Error bars for all graphs represent s.e.m.
**CCNA2-null cells of the hippocampus show evidence of intrinsic DNA repair defects**

The above data indicates that Cyclin A2 is important in the development of the VZ/SVZ that gives rise to the cerebral cortex. We next asked if Cyclin A2 was necessary for the development of other stem cell niches in the brain. We previously demonstrated that Cyclin A2 is critically important for the development of the cerebellum [3]. Similar to the above results in the VZ/SVZ, growth of the cerebellar EGL stem cell niche was delayed with an increase in apoptosis. However, in

---

**Figure 8. Cyclin A2 loss impairs hippocampal development.** (A) Cavalieri estimations of the size of the dentate gyrus were performed in CCNA2<sup>fl/fl</sup>, Nestin-cre brains at P0 or P14, and in CCNA2<sup>fl/fl</sup>, CamkIIa-cre brains at 4 months or 8 months of age. The y-axis is volume of the dentate gyrus. Age and cre-driver are indicated below. Unpaired t-test, * = p < 0.05, n.s. = not significant, n=3 animals per condition for P0, P14, and 4 months; n=4 animals per condition for 8 month animals. (B, D) Cryosections of brains were stained for γH2AX as in Fig. 7 and foci counted in the dentate gyrus (B) or CA1 layer in 50x40 μm counting frames (D). White arrows represent γH2AX foci in the nucleus, yellow arrows represent background staining that was not counted. (C, E) Quantification of γH2AX in the dentate gyrus (C) or CA1 layer (E). The y-axis is γH2AX foci per counting frame. ANOVA with Tukey’s HSD, * = p < 0.05. n = 3 animals per experimental condition. Error bars represent s.e.m.
contrast to the VZ/SVZ, the cerebellum fails to form appropriately. These contrasting results led us to hypothesize that Cyclin A2 was necessary for the development and function during adulthood of another stem cell niche in the CNS, the dentate gyrus of the hippocampus. To test this hypothesis, we used different cre drivers to ablate Cyclin A2 expression in the brain at different times during development. We used Nestin-cre for embryonic ablation, and CamkIIα-cre for ablation in the adult after the brain was fully developed. The CamkIIα-cre mouse was first developed to drive cre expression in the CA1 layer of the hippocampus, although it displays widespread expression in the hippocampus and cerebral cortex [32]. We performed unbiased stereological volume measurements of the dentate gyrus as we performed in the VZ/SVZ. We found that embryonic ablation of Cyclin A2 led to a drastic reduction in size of the dentate gyrus immediately after birth (Fig. 8A). Unlike the VZ/SVZ, the size of the dentate gyrus did not recover. However, loss of Cyclin A2 after the brain was fully formed by interbreeding with CamkIIα-cre mice had no effect on the size of the dentate gyrus at 4 or 8 months after birth (Fig. 8A).

We next asked if, similar to the VZ/SVZ, loss of Cyclin A2 led to decreased γH2AX in the hippocampus. We examined both the dentate gyrus and the CA1 layer of the hippocampus, the original target for cre expression in the CamkIIα-cre mouse. We found no significant change in γH2AX in the dentate gyrus in 4 month old animals (Fig. 8B-C). However, we did observe a decrease in γH2AX foci in the CA1 layer in 4 month old animals, and observed a time-dependent decrease in γH2AX in controls in both hippocampal areas in the controls. This time-dependent decrease in γH2AX was much less pronounced in experimental animals (Fig. 8D-E).

Figure 9. Cyclin A2 loss in the hippocampus leads to deficits in learning and memory. CCNA2fl/fl, CamkIIα-cre mice and control CCNA2-intact mice were subjected to a battery of behavioral tests. (A-C) Barnes maze path length, latency, and errors, respectively. The x-axis is testing day. The y-axis is path length (A), total time to escape (B), and total errors during the test (C). CCNA2fl/fl, CamkIIα-cre mice performed worse in the Barnes maze than did control mice. Mixed model ANOVA with post-hoc t-test, * = p < 0.05. n = 12 control mice and 7 CCNA2fl/fl, CamkIIα-cre mice. (D) Mice were subjected to a fear conditioning test. CCNA2fl/fl, CamkIIα-cre mice showed less of a response to contextual clues during the test. The y-axis is percent of the test time the mouse spent in the “frozen” fear response state. Error bars for all graphs represent s. e. m.
Next, we asked if loss of Cyclin A2 in the developed brain led to appreciable behavioral changes. Based on our γH2AX results in the hippocampus, we hypothesized that these mice would have defects in learning and memory. We therefore subjected 8 month old animals to a battery of behavioral tests. Mice without Cyclin A2 performed significantly worse in the Barnes Maze [33], which tests spatial learning and memory, and fear conditioning [34], which tests contextual memory (Fig. 9A-D). We additionally observed a trend toward decreased performance in the passive avoidance test, although it did not meet our threshold for statistical significance. We did not observe differences in other behavioral tests including anxiety-like responses (open field and elevated plus maze tests), depressive-like responses (forced swim and tail suspension tests), sociability (social preference test), or in marble burying behavior, although there was a small decrease in pain sensitivity and a small increase in Rotarod performance (Supplemental Fig. S3). These results underscore the differential requirement of Cyclin A2 in the development of different structures of the brain. Furthermore, they support a novel role for Cyclin A2 in DNA repair in post-mitotic neurons, which is unexpected given its major role as an S-phase regulator in cycling cells.

**DISCUSSION**

**Non-canonical functions of Cyclin A2**

DSBs comprise lethal forms of DNA damage, with even a single DSB being capable of killing a cell or disturbing its genomic integrity [35]. The DNA damage response has been well-characterized [36], and the importance of several of these genes in mouse neural development has been described [31, 37-40]. The commonality of these mouse models lies in their hypomorphic cerebellum, which lacks its characteristic lamination and foliation. We previously reported the effect of Cyclin A2 deletion on cerebellar development [3]. Mice without Cyclin A2 during embryonic neural development displays striking similarities to the aforementioned DNA repair mouse mutants, with the same defects in cerebellar morphology. However, we observe a decrease in H2AX phosphorylation, while mutants of many of the other DNA repair genes accumulate γH2AX foci, lending further credence to the hypothesis that Cyclin A2 is a high-level regulator of the DNA damage response.

The most commonly employed DNA repair mechanisms for DSB include homologous recombination (HR) and non-homologous end joining (NHEJ), and these mechanisms show predilection for distinct cell cycle phases [41]. Specifically, according to this notion NHEJ would be most robust for repair of DNA damage incurred during G1, while HR would be more common for repair during S and G2 [42]. Cyclins and CDKs have been implicated in DSB repair, including Cyclin D1, Cyclin A1, CDK1, and CDK2 [43-45]. Cyclin A2 has previously been shown to interact with both BRCA1 [46] and BRCA2 [47], although to our knowledge we are the first to report that Cyclin A2 is found at the site of DNA damage. It is unexpected however that although it is an S-phase cyclin, Cyclin A2 regulates both HR and NHEJ. This supports our notion that Cyclin A2 is a regulator of DNA damage in post-mitotic neurons, and provides an explanation for our previous finding that Cyclin A2 is expressed in the adult brain [3].

We additionally found that H2AX phosphorylation is inhibited by CCNA2 loss. These data would indicate that Cyclin A2 lies very early in the DNA repair signal transduction cascade. Further supporting this conclusion are findings that show minimal reduction in HR efficiency by upstream effectors and near complete blockage of HR by downstream effectors of HR. For example, silencing of ATM, one of the first genes involved in the DNA damage response results in no significant difference in HR efficiency [48]. In contrast, silencing Rad51 expression results in near complete blockage of HR [43]. These results are more suggestive of a role for Cyclin A2 in the regulation of the DNA damage response rather than in the actual resolution of the DNA double-strand break. Such a notion is in line with known Cyclin A2 functions as a DNA replication fork initiator during S-phase. In S-phase, the chromatin landscape undergoes dramatic alterations as the entire genome is duplicated. Elegantly reviewed by Alabert and Groth, accurate cell cycle progression requires replication initiation at 30,000 to 50,000 origins; no clear DNA consensus sequence for replication origin exists, and it is thought that chromatin structure is a major recognizing factor for replication fork initiation [49]. CCNA2’s role as an initiator of replication origin firing [50] thus insinuates a potential role as a chromatin sensor. In summary, our data allows us to conclude that Cyclin A2’s well established role as a chromatin sensor may include an ability for this protein to sense DNA double strand breaks.

**Developmental and aging roles for Cyclin A2**

Using CCNA2 ablation as a model, we were able to show cell cycle defects lead to a shift in the quantities of cells produced by the neural stem cell niche. Stated otherwise, the forebrain stem cell niche adapts to cell cycle dysfunction by inducing a developmental delay,
which allows compensatory accelerated growth mediated by progenitor cells sensing their population size relative to $V_{\text{max}}$. This delay is well explained by a standard logistic growth mechanism, whereby the rate of population growth depends on the size of the population. This compensation is done at the expense of emerging from the embryonic environment with a decreased computational capacity since the number of neurons generated is lower. The insights obtained from this study carry significant implications for pediatric neurology. Two of the most common environmental fetal genome stressors include alcohol exposure and gestational diabetes. Fetal alcohol exposure induces DNA damage due to aldehyde-mediated DNA cross-linking [51]. Diabetes increases DNA damage, presumably through elevation in reactive oxygen species, sensitizes DNA to damage, and delays DNA repair kinetics [52]. Although the specific chemical changes to DNA mediated by aldehydes and hyperglycemia differ, many types of DNA damaging agents ultimately converge, directly or indirectly, to DNA double-strand break repair [53]. Of particular relevance to our study is the known association of children of gestational diabetic mothers to manifest with subtle developmental delays [54, 55]. The implications of our work provide an underlying mechanism as to how fetal stressors, even if transient, can result in long-term developmental delays that manifest months after exposure.

In addition to the role for Cyclin A2 in the repair of DNA damage encountered during neurogenesis, we have further uncovered a role for Cyclin A2 in DNA repair of adult hippocampal neurons. This finding underscores the critical importance of DNA repair in all aspects of life. Indeed, DNA repair malfunction is linked with diseases of the nervous system that are primarily seen early in life such as ataxia-telangiectasia which is caused by mutations in the DNA damage response kinase ATM [56]. At the other end of life, many neurodegenerative diseases have been linked with DNA damage. For example, familial amyotrophic lateral sclerosis and frontal temporal lobar degeneration have been linked to mutations in the FUS gene which lead to increased DNA damage in neurons [57, 58]. Furthermore, recent evidence has suggested that accumulation of Aβ plaques reduces levels of the well-known DNA repair protein BRCA1 in neurons, leading to the accumulation of DNA damage [59]. Our work demonstrates the differential outcomes resulting from loss of DNA repair function during both development and aging. Supporting this notion are studies on the tumor suppressor BRCA1 that demonstrated that ablation of BRCA1 by Nestin-cre lead to severe brain growth defects [60]. Additionally, silencing of BRCA1 in the adult dentate gyrus leads to a similar behavioral phenotype as we observed in our adult-ablated CCNA2 mice [59]. These studies underscore the importance of the DNA damage response in embryonic neural progenitors as well as in adult neurons.

That Cyclin A2 possesses conserved roles in development and adulthood is at first counter-intuitive. Although the adult brain shows less proliferation than the embryonic brain, the adult brain requires continued cellular turnover in the subgranular zone of hippocampus and the subventricular zone. Furthermore, endogenous DNA damage is an expected finding in both cell types. For example, highly proliferative neural precursor cells in the VZ/SVZ would undergo DNA replication stress, whereas reactive oxygen species-mediated DNA damage represents a well-characterized finding in adult neurons. Nevertheless, we were surprised to find similar phenotypes in DNA damage detection (i.e., a diminished level of endogenous γH2AX in proliferative neural precursor cells and in post-mitotic neurons. We propose that Cyclin A2’s function in both homologous recombination and non-homologous end joining-mediated repair permits its role in these two time points. Indeed, the notion of proteins playing conserved roles in both embryonic development and aging has been well-established, and was recently elegantly reviewed by Kovacs, et al. [61]. We submit that through Cyclin A2’s non-canonical roles in DNA repair detection, that it has joined the expanding list of genes showing crucial roles in both embryonic development and in the aging brain.

**MATERIALS AND METHODS**

Animal husbandry and tissue processing. All work involving animals was performed under the auspices of a protocol approved by the Ohio State University Institutional Animal Care and Use Committee. CCNA2fl/fl and Nestin-cre transgenic mice were bred as described previously for embryonic ablation of CCNA2 expression [3]. Briefly, timed-pregnant females were euthanized at embryonic days 14.5 or 17.5, and embryos were drop-fixed in 4% PFA overnight, cryoprotected in 30% sucrose, and snap frozen in OCT. For cell cycle length analyses, an E14.5 pregnant dam was injected with CldU at 50 mg/kg. Embryos were harvested 2.5 hours after CldU administration and drop fixed in 4% PFA. Postnatal day 0 pups were anesthetized with ketamine (30 mg/mL) and xylazine (2 mg/mL) and perfused transcardially with PBS and 4% PFA. P0 pups were pulsed with BrdU for 30 minutes before perfusion as necessary for each experiment. Brains were post-fixed overnight in 4% PFA, cryoprotected in 30% sucrose, and snap frozen in OCT.
Cryosections of OCT-embedded brains were taken at 5, 12, or 50 μm and stained with pertinent antibodies. Control mice are littermates of CCNA2fl/fl, Nestin-cre mice with preserved CCNA2.

CCNA2fl/fl and CamkIIα-cre transgenic mice were intercrossed for adult ablation of CCNA2 in the hippocampus and cerebral cortex. 4 month old mice were perfused as above. Brains were bisected sagittally and processed for unbiased stereology cresyl violet staining or OCT embedding. 8 month old mice were subjected to a battery of behavioral tests, then sacrificed and brains processed. Control mice were littermates of CCNA2fl/fl, CamkIIα-cre mice with preserved CCNA2.

Unbiased stereology

**Optical Fractionator.** For estimation of cleaved caspase 3-positive cells in the VZ/SVZ, 50 μm cryosections of E14.5 whole embryos or E17.5 brains were used. For estimation of NeuN-positive cells, P0 brains were used. All analyses were performed with a Carl Zeiss Imager M.2 microscope with motorized stage and StereoInvestigator™ software (MBF Biosciences) as described previously by our group [62]. Cleaved caspase 3 analysis used one section of every five and NeuN analysis used one section of every 10 through the entire brain. Optical Fractionator analyses used a 100x oil immersion objective, dissector height of 20 μm, dissector volume of 50,000 μm³, counting frame height and width of 50 μm, and sampling grid dimensions of 153.9 x 162.5 μm.

**Cavalieri estimation.** For Cavalieri volume estimation of the VZ/SVZ, 50 μm cryosections of E14.5 whole embryos or E17.5 brains were used. One section of every five through the entire brain was evaluated with Cavalieri probes with a 4x objective with grid size of 30 μm and shape factor of 4. For Cavalieri volume estimation of the dentate gyrus, 50 μm cryosections of P0 brains were stained with hematoxylin, and 100 μm sections of P14, 4 month old, and 8 month old brains were stained with cresyl violet. One section of every ten for P0 brains and one section of every five for P14, 4 month old, and 8 month old brains through the entire brain was evaluated with Cavalieri probes with a 4x objective with grid size of 30 μm and shape factor of 4.

Derivation of mathematical model. Unbiased stereological* values were used to guide the development of a mathematical model of forebrain development [63]. While a natural description of proliferative populations would be through continuous time stochastic processes such as branching processes or birth-death processes [64-67], our main interest is in the situation where population size is already exponentially high, making any stochastic effects mathematically insignificant. For this reason, we formulated our model through deterministic ordinary differential equations*. Note however that these equations can be interpreted as a mean-field approximation of an associated stochastic branching process.

Radial glia cells in embryonic mice are known to undergo three types of division [1, 68]. The first is proliferation, a type of symmetric self-renewal, where two radial glia daughter cells are produced. The second is an asymmetric self-renewal where a migratory neuron is produced and a radial glial cell is renewed. The third is a different type of asymmetric division where a neuron is produced along with an intermediate progenitor cell in the SVZ, and the radial glia does not undergo self-renewal. The intermediate progenitor undergoes another division to yield two migratory neurons. We incorporated all of these types of division into a mathematical model. The number of cells present in each of the stages is given by a system of ordinary differential equations presented in Supplemental Tables S2 and S3.

The terms \( f_c \) denote rates of exit from each of the states and are denoted graphically in Fig. 2C and in Supplemental Table S4. These flows can be understood in terms of cycle transition times on the cell-by-cell basis. They are parameterized* by transition rates, which are related to the mean times taken for cells to progress between the different stages in cell cycle. In turn, the timing is determined by the detailed biochemistry of the cells under influence from both intracellular and extracellular environments. While the precise biochemistry with respect to changes in Cyclin A2 expression is not known with certainty, we were still able to investigate the effects of Cyclin A2 on development by examining how the growth of the VZ/SVZ is perturbed. We performed this task by first parameterizing our model using experimental observations found in the literature. Prior researchers have reported the timing of the various cell-cycle transitions in wild-type mice in the embryonic ages. We used this timing information to deduce equivalent rates for the transitions (shown in Supplemental Tables S2 and S3).

The transitions in this model generally follow first-order kinetics. The exceptions are the transition rates out of G1 for the radial glia cells. G1 phase is known to lengthen in the course of the development of the VZ/SVZ, concomitant with a shift towards the
production of differentiated cells and away from proliferative precursors [15]. We take this fact to imply that the effective average G1 cycle length can be given as

\[ t_{G1} = pt_{G1P} + (1 - p - q)t_{G1R} + qt_{G1D} \]

where \( t_{G1D} \) is the G1 cycle length for asymmetric division into differentiated cells, \( t_{G1P} \) is the G1 cycle length for proliferation of the neural stem cells, and \( t_{G1R} \) is the G1 cycle length for asymmetric divisions of the radial glia that are associated with self-renewal. The terms \( p, q \) describe the relative proportion of each of the different types of mitosis. As developmental age increases, and the number or density of cells increases, there is a transition from proliferative-type divisions to renewal to differentiation (neurogenesis). The biological basis for these transitions from proliferation to self-renewal and neurogenesis is complicated, involving both intrinsic and extrinsic signaling factors, which change temporally. These factors include the developmental age of the cells, presence and activation of cell-surface signaling proteins such as ßE-catenin [69], Notch [70], and Jagged [71], as well as diffusing growth factors like HH amongst others.

In order to determine when differentiation occurs, we utilized the data of Takahashi et al. [15], where the authors reported the fraction of cells exiting cell cycle into neurogenesis as a function of developmental age (e.g., a cell of age one divides into two cells of age two). We interpreted these data as a survival probability for the mitotic capability of the progenitors, where we assume that progenitors exit cell cycle by asymmetrically differentiating into an intermediate progenitor and a neuron. In our model we assume that radial glia differentiate when they reach a preset number of divisions \( K \). In our model, wildtype radial glia have \( K=5 \) available divisions at E13.5, which corresponds to approximately 2 divisions at E14.5.

We assume that a separate biochemical switch that depends on interactions with other radial glia determines the proportion of proliferative cells \( p \) versus self-renewing cells. We model this switch by assuming that \( p \) can be described as a function of the population size. We suspect on the basis of our data that this is so, as growth is slower in the wildtype VZ/SVZ in the days between E14.5 and E17.5 compared to in the mutant, which trails the wildtype in VZ/SVZ volume as well as CP volume. We postulate that this difference in growth rates can be due to the decreased inhibition of mutant growth, which can be explained through a logistic growth mechanism. The logistic growth model for population dynamics assumes that the overall growth rate is proportional to the size of the population and the amount of available resources (in our case, space, as well as growth factors) [72]. It has also previously been noted that the brain appears to develop according to a logistic growth curve [73]. We model logistic growth by setting \( p \) using the expression

\[ p = 1 - \frac{V_{VZ}}{V_{max}} \]

where the quantity \( V_{max} \) is the effective carrying capacity of the VZ. The model is assumed to start at day E13.5 with initial conditions given to yield the total cumulative volume observed in the data at E14.5. We assumed that initially all cells in the simulation are of the same mitotic age, and that the proportion of cells in each of the phases of cell cycle is weighted by the time spent in each phase.

The growth of the cortical plate depends heavily on the migration parameter contained in the migration flow \( J_{migrate} \). The latency involved in migration of the differentiated neuron to the cortical plate depends on the changing dimensions of the developing cortex. As the distance between the SVZ and the CP increases, it is expected that neurons take longer to reach the CP. Understanding the kinetics of this process, while interesting in itself, is outside of the scope of the questions that we hope to answer with this model. For this reason, we report the cumulative output of differentiated neurons from the VZ/SVZ rather than the volume of the cortical plate. Yet, we retain this migration in the model to emphasize that the dynamics of the cortical plate volume can be computed provided one has a description of the migration rate.

Cell culture and viral infections. All cell culture was performed in a 37°C humidified incubator set at 5% CO\(_2\) in room air. U251 glioblastoma cells were cultured in DMEM/F12 supplemented with non-essential amino acids and glutamine with 10% fetal bovine serum. Previously published and experimentally-validated CCNA2-targeting or scrambled non-targeting shRNA lentiviral constructs were a kind gift of Dr. Benedicte Lemmers and Dr. Jean-Marie Blanchard and were produced as described [23]. U251 cells were transduced with lentivirus encoding either CCNA2-targeting or scrambled shRNA. Transduced cells were selected by culturing in medium containing 1.0 μg/mL puromycin, and maintained in puromycin medium for all experiments. Cells were irradiated with 160 kV X-rays using a RadSource RS2000 Biological Irradiator at the appropriate doses for each experiment. Cells were fixed with 4% PFA before immunocytochemical processing. To generate CCNA2<sup>−/+</sup> neurospheres, CCNA2<sup>−/+</sup> males were intercrossed with CCNA2<sup>−/+</sup> females to generate homozygous pups. Postnatal neural progenitor cultures
were generated by dissecting the VZ/SVZ from brain, and cultured in suspension with DMEM/F12 media supplemented by bFGF/EGF, N2, B27, glutamax, penicillin/streptomycin, and heparin. For the proliferation assays, neurospheres were dissociated with trypsin to single cells and plated onto PDL/laminin coated chamber slides followed by infection with 1 μl adenovirus (adenovirus-GFP for control, adenovirus-cre-GFP as the experimental group, Vector Biolabs). Cre-mediated excision was confirmed by amplification of genomic DNA with the following primers: LoxP1 #1a: 5'-CGCAGCGAAGGCTCAAGACTCGAC-3'; LoxP1 #2: 5'-TCTACATCCTAATGCAATGCCTGG-3'; LoxP2 4a: 5'-TGTACAGCATGGACTCCGAGCGAC-3'. Cells were pulsed with BrdU for 30 minutes, fixed, and immunostained for BrdU and pH3.

Proximity ligation assay. Fixed cells were permeabilized for 5 minutes with PBS containing 0.1% Triton X-100, then blocked with blocking solution (PBS with 0.1% Triton X-100 and 5% normal goat serum) for 30 minutes. Cells were incubated overnight at 4°C with primary antibodies against Cyclin A2 and γH2AX diluted in blocking solution. Control cells were single-labeled with either Cyclin A2 or γH2AX antibody. Coverslips were then washed 3x5 minutes with 3 mL PBS. PLA was performed according to manufacturer's instructions (O-link Biosciences). Maximum intensity projection images from .czi files were thresholded and number of foci in each nucleus was automatically counted using ImageJ.

Comet assay. Cells were irradiated at 2 Gy. Control cells were not irradiated. Cells were dissociated with accutase, quenched with cold medium, and harvested by centrifugation. Cell pellets were washed with ice-cold PBS, and prepared for comet assays. Cells were mixed with 1% low-melting point (LMP) agarose, and 100 μL of cells in agarose was pipetted onto an agarose-coated slide and covered with a coverglass. Slides were chilled on an ice-cold aluminum plate for 10 minutes and coverglass was removed. The cell-agarose mixture was covered with 1% LMP agarose and covered with a coverglass. Slides were chilled as before. Coverslips were removed, and slides were processed as described previously [74]. Slides were stained with ethidium bromide, visualized at 20x magnification, and scored using Open Comet software [75].

Homologous recombination and non-homologous end joining assays. Plasmids pDRGFP (Addgene #26475) and pCBASceI (Addgene #26477) were obtained from Maria Jasin via the Addgene repository [24]. PimEJ5GFP (Addgene #44026) was obtained from Jeremy Stark via the Addgene repository [25]. U251 cells were transfected with pDRGFP or pimEJ5GFP, and cells with the integrated plasmids were selected with medium containing puromycin at a concentration of 1.0 μg/mL and expanded for subsequent experiments. To measure levels of homologous recombination or non-homologous end joining, cells were plated in two 6-well plates at a concentration of 150,000 cells/well. Cells were transfected overnight with either CCNA2 siRNA (Invitrogen siRNA #4390824) or control siRNA #1 (Invitrogen catalog #4390843) at a concentration of 10 nM with JetPrime (Polyplus Transfection) following the manufacturer's protocol. Following transfection, cells were re-plated at a density of 150,000 cells/well in 6-well plates and incubated overnight. Cells were then transfected overnight with CCNA2 or control siRNA together with 2 μg pCBASceI plasmid to induce a double-strand break at the DRGFP or EJ5GFP locus. Parallel controls were performed with pCAGGS for gating of cells for flow cytometry. DRGFP cells were re-fed with fresh puromycin medium every other day for 6 days before dissociation with accutase. EJ5GFP cells were re-fed with fresh medium without puromycin every other day for 5 days before dissociation with accutase. GFP+ cells were quantified using a Becton-Dickinson FACSCalibur flow cytometer. The threshold for GFP-negative cells was set using pCAGGS-transfected cells, and cells with fluorescence above this threshold were counted as GFP-positive. Gating strategy is shown in Supplemental Fig. S2. 20,000 cells were analyzed, and percentage of GFP-positive cells was determined relative to the total population. Relative levels of HR or NHEJ were determined by normalizing the percentage of GFP-positive cells in each condition to the percentage of GFP-positive cells in control conditions transfected with control siRNA and pCBASceI plasmid.

Clonogenic assay. U251 cells infected with lentivirus expressing shRNA targeting CCNA2 or non-targeting scrambled shRNA were seeded at clonal densities in 6 well plates and allowed to adhere for 1 hour at 37°C. Cells were then irradiated at 0, 3, 6, or 9 Gy at room temperature, and allowed to recover and grow for approximately 1 week in the cell culture incubator. Cells were re-fed with fresh medium every other day. After growth, cells were fixed for 15 minutes in 4% PFA, stained for 30 minutes with 0.05% crystal violet, washed with water, and dried. Colonies were manually counted on a Zeiss Discovery V.8 Stereomicroscope, and surviving fraction (SF) determined for each dose using the following formula: SF = #cells counted/(#cells plated * plating efficiency).

Western blotting. Cells were lysed in lysis buffer containing 50 mM Tris-HCl, pH 6.8, 1% SDS, 1 mM...
EDTA, 5% glycerol, and 1x Halt protease/phosphatase inhibitor (Pierce). Total cell lysates from U251 CCNA2-knockdown or scrambled cells, or U251 CCNA2 or control siRNA-transfected cells were resolved on an SDS-PAGE gel and transferred to a nitrocellulose membrane. For determination of CCNA2 silencing, membranes were probed with antibodies against Cyclin A2 and GAPDH as a loading control. Blots were visualized using Cy3 or Cy5 ECL-Plex secondary antibodies with a Typhoon scanner or with HRP-conjugated secondary antibodies with a Bio-Rad Chemidoc XRS. Quantification of Western blot images was performed by densitometric analysis using ImageJ.

Antibodies and histology. Antibodies used in this study for immunohistochemistry (IHC) and western blotting (WB) were as follows: BrdU, GeneTex #gtx26326, IHC 1:600 Cleaved caspase 3, Cell Signaling Technologies #9664S, IHC 1:100 dilution; CldU, Novus Biologicals #NB500-169 IHC 1:600 dilution; Cyclin A2, Santa Cruz Biotechnology #sc-596 IHC 1:100, WB 1:1000; GAPDH, Millipore #MAB374, WB 1:1000; γH2AX, Millipore #05-636, IHC 1:200; γH2AX, Cell Signaling Technologies #9718, IHC 1:400; NeuN, Millipore #MAB377, IHC 1:1000; Pax6, Santa Cruz Biotechnology #sc-7750 IHC 1:100 or DSHB #PAX6 IHC 1:5; pH3, Cell Signaling Technologies #2650, IHC 1:100; Rad51, Calbiochem #PC130, 1:200 for IHC on tissue, 1:300 for cell culture; Tbr2 was a kind gift from Dr. Robert Hevner and was used at 1:500 dilution for IHC. Alexa Fluor-conjugated secondary antibodies were from Invitrogen and were used at a 1:1000 dilution.

For unbiased stereology analyses of E14.5 and E17.5 embryos, 50 μm cryosections were labeled with antibodies raised against cleaved caspase 3. For unbiased stereology analyses of P0 brains, 50 μm cryosections were labeled with antibodies raised against NeuN. Stains were developed with the Dako EnVision HRP kit. Nuclei were counterstained with hematoxylin and tissue sections were dehydrated for 2 minutes each in 10%, 20%, 40%, 80%, 95%, and twice in 100% dehydrant. Sections were incubated for 1 minute each in sequential xylene baths, and coverslips were mounted with Permount.

For immunofluorescent analysis, tissue sections were subjected to antigen retrieval with 10 mM citrate buffer pH 6.0 in a pressure cooker for 4 minutes or Pelco BioWave at 95°C for 15 minutes, blocked with blocking solution, and labeled with the appropriate primary antibodies for each experiment. Sections were washed with PBS and incubated with the appropriate secondary antibodies and counterstained with DAPI. Sections were washed and coverslips mounted with Prolong Gold (Invitrogen). Cultured cells were processed in a similar fashion without antigen retrieval.

Microscopy and imaging. Fluorescent images were captured with a Carl Zeiss Axio Imager Z.1 with LSM700 confocal laser scanning microscope with 10x, 20x, or 63x objectives as necessary, or with a Nikon 80i epifluorescent microscope with Hamatsu Orca-R2 camera. For analysis of total Rad51-positive cells, single optical slice images or Z-stacks were captured at 200x magnification. For analysis of γH2AX in tissue sections, Z-stacks with step size 0.38 μm encompassing the entire thickness of the histological preparation were acquired at 630x magnification. For analysis of γH2AX or PLA foci in cultured cells, Z-stacks encompassing the entire thickness of the nucleus were acquired. All Z-stack analyses for cultured cells used a 63x objective with a pinhole of 1 Airy unit, scan speed of 6, averaging of 1, and resolution of 512x512. Maximal projections of Z-stacks were analyzed in ImageJ to count foci or proportion of the nucleus positive for each marker. For analysis of Cyclin A2, Pax6, Tbr2, and CldU staining, images of the dorsal cortex were captured at 100x or 200x magnification. 100x images were assembled as a montage and placed on a black background for visual clarity. 200x images were captured as Z-stacks in .czi files and converted to .tif images. Images were counted in a standard counting frame (100 μm medial-lateral, 180 μm dorsal-ventral starting at the boundary of the lateral ventricle) on the dorsal cortex and when necessary divided into 100 x 10 μm bins as described previously [76]. Counts for Tbr2 utilized total counts within the entire counting frame. To account for the decreased size of the brain, Tbr2 counts were multiplied by the size of the VZ/SVZ obtained by unbiased stereology measurements. Counts within the first bin along the ventricle wall were used for CldU quantification. To overcome the limitations of quantifications of Rad51 foci in tissue sections, we instead performed fluorescent intensity measurements in E14.5 animals or counted proportion of Rad51-positive cells in P0 animals. To achieve unbiased quantifications of γH2AX in neuroanatomical structures, we used a similar methodology to count foci in counting frames rather than in individual cells. Quantification of γH2AX in E14.5 embryos was performed using 630x magnification images with a standard counting frame of 50 μm medial-lateral x 90 μm dorsal-ventral to include the VZ/SVZ. Quantification of γH2AX in 4 month old and 8 month old brains was performed using 630x magnification images with a standard counting frame of 50 μm medial-lateral x 40 μm dorsal-ventral to include the
dentate gyrus or CA1 layer. For γH2AX counting, nuclear signals smaller than 0.8 μm diameter were counted [77]. We have extensive experience quantifying γH2AX in the brain, and note that there is background signal that is generally extra-nuclear. To avoid parameterizing the data, we chose to count events within a nucleus in a defined area to maintain a normal distribution. All images were acquired as greyscale images and presented as pseudocolored images.

**Behavioral testing**

All behavioral testing was performed by the Ohio State University Rodent Behavioral Core Facility. $CCNA2^{α-cre}$, CamkIIα-cre mice and control littermates with preserved $CCNA2$ were subjected to the following battery of behavioral tests. Twelve controls and seven $CCNA2^{α-cre}$, CamkIIα-cre mice of mixed sex were used.

**Barnes maze.** The Barnes maze was performed as described previously [78]. Mice were placed on a 91 cm diameter white circular polypropylene disk elevated 1.2 meters above the floor. The disk had eighteen 5 cm diameter holes spaced around the perimeter with one hole leading to an escape box (San Diego Instruments, CA). Noldus tracking software (Leesburg, VA) was used to record latency to reach the escape hole, path length, and number of errors. Testing occurred in a brightly lit room between one and six hours after the onset of the light phase. Mice were trained for five days with three trials per day. The intertrial interval was approximately 10 min. If the mouse did not find the hole within the first two minutes of a trial, then the latency was recorded as 120 seconds and the mouse was guided to the escape hole.

**Fear conditioning test.** The fear conditioning test was performed similarly to that described previously [34]. Mice were placed in a plexiglass box with a metal grid floor, which is used to administer a foot shock (MedAssociates, Georgia, VT). This apparatus is inside a light- and sound-attenuating chamber with a video camera on the door to record freezing activity of the mouse using VideoFreeze (MedAssociates). A background noise of 68dB was played during Sessions 1 and 2. Session 1 (Day1, acclimation): Mice were acclimated for 180 seconds, then played an 80dB tone for 20sec, followed by a 0.6mA shock during the final second of the tone. The tone and shock was administered 7 times with a 30 second intertrial interval. Mice were returned to their home cage after a 60 second final observation period. Session 2 (Day 2, contextual): Approximately 24h after the first session, each mouse was placed in the box and freezing activity was recorded for 180 sec. Mice were then placed back in their home cages. Session 3 (Day 2 evening, cued): This session was performed as in Session 1, except no shock was administered. Furthermore, the environment was altered by addition of vanilla or peppermint scent, addition of a white floor panel and insert to change the shape of the box, addition of construction paper on the inside of the chamber wells, and a black cover over the box to isolate tone-dependent memory. Animals were returned to their cages following the test.

**Rotarod test.** The rotarod test was performed as described previously [79]. Each mouse was placed on a rotating rod (Med Associates, Inc.) for three separate trials. The rod was accelerated starting at 4 revolutions per minute (RPM) and ending at 40 RPM. The time until the mouse fell off the rotarod was recorded over three trials and averaged.

**Hot plate test.** The hot plate test was performed as described previously [80]. Mice were placed on a 51°C Celsius hot plate and pain response measured by time until the mouse licked its paw. Each mouse was evaluated for time to response in two separate trials.

**Grip strength.** Grip strength test was performed similarly to that described previously [81]. Mice were placed on a wire grid attached to a force gauge (Chatillon Ametek, Inc.). Each mouse was pulled gently by its tail until it released from the grid, and the force required was measured. Each mouse was subjected to three trials.

**Olfactory test.** Olfactory test was performed as described previously [82]. Mice were food-restricted for 1 day, and placed in a cage with food buried in the bedding. Mice were scored for the latency to find and uncover the hidden food.

**Social preference test.** Mice were placed in an apparatus consisting of 3 connected Plexiglass chambers with removable dividers between each chamber. Each mouse was placed in the central chamber for 5 minutes of habituation. An ovariecotomized female was then placed in one of the side chambers in a wire cage and the dividers were lifted for a 10 minutes period. Mice were video recorded and the time spent in each testing chamber was measured.

**Open field test.** Open field test was performed as described previously [83]. Each animal is placed in an Open Field Photobeam Activity System (San Diego Instruments, Inc) in a light- and sound-attenuated box. The arenas are contained in boxes that are light-
and sound-attenuating. Amount of activity in the center versus the periphery of the arena was analyzed.

**Elevated plus maze test.** The elevated plus maze was performed as described previously [84]. Animals were tested during the early dark phase (0-2hr after lights off). Mice were placed in the center of the platform facing a closed arm, and scored for time in center, time spent in open arms, and time spent in closed arms over a 5 minute duration.

**Passive avoidance test.** Passive avoidance test was performed similarly to that described previously [85]. Mice were placed in the Gemini Avoidance System (San Diego Instruments, Inc.), consisting of 2 darkened chambers with a wire grid floor, separated by a vertical stainless steel wall with an automatic doorway. Mice were placed inside the lighted chamber in a clear acrylic box. One side of the box is open against a closed doorway between the two chambers. After 30 seconds, the door is opened and latency to enter the darkened chamber is recorded. When the mouse entered the chamber, an electrical current of 0.6 milliamps was delivered to the mouse via the grid floor. The duration of the shock was 2 sec. Total test time was 300 seconds. The test was repeated 24 hours later and the difference in latency recorded.

**Marble burying test.** The marble burying test was performed as described [86]. Mice were placed in cages filled with 5 cm of cedar bedding. Fifteen marbles were placed in a regular pattern on the bedding, and each mouse was placed in the test chamber for 20 minutes. Marbles were scored as “buried” when they were embedded more than 2/3 their depth in the bedding. Total number of unburied marbles was evaluated for each mouse.

**Porsolt forced swim test.** Porsolt forced swim test was performed as previously described [87]. Mice were placed in a 24 cm diameter glass cylinder filled to a depth of 14 cm with 26°C water for 5 minutes. Mice were videotaped and analyzed time spent immobile versus swimming. Mice were dried under a heat lamp for 5 minutes then returned to their cages.

**Tail suspension test.** The tail suspension test was performed as described [88]. Mice were suspended by the tip of the tail using laboratory tape. Behavior was documented through video recording for 6 min, and scored for time spent immobile versus active. Mice that were able to climb up their tail were excluded from the analysis.

Statistical analysis. Descriptive and inferential statistics were performed in Microsoft Excel or R v.3.0.1. Student’s t-test for pairwise comparison or ANOVA with Tukey’s HSD correction for multiple comparisons were used as appropriate for each experiment as indicated in figure legends.
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**Figure S1. Ablation of CCNA2 by Cre.** CCNA2<sup>−/−</sup> mice were bred to Nestin-cre mice resulting in almost complete knockout of CCNA2 expression by E14.5 (A), which continued into postnatal ages (B).

---

**Figure S2. Gating strategy for HR and NHEJ assays.** (A) Cells with no GFP expression were used for gating to identify GFP+ cells in control (B) or CCNA2-silenced cells (C). The x-axis represents red fluorescence, and the y-axis represents green fluorescence. Plots are from a representative DRGFP HR assay experiment.
Figure S3. Behavioral analysis of CCNA2fl/fl, CamkIIα-cre mice. Mice were subjected to a battery of behavioral tests. Significant, although minor, differences were observed in Rotarod performance (A) and hot plate pain perception tests (B). Other tests showed no significant differences, including grip strength (C), olfactory test (D), sociability tests (E), open field test (F), elevated plus maze (G), passive avoidance test (H), marble burying (I), Porstol forced swim test (J), tail suspension test (K), and cued fear conditioning (L). Unpaired t-test, * = p < 0.05. n = 12 control mice and 7 CCNA2fl/fl, CamkIIα-cre mice. Error bars represent s.e.m.
Table S1. Upper and lower limits of apoptosis levels in the cerebellar EGL and forebrain VZ/SVZ.

<table>
<thead>
<tr>
<th></th>
<th>% Apoptotic Volume</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control</td>
<td>CCNA2f/f, Nestin-cre</td>
</tr>
<tr>
<td>EGL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>E14.5</td>
<td>0.11-0.46%</td>
<td>1.43-5.74%</td>
</tr>
<tr>
<td>E17.5</td>
<td>0.24-0.96%</td>
<td>0.96-3.9%</td>
</tr>
<tr>
<td>Forebrain VZ/SVZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>E14.5</td>
<td>0.015-0.061%</td>
<td>0.40-1.60%</td>
</tr>
<tr>
<td>E17.5</td>
<td>0.0052-0.021</td>
<td>0.015-0.061</td>
</tr>
</tbody>
</table>

Values represent the percent volume of each structure that is occupied by apoptotic cells in the forebrain and cerebellar stem cell niches. Apoptotic volumes for the forebrain VZ/SVZ were calculated using values presented in Fig. 1. Volumes for the cerebellar EGL were calculated from previously published values from Otero, et al. [1]. We used an expected cellular volume of 200-800 μm³ as described for spinal progenitors [2], which is expected to be similar to other progenitor cells. Levels are presented as volumes of the structure represented by apoptotic cells for consistency with our model.

Table S2. Variables and descriptions.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1(RG)</td>
<td>Volume of radial glia neural progenitors of age k in G1 phase (of any cell fate)</td>
</tr>
<tr>
<td>S(RG), S(RG)′, S(RG)′′</td>
<td>Volume of radial glia of age k in S phase that are currently proliferative/self-renewing/differentiating</td>
</tr>
<tr>
<td>G2(RG), G2(RG)′, G2(RG)′′</td>
<td>Volume of radial glia of age k in G2 phase that are currently proliferative/self-renewing/differentiating</td>
</tr>
<tr>
<td>M(RG), M(RG)′, M(RG)′′</td>
<td>Volume of radial glia of age k in M phase that are currently proliferative/self-renewing/differentiating</td>
</tr>
<tr>
<td>G1IP</td>
<td>Volume of intermediate progenitors in G1 phase</td>
</tr>
<tr>
<td>SIP</td>
<td>Volume of intermediate progenitors in S phase</td>
</tr>
<tr>
<td>G2IP</td>
<td>Volume of intermediate progenitors in G2 phase</td>
</tr>
<tr>
<td>MIP</td>
<td>Volume of intermediate progenitors in M phase</td>
</tr>
<tr>
<td>AVZ</td>
<td>Volume of apoptotic cells in the VZ</td>
</tr>
<tr>
<td>ASVZ</td>
<td>Volume of apoptotic cells in the SVZ</td>
</tr>
<tr>
<td>ACp</td>
<td>Volume of apoptotic cells present in the cortical plate</td>
</tr>
<tr>
<td>G0</td>
<td>Volume of post-mitotic neurons (assumed to be in the progress of migrating to the cortical plate).</td>
</tr>
<tr>
<td>CP</td>
<td>Volume of cortical plate</td>
</tr>
</tbody>
</table>
### Table S2. Variables and descriptions.

<table>
<thead>
<tr>
<th>Equation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \frac{dG_1^{(k)}}{dt} = 2j_M^{(k-1)} + j_M^{(k-1)} - j_{G_1}^{(k)} - j_{AG_1}^{(k)} )</td>
<td>The rate of change in the volume occupied by G1 phase radial glia of age ( k ).</td>
</tr>
<tr>
<td>( \frac{dS_1^{(k)}}{dt} = j_{G_1}^{(k)} - j_{S}^{(k)} - j_{AS}^{(k)} )</td>
<td>The rate of change in the volume occupied by S phase radial glia of age ( k ) committed to symmetric self-renewal.</td>
</tr>
<tr>
<td>( \frac{dS_1^{(k)'}}{dt} = j_{G_1}^{(k)'} - j_{S}^{(k)'} - j_{AS}^{(k)'} )</td>
<td>The rate of change in the volume occupied by S phase radial glia of age ( k ) committed to asymmetric self-renewal.</td>
</tr>
<tr>
<td>( \frac{dS_1^{(k)''}}{dt} = j_{G_1}^{(k)''} - j_{S}^{(k)''} - j_{AS}^{(k)''} )</td>
<td>The rate of change in the volume occupied by S phase radial glia of age ( k ) committed to non-self-renewal.</td>
</tr>
<tr>
<td>( \frac{dG_2^{(k)}}{dt} = j_M^{(k)} - j_{G_2}^{(k)} - j_{AG_2}^{(k)} )</td>
<td>The rate of change in the volume occupied by G2 phase radial glia of age ( k ) committed to symmetric self renewal.</td>
</tr>
<tr>
<td>( \frac{dG_2^{(k)'}}{dt} = j_M^{(k)'} - j_{G_2}^{(k)'} - j_{AG_2}^{(k)'} )</td>
<td>The rate of change in the volume occupied by G2 phase radial glia of age ( k ) committed to asymmetric self-renewal.</td>
</tr>
<tr>
<td>( \frac{dG_2^{(k)''}}{dt} = j_M^{(k)''} - j_{G_2}^{(k)''} - j_{AG_2}^{(k)''} )</td>
<td>The rate of change in the volume occupied by G2 phase radial glia of age ( k ) committed to non-self-renewal.</td>
</tr>
<tr>
<td>( \frac{dM_{RG}^{(k)}}{dt} = j_M^{(k)} - j_{AMRG}^{(k)} )</td>
<td>The rate of change in the volume occupied by M phase radial glia of age ( k ) committed to symmetric self renewal.</td>
</tr>
<tr>
<td>( \frac{dM_{RG}^{(k)'}}{dt} = j_M^{(k)'} - j_{AMRG}^{(k)'} )</td>
<td>The rate of change in the volume occupied by M phase radial glia of age ( k ) committed to asymmetric self-renewal.</td>
</tr>
<tr>
<td>( \frac{dM_{RG}^{(k)''}}{dt} = j_M^{(k)''} - j_{AMRG}^{(k)''} )</td>
<td>The rate of change in the volume occupied by M phase radial glia of age ( k ) committed to non-self-renewal.</td>
</tr>
<tr>
<td>( \frac{dG_{1IP}^{(k)}}{dt} = j_M^{(k)} - j_{IPG_1}^{(k)} - j_{APIG_1}^{(k)} )</td>
<td>The rate of change in the volume occupied by G1 phase intermediate progenitors.</td>
</tr>
<tr>
<td>( \frac{dS_{IP}^{(k)}}{dt} = j_{IPG_1}^{(k)} - j_{IPS}^{(k)} - j_{APIPS}^{(k)} )</td>
<td>The rate of change in the volume occupied by S phase intermediate progenitors.</td>
</tr>
<tr>
<td>( \frac{dG_{2IP}^{(k)}}{dt} = j_{IPS}^{(k)} - j_{IPG_2}^{(k)} - j_{APIPG_2}^{(k)} )</td>
<td>The rate of change in the volume occupied by G2 phase intermediate progenitors.</td>
</tr>
</tbody>
</table>
The rate of change in the volume occupied by M phase intermediate progenitors.

The rate of change in the volume occupied by apoptotic cells in the cortical plate.

The rate of change in the volume occupied by apoptotic cells in the ventricular zone.

The rate of change in the volume occupied by apoptotic cells in the subventricular zone.

The rate of change in the volume of migratory post-mitotic cells.

The rate of change in the volume of the cortical plate.

<table>
<thead>
<tr>
<th>Rates</th>
<th>Description/Comments</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{dM_{IP}}{dt}$</td>
<td>$J_{IPG2} - J_{IPM} - J_{AIPM}$</td>
<td>$- \frac{A_{CP}}{t_{clear}}$</td>
</tr>
<tr>
<td>$\frac{dA_{CP}}{dt}$</td>
<td>$J_{ACP}$</td>
<td>$- A_{CP}$</td>
</tr>
<tr>
<td>$\frac{dA_{VZ}}{dt}$</td>
<td>$\sum k [j_{AG1}^{(k)} + j_{AS}^{(k)} + j_{AG2}^{(k)} + j_{AMRG}^{(k)} + j_{AMRG}^{(k)'} + j_{AMRG}^{(k)''} + j_{AMRG}^{(k)'''}] - \frac{A_{VZ}}{t_{clear}}$</td>
<td>$J_{AIPG1} + J_{AIPS} + J_{AIPG2} + J_{AIPM} - \frac{A_{SVZ}}{t_{clear}}$</td>
</tr>
<tr>
<td>$\frac{dA_{SVZ}}{dt}$</td>
<td>$\sum k [j_{M}^{(k)'} + j_{M}^{(k)''}] - \frac{A_{SVZ}}{t_{clear}}$</td>
<td>$J_{AIPG1} + J_{AIPS} + J_{AIPG2} + J_{AIPM} - \frac{A_{SVZ}}{t_{clear}}$</td>
</tr>
<tr>
<td>$\frac{dG_{0}}{dt}$</td>
<td>$\sum k [j_{M}^{(k)'} + j_{M}^{(k)''}] - J_{migrate} + 2J_{IPM} - J_{AG0}$</td>
<td>$J_{AIPG1} + J_{AIPS} + J_{AIPG2} + J_{AIPM} - \frac{A_{SVZ}}{t_{clear}}$</td>
</tr>
<tr>
<td>$\frac{dc_{p}}{dt}$</td>
<td>$J_{migrate} - J_{ACP}$</td>
<td>$J_{AIPG1} + J_{AIPS} + J_{AIPG2} + J_{AIPM} - \frac{A_{SVZ}}{t_{clear}}$</td>
</tr>
</tbody>
</table>

**Table S4.** Flows between the states.

<table>
<thead>
<tr>
<th>Rates</th>
<th>Description/Comments</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$j_{M}^{(k)}$, $j_{M}^{(k)'}$, $j_{M}^{(k)''}$</td>
<td>Proliferative/self-renewing/differentiating RG cells of age $k$ exiting M to produce cells of age $k + 1$.</td>
<td>$M_{RG}^{(k)}$, $M_{RG}^{(k)'}$, $M_{RG}^{(k)''}$</td>
</tr>
<tr>
<td>$j_{G1}^{(k)}$, $j_{G1}^{(k)'}$, $j_{G1}^{(k)''}$</td>
<td>RG cells of age $k$ exiting G1 with cell fates determined to be proliferative/self-renewing/differentiating</td>
<td>$k &lt; K$: $G_{1}^{RG}$, $(1 - p)G_{1}^{RG}$, $0$</td>
</tr>
<tr>
<td>$k = K$: $0, 0, G_{1}^{RG}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$j_{S}^{(k)}$, $j_{S}^{(k)'}$, $j_{S}^{(k)''}$</td>
<td>Proliferative/self-renewing/differentiating RG cells of age $k$ exiting S</td>
<td>$S_{RG}^{(k)}$, $S_{RG}^{(k)'}$, $S_{RG}^{(k)''}$</td>
</tr>
<tr>
<td>$j_{G2}^{(k)}$, $j_{G2}^{(k)'}$, $j_{G2}^{(k)''}$</td>
<td>Proliferative/self-renewing/differentiating RG cells of age $k$ leaving G2</td>
<td>$G_{2}^{RG}$, $G_{2}^{RG}$, $G_{2}^{RG}$</td>
</tr>
<tr>
<td>$J_{IPG1}$</td>
<td>IP cells leaving G1</td>
<td>$J_{IPG1}$</td>
</tr>
<tr>
<td>$J_{IPS}$</td>
<td>IP cells leaving S</td>
<td>$J_{IPS}$</td>
</tr>
<tr>
<td>$J_{IPG2}$</td>
<td>IP cells leaving G2</td>
<td>$J_{IPG2}$</td>
</tr>
<tr>
<td>$J_{IPM}$</td>
<td>IP cells leaving M</td>
<td>$J_{IPM}$</td>
</tr>
</tbody>
</table>
**Table S5. Parameter values for model.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Control</th>
<th>CCNA2&lt;sup&gt;f/f&lt;/sup&gt;, Nestin-cre (if different)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_{G1RG}$</td>
<td>3.2 hr</td>
<td>--</td>
</tr>
<tr>
<td>$t_{G1IP}$</td>
<td>12.1 hr</td>
<td>--</td>
</tr>
<tr>
<td>$t_{G1D}$</td>
<td>18.2 hr</td>
<td>--</td>
</tr>
<tr>
<td>$t_{G2}$</td>
<td>1.6 hr</td>
<td>2.0 hr</td>
</tr>
<tr>
<td>$t_{M}$</td>
<td>0.4 hr</td>
<td>--</td>
</tr>
<tr>
<td>$t_{S}$</td>
<td>4.0 hr</td>
<td>5.0 hr</td>
</tr>
<tr>
<td>$V_{max}$</td>
<td>$1.2 \times 10^9 \mu m^3$</td>
<td>--</td>
</tr>
<tr>
<td>$K$</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>$t_{clear}$</td>
<td>2.33</td>
<td>2.33</td>
</tr>
</tbody>
</table>

Timing parameter values are taken from Takahashi et al. [3]. The carrying capacity of the VZ was chosen to yield correct qualitative behavior for the development of the VZ/SVZ layers. Values for CCNA2<sup>f/f</sup>, Nestin-cre animals are presented if different from the control and were calculated from our unbiased stereology data using our mathematical model.

**Supplemental Glossary**

**Logistic growth:** Population growth whereby the growth rate of a population is relative to its size. Furthermore, the growth rate decreases as the population saturates its niche and reaches its carrying capacity.

**Carrying capacity**: The maximum population of a given niche, whether for stem cells or for a population of animals, for example. Carrying capacity is determined by a number of factors, including space and other available resources.

**Ordinary differential equations**: Equations describing the rate of change of particular quantities relative to changes in other quantities (e.g. population vs. size)

**Parameterize**: We use experimentally provided values provided by our and others’ experiments in order to set the constants embedded in our ordinary differential equations.

**Population Dynamics**: The dynamics in terms of population size of the individual niches that form the developing VZ/SVZ.

**Unbiased stereology**: A methodology utilized to determine without bias measurements from three-dimensional structures from a serial collection of randomly sampled but serially aligned 2-dimensional structures. In our iteration, we use an automated stage driven by Stereoinvestigator.

**Supplemental References**