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Preface 

Over the past few years, imaging has grown from a specialized, stand-alone 
technology, used as an alternative to microforms, to a powerful tool in the design 
of information systems, bridging the operational and intellectual differences be
tween machine-readable and non-machine-readable information. However, this 
change in emphasis bas not changed the technical requirements that govern the 
implementation of an imaging system. In particular, imaging systems still require 
the articulation of two separate processes: one covers information capture, proc
essing, storage, retrieval, and display of documents; the other governs the electronic 
connections between the imaging system and its users. 

Integrating an imaging system in an existing organization must often be done in 
the context of an existing computer system and of a network designed to handle 
the data necessary for the support of an organization's information needs. Two 
approaches are usually contemplated: 

• Image enabling, which attaches images of documents to computer applica
tions 

• Image integration, which allows interaction between the computer application 
and the document contents 

In most cases, image enabling does not result in significant changes in electronic 
data flow. This is not the case with image integration. However, in either case, 
because efficent imaging systems require a significant amount of resources, the 
addition of imaging capabilities to existing systems should not be considered as a 
mere addition of another application. Handling and processing images requires 
much larger computing capabilities than are needed for traditional data. Conse
quently, adding imaging to an existing installation will demand a complete reas
sessment, and often redesign, of the existing computer and communications 
systems. In all but the simplest cases, image enabling will lead to a reevaluation 
of the best worlcflow to support an organization's business objectives, often 
resulting in a complete redesign of lbc business process itself. 

This reevaluation wiU identify systems requirements associated with the imag
ing capabilities and provide guidance for selection and design of image-based 

xv 
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xvi Preface 

information systems. IL will also analyze the impact of imaging on existing systems 
and provide directions for reengineering a conventional information transfer proc
ess to take advantage of an imaging environment. 

It is the purpose of this book to present the discussion of design and implemen
tation concepts made possible by the availability of multitasking (windowed) and 
communicating (networked) technologies and to identify issues and solutions. As 
such, it is a follow-up to two earlier books that dealt with the why and how of 
imaging. 1 This work focuses on the workstation as the physical interface between 
the organization and its information system and on the constraints that the use of 
imaged documents places on such an interface. 

Additionally, this book is designed to be a guide to the selection, planning, 
design, and integration of image-based document storage and retrieval applica
tions. The emphasis will be on printable/displayable text and graphics materials. 
However, its approach will be applicable to the emerging field of multimedia 
information systems, using video and voice in electronic document systems. 

In particular, this book will also focus on the impact that the introduction of new 
processing chips, such as the Pentium®, and of new operating systems, such as 
Windows95® and Windows NT®, may have on imaging and document systems. 

The scope of this book is: 

• The identification of the critical issues that are necessary to the efficient use 
of the technology in a multitasking environment. 

• The description of the tools supporting that .environment. 

Networks and Imaging Systems in a Windowed Environment is written for the 
end users of document retrieval systems. The extension of electronic imaging 
beyond traditional document processing tasks makes it valuable as a vehicle for 
interdisciplinary development. Written with minimum technical terminology and 
from the point of view of the end user, this book will be of interest to designers of 
office systems, who need to understand the constraints of imaging systems; end 
users, who need a frame of reference to translate their needs into specifications; 
system planners and implementers, as well as support personnel, who need to 
understand the practical aspects of installed systems; and students in the field, who 
need comprehensive treatment of specific applications of the technology. Because 
of its contents, this book also will likely be of interest to technical personnel 
involved one way or the other in the design and planning of imaging systems, as it 
will clarify some of the issues facing their clients. 

Please note that throughout this book, the term data is often used to refer to 
machine-readable signals, and the term image is used to describe the digitized 
representation of a paper or microform document. 

This book has been assembled with great care. However, because of the 
complexity of the field and the fact that there is no single or even best technical 
solution, there is no guarantee that a particular recommendation will work in a 
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Preface XVII 

specific environment. Consequently, the contributors to this work, as well as this 
editor, cannot be held responsible or liable for any negative outcome of their 
writings. In addition, while occasional repetition of subject matter between chap
ters has been avoided as much as possible, it has sometimes been necessary to 
reiterate earlier statements. 

- Marc R. D'Alleyrand 

NOTES 

1 D' Alleyrand, M. R., image Storage and Retrieval Systems (New York: McGraw
Hill), 1989; M. R. D'Alleyrand, ed., Handbook of image Storage and 
Retrieval Systems (New York: VanNostrand & Reinhold), 1992. 
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2 

Introduction to 
Networked Imaging 
Systems 

Marc R. D1Alleyrand1 Ph.D. 

2.1 INTRODUCTION 

Within a few years, imaging systems have outgrown their role as "electronic filing 
cabinets" to become necessary components in any business system that involves 
the handling of documems in a nonelectronic medium. This, in tum, has required 
integration of imaging systems with the existing organizational computer infra
structure, as well as the integration of the imaging functions with the business 
applications. 

These integrated systems must resolve the same issues as their "imaging only" 
predecessors, for example: 

• Operational-to eliminate the operating difficulties associated with the un
necessary handling of vast amounts of paper. 

• Financial- to reduce the costs associated with lhe finding and retrieval of 
infonnulion in an exp:mding database and fi ling system, as well as costs 
resulting from printing and copying. 

• Securi(v-Lo increase ease of access to authorized infonnalion, without jeop
ardizing security and confidentiality requirements. Of all the issues raised, 
this one is po1cn1ially the most troublesome to resolve, because lhc increased 
sophistication of network penetration techniques may compromise a secure 
system overnight. 

15 
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J 6 Networks and Imaging Systems in a Windowed Environment 

• Dissemin.ation.-to ensure that the information is captured, processed, stored, 
displayed, and communicated under optimal conditions to the right people 
and in a timely manner. 

This must be done in an environment requiting faster access to information 
contained in the documents. 

Earlier document systems were inefficient due to the need to maintain separate 
filing systems: one for non-machine-readable documents (e.g., paper folders, 
microfilm rolls, microfichcs) and one for the information about these documents 
or the information they c9ntained (e.g., machine-readable computer reports and 
indexes). Adding to this inefficiency was the inability to transmit non-machine
readable documents electronically and/or the need to create multiple copies to 
satisfy concurrent access requirements. 

The development of optical disk technology, with its large storage capacity, has 
made it practical to store both documents and information about them on the same 
medium in a digital form. This can be done regardless of content, be it machine
readable text, graphics, sound recordings, or images; and regardless of original 
format, be it paper, microform, tape, or other medium. To give an example: A 
high-density 5.25-inch diskette, with a storage capacity of 1.2 million bytes, can 
store approximately 500 one-page typewritten memoranda in a machine-readable 
format. That same diskette cannot store the uncompressed image of one page. Even 
with most common compression schemes, such a disk would probably be able to 
store only ten to fifteen images of typewritten text-a number that rapid! y decreases 
if the document contains shades of gray, such as in a photograph. By comparison, 
a 5.25-inch optical disk platter is capable of storing 20,000 pages, and a 12-inch 
platter can store up to 50,000 pages in a digitized image format. 

Furthermore, because the storage process involves computer encoding, the 
information can be manipulated as computer data. In addition, digital signal 
processing is capable of electronic image enhancement, which means that it is 
possible to recover documents that, under conventional optical methods, would be 
considered unusable. This is of specific importance when attempting to capture 
images of marginal material, such as poor carbon copies, poorly recorded micro
forms, or decaying paper with faded ink. 

Optical disks make it possible to access, disseminate, and interpret document 
images in a manner similar to simple machine-readable material, especially in 
terms of security and encryption. That technology is of particular value to office 
correspondence, where documents such as personnel files and other administrative 
materials are created on paper in a non-machine-legible format. Because it stores 
not only text but images, the digital format makes it possible to retrieve, dissemi
nate, and display items such as facsimile signatures and handwritten marginalia in 
ways that were not possible before. 

The combination of imaging and data processing in optical disk-based systems 
results in the following characteristics: 
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introduction to Networked Imaging Systems 17 

• Immediacy Electronic capture of images eLiminatcs the need for further 
manual processing of the original documents. Consequently, access to elec
tronic images and updales is practically instantaneous, giving the ability to 
maintain files in a timely fashion. 

• Communication Because the electronic image is kept in a digitized form, it 
can be transmitted through data communication lines using well-known 
computer techniques. Encoding and standards might differ between systems, 
however, and will have to take into consideration the large amount of data 
being communicated. Nevertheless, the increased acceptance of protocols, 
such as those recommended by the International Telephone and Telegraph 
Consultative Committee (CCITT), facilitates the design of compatible net
works. 

• Image enhancement Image processing algorithms make it possible to detect 
edges of images and modify contrasts and thresholds, thereby reclaiming 
images that would have been unreadable in a microfilm environment. It is 
possible, for example, to strengthen the contrast in a blue carbon copy on a 
pink paper, an impossible task with microfilm. 

• Data extraction The development of affordable image processing software 
has made it possible to incorporate automatic data extraction in the imaging 
workflow and to integrate imaging into the business process. Because of the 
similarity of signals generated by an image scanner and an optical character 
reader (OCR), it is possible to process the image through an appropriate 
program, which will identify and extract machine-readable characters in that 
image, thus enabling the capture of an image and extraction of the data that it 
contains at the same time. 

• Multimedia recording Electronic images are only one of the information 
elements that can be captured on optical disks. Other information elements, 
such as voice and music, can, once digitized, be added to the electronic 
records, making it possible to have an image stored with a verbal comment. 

• Hypermedia One capability offered by electronic imaging is called hyper
media, which is an arrangement of related documents where cross-referenced 
information can be accessed from any of the documents without having to 
leave the first document. Early examples of hypermedia, called hypertext, are 
well known, the simplest being a footnote or an explanation in the margin. 
What is important for information retrieval is that the cross-reference does not 
have to be textual any more. This makes it possible to thread a search not only 
through a series of references, but also through illustrative artifacts on a page. 
For instance, in a litigation support activity, a stain on a photograph can be 
directly shown by evoking its exhibit number. 

These capabilities make the use of optical disks a strong contender in the infonna
tion retrieval arena. 
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18 Networks and Imaging Systems in a Windowed Environment 

2.2 IMAGING SYSTEMS AS INFORMATION 
TRANSFER AGENTS 

Jn Jess Lhan five years, the development of document imaging systems seems to 
have followed two parallel, allhough contradictory, tracks. 

1. In terms of size, document imaging syslcms have grown from stand-alone 
"electronic filing cabinets" to installations supporting mission-critical ap
plications. 

2. In terms of relative importance in system design, their role has often been 
reduced from providing dedicated solutions to specific information control 
and processing problems to merely serving as efficient front-end data 
capture subsystems. 

These tracks reflect two complementary perspectives of the same information 
delivery objective, which is to make information relevant to the conduct of business 
and available to the end users in a complete, accurate, timely, and cost-effective 
manner. In that contexl, document imaging ceases to be a miracle technology, 
capable of bringing ins Lant cost reductions and productivity increases regardless of 
applications. On the contrary, it is increasingly evident that it is a very powerful 
tool, which, when fully and intelligently deployed, will enhance a business process. 
As a matter of fact, it can be shown that, when it is properly integrated in an 
organization's workflow, it is an essential component and sometimes a critical one 
in the optimization of an organization's business process. 

Given the fact that an es ti ma Led 80 to 90 percent of an organization's information 
has its source in a paper medium, document imaging is the fastest and least 
expensive method for inserting that information into an electronic medium. Con
sequently, that technology provides the needed front end to an integrated electronic 
data interchange (EDI) process. 

2.3 INDUSTRY TRENDS 

Current document imaging systems are the result of several converging technologi
cal trends. As such, they can incorporate the features of different legacies, ranging 
from records management to data processing and telecommunication. 

Early document imaging syslems essentially were implemented as electronic 
replacements for paper files. At that time, the only practical path to electronic 
document sharing was through a mainframe. The economics of computing, on the 
other hand, caused a segmentation of the imaging industry between stand-alone 
systems for simple storage and retrieval tasks and mainframe-based installations, 
which could deliver the processing power needed for more complex applications. 

As mentioned earlier, the sustained increase in micro- and minicomputer power 
and the decrease in hardware and software development costs have contributed to 
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Introduction to Networked Imaging Systems 19 

cost-effeclive imaging applications outside the mainframe world. Al the same lime, 
progress in network technologies has made it possible to establish powerful 
information systems that do not need to rely on centralized processing. 

Early document imaging systems can be classified in two groups: 

1. Mainframe- (and to some extent mini- and midi-) based systems, where all 
resources including scanners, printers, and workstations arc essentially 
peripherals connected to the mainframe, which holds the database and 
allows powerful multitasking functionalities. In these early systems, all the 
information processing power was concentrated in the mainframe. 

2. Personal computer- (PC) based systems, which could be seen as a scaled
down version of the mainframe model, but with reduced capabiJities, due to 
1be limited processing power of their operating systems. 

The structure of these two groups has traditionally been the result of technical 
as well as organizational politics and economics. Consequently, early on there was 
a wide gap between the computation-intensive requirements of workgroup appli
cations, which only mainframes could support, and those of simple tasks such as 
word processing and spreadsheets, which easily could be accommodated at the PC 
level. 

The competitive pressures of the hardware environment and the resulting 
production of increasingly powerful processors have built a bridge across that gap. 
The increase in processing power and storage capacity directly available lo a PC 
has made il possible for microprocessors to begin supporting applications that only 
a few years ago required a mainframe, or at least a substantial mini or midi. In 
particular, the early selection criteria on what application could be efficiently 
designed for what platform (which were based on the maximum length of the basic 
instructions that could be processed by a given platform: 8 bits in the early PCs, 32 
bits and over for minicomputers and mainframes) have somewhat disappeared with 
the advent of modern PCs capable of handling, sometimes with some "slcight-of
digit," 32-bit instructions. In addition, more efficient internal architecture and 
so-called cache memories can be used to smooth out inherent performance prob
lems of lower-end systems. Now it is possible to port many mainframe-based, 
~~h-end applications to less expensive installations, thus enabling the implemen-
1:i1ion on local workstations of increasingly sophisticated and "power-hungry" 
applications. In addition, the increase of local processing power brought about lhe 
development of multitasking-<>r at least concurrent applications-a capability 
lhu1 previously had been available solely on mainframe installations. 

Al the same time, the development of network technologies has made the 
distribution of processing power along data utilization rather than resource lines 
P0 !.siblc. thus reducing the need to retain all information in a central mainframe. 
A rnajor benefit of this development has been the ability to assign processors lo 
!>pecilic tasks, such as file storage and printing, allowing for device sharing, thus 
in~k10g more processing power available to a user workstation. 

lncsc technological changes also have effected new challenges in imaging 
~ystcms design, where the trade-offs needed to optimize performance involve the 
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choice of architecture, underlying processing power of the supporting platform, 
and the relative importance of required functionalities for a given overall informa
tion delivery system. 

While most of the earlier imaging systems implementations were essentially 
stand-alone installations, present systems arc almost exclusively used in a network 
environment and may or may not be integrated in an overall data and information 
processing environment. An outgrowth of this is the adoption of a wide range of 
document imaging applications, where these technologies can be used as a main
stream rather than as so-called orphan technologies, to optimize operational and 
technical solutions for identified business process requirements. 

The continued progress in workgroup computing also is presenting a new 
cha I lenge to the imaging system designer. The proliferation of so-called personal 
document imaging systems (PDoc), with local mass storage capabilities, suddenly 
means imaging can be introduced at a much lower level of granularity in the overall 
information system, forcing at least a review, if not a reevaluation, of the architec
ture and its image delivery capabilities. 

Business issues in the imaging industry are further complicating systems selec
tion decisions: The accelerated introduction of increasingly powerful platforms and 
increasingly sophisticated software tools, as well as a shrinking vendor base for 
differentiated products and services, is a problem for decision makers. 

2.4 THE ROLE OF IMAGING IN 
INFORMATION TRANSFER 

Regardless of their capabilities, imaging systems are expected to preserve the 
integrity of the original documents. Therefore, the role of imaging, per se, is limited 
to nccurnte recording, storage, and display of documents in a computer-prncessible 
formal As such, it could have remained an electronic replacement for microforms. 
The capability lo extract electronic data from captured images and include Lhat data 
in a larger information base gives image-based systems a much larger business 
value thun stand-alone systems. But one must be fully aware that the more 
sophisticated the information system, the smaller Lhc contribution of the imaging 
system itself to the ovcralJ inrormalion transfer process. 

In fact, the decreasing costs of imaging hardware and the modularization of the 
soft ware that controls imaging functions arc generating user preference for off-the
shelf. "plug-and-play" solutions. This trend may give the system designer a false 
sense of simplicity in system implementation, which is reinforced by the vendor's 
promotional literature. This may actually have two different effects on imaging 
systems in particular and information systems in general: 

1. The first, which is beneficial in the short tenn, relates to a reduction in 
design, development, and implementation costs of technical solutions. 
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2. The ocher, which may have long-cerm negative consequences, is the poten
tial for "scierosis" in systems design where only standard solutions, based 
on a limited number of products, are preferred to optimized implementations. 

2.5 VARIOUS TYPES OF IMAGING SYSTEMS 

Imaging systems fall into three main categories, corresponding to the role of the 
imaging function in the overall system. While there is a significant amount of 
overlap between the categories, that role cannot be dissociated from functions 
already supported by existing data processing installations. Specifically, transac
tion systems may use imaging to reduce the cost of data entry; business decision 
systems may use imaging to keep both documents and data about them organized; 
finally, archival systems will be used to reduce the cost of document retrieval. 

Front-End Applications 

In traditional data processing systems (see Figure 2.la), data from documents are 
captured on data entry workstations and, after processing, are made available to 
end users through a network. Al the same time, supporting documents are filed and 
archived for future reference according to standard records management practices, 
which involve manual filing in the office followed by off-site archival storage. 

In imaging systems (see Figure 2.lb), documents are captured on a scanning 
workstation, and the data they contain are either extracted through keyboarding 
from the displayed image or, if the document is amenable to automatic data 
extraction, extracted through optical character recognition or similar techniques. 
After processing, both data and supporting image are then made available to the 
end user through an image-capable network. Because both image and information 
contents are then available in an electronic form, there is usually no operational 
requirement to retain the original paper, even though there may be other consid
erations, legal or historic, which may require that originals be archived. However, 
such storage need not be done on-site, thus reducing the cost of storage in valuable 
office space. 

Management Applications 

Once documents and their contents are in an electronic form, they can be indexed 
and accessed in an orderly way, allowing for their systematic processing without 
loss ofinformation. An increasingly important management application of imaging 
syi;tems is associated with the management of the workflow throughout an organi
zaLion, in which digitized documents are automatically moved electronically from 
worki.mtion to workstation for processing according to established procedures. 
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This ability to prescribe and control document progress electronically throughout 
an organization facilitates changes in document routing to accommodate different 
operational or business conditions, such as automatic escalation of unresolved 
issues or workload balancing. This new ability to manage the organizational 
work:flow provides an opportunity to review an entire business process, which, in 
some cases, can lead to a complete redesign of existing data processing applica
tions, with reported system maintenance cost reduction of better than 50 percent. 
This redesign process is discussed in more detail in Chapter 7. 

Archiving Applications 

Archiving imaging systems are found in situations where large amounts of docu
ments are to be kept for a long period of time, where retrieval time is an essential 
component of an organization cost, or when speed of access is essential to 
organizational purpose. For instance, organizations involved in a regulated busi
ness may be reqwred to collect large volumes of documents; at the same time, it 
may be critical to the organization that it be able to locate a small number of 
documents on a moment's notice. One example of such a situation is in the chemical 
industry, where companies are required to keep track of all the chemicals and 
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compounds utilized and of the hazards associated with their handling and storage 
for use in emergency situations. Another example-often seen as a management 
application, but which is more akin to an archival system application-is in 
customer services areas, where the ability to settle a question while in direct 
communication with an inquiring customer must carry over long-term retrievability 
for audit purposes. 

2.6 TECHNOLOGICAL CONCERNS 

The penetration of imaging systems into the information processing industry, as 
well as the resulting challenges and opportunities, is the outcome of various factors. 
The rapid pace of change of computer equipment, software, and services, both in 
cost and capabilities, continuously modifies the technological landscape. At the 
same time, these changes create serious difficulties in planning and selecting an 
optimal technical solution to a given information transfer requirement. For instance, 
previously discrete functionalities to manage information flow, which formerly 
would have been designed individually, are constantly being integrated into increas
ingly powerful devices and software packages. This creates a "pause-or-play" 
dilemma, well known to the designer of computer systems. One must choose 
between waiting for cheaper solutions, and absorb a continuing drain on organiza
tional budgets, or implement existing and presumably more expensive options, and 
reap immediate financial benefits. The answer to this is that the best time for a new 
system is probably the present time, because no doubt there will always be more 
powerful systems with more features in the future. Waiting for them, however, will 
exact a higher toll on organizational resources than need be. A further twist in the 
decision-making process is the fact that, because imaging technology is moving so 
fast, there will be little opportunity to gather information on prior experience. 

Simultaneously, the coinciding decline in equipment costs and increase in 
processing power make the selection of "the best" technical solutions to a given 
problem an increasingly difficult task. More often than not, the designer will have 
to settle for an optimiz.ed "better" technical solution, rather than the one and only 
best configuration. The following list defines some of the issues facing a system 
designer. 

· • Intelligent workstations are becoming more proficient at performing local data 
processing tasks that were previously done on central mainframes. The 
question is whether to continue supporting a mainframe operation or adopt a 
"workgroup computing" philosophy, in which data processing is done at the 
workgroup level and then circulated in a "digested" form to all users of the 
overall information system. 

• Low-cost multitasking environments enable intelligent workstations to per
form local parallel processing of tasks, a capability that had been confined to 
mainframe installations. This raises issues of efficiency, distinct from the 
mainframe-workstation debate. One has to decide between concurrent task 
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performance on the same workstation, as opposed to "assembly-line" proc
essing on separate workstations, as in traditional situations. 

• Srecializ.cd workst:11ions dedicated to communication tasks allow the prnlif
cration or distributed processing applicrnions. This creates new design oppor
nmi1ics for system nrchitec1uri;-combining data capture, storage, processing, 
dissemination, rt:triev~il. and use- that best support business requirements in 
terms of performance, COsl, and Competitive advantage. 

• Inexpensive personal doc:umcnl imaging systems (POocs) arc replacing, in 
some cases, centralized image scanning and storage, trading off cent ra I con tro I 
for desktop flcxihility in imaging system design. 

Economic considermions provide 1hcir own set of coni;traints: Business condi
tions may 1101 be conduc1ve to the adoption or a fully reengincered information 
system. Jn fact, cnrlier investments in hardware and software may have to be taken 
into consideration. These constraints may change an overall project from delivering 
an optimnl system lo simply providing a temporary solution "until things get 
belier." 

Political and indjvidual factors further clomJ lhe design of a document imaging 
system. Availability of a "technical champion"- assignmcnl of projecc responsi
bility to a given organi:r.<1Lional unit, personalities involved, and even the training 
and experience of the project team- will have a strong influence on the system 
design and the success of its implementation. For instance, the design of an 
image-based accounLS payable system will likely be differem if the project is led 
by the nnancial area or by the MIS area. The finance people may lean toward the 
use of PC-based solutions, with higb emphasis on controls; on the other hand, the 
MIS departmem will likely be partial 10 a mainframe-supported design, with 
emphasis on power. Sys rems design may also be affected by the fact that self-taught 
computer professionals usually are more comfortable with "off-the-shelf' pack
ages than with formal programming and analysis. 

Fortunately, the cu rrcn L level of technology may provide the means to get around 
the risks associated with the "wrong" lcchnfoal solutions. With the accelerated 
adoption of standards for information inlerc:hange and software design, one can 
hope that, sometime in the relatively near future, technical options compliant with 
standards will be interchangeable at 111111irn11m costs. For instance, if an increase in 
functionality requirements tasks an existing system, one may need only to change 
the processing plalform, wilhout having to rewrile the application programs. The 
early use of process simulation can already reduce the risks of such migration by 
identifying optimized alternatives. 

2.7 IMPLICATIONS FOR SYSTEMS ARCHITECTURE 

ln this climate of consla11l chru1ge, the key to long-tem1 stability of a given design 
will be U1e development of an approach that closely shadows the business needs or 
the organization. This can be achieved by a modular architecture, providing a 
vaJue-added service consistent with tJ1e conlribution of an organizational unil to 
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the overall information flow. For instance, in an accounts payable application, the 
value added by imaging technologies may be limited to the receipt and verification 
of payment documents and for audits. There is no image-related value added for 
the actual processing of invoices. Consequemly, the business ralionale for changing 
data terminals to imaging terminals must be limited to those workstations assigned 
to material transaction verification, such as customer service. 

Whereas the existing architecture may have had to deal with only a limited, 
well-defined set of devices and peripherals, the new architecture will have to 
support a wide variety of devices with increased throughput requirements and will 
need to be agile enough to adapt to rapid changes in business requirements. 

2.8 A MUL Tl LEVEL NETWORK 
FUNCTIONAL ARCHITECTURE 

The design of an agile imaging system requires the resolution of a series of issues 
and problems unknown to lhcconvcntionnl machine-readable world. In par11cular, 
it will be necessary Lo know not only IJ1e volume of data traffic, but also to 
understand the nature am.I chronology of the various information processes in
volved. 

For instance, not all imaging applications will involve a one-lo-one relationship 
between document queries and image retrieval. In fonns applications. where d~1ta 

• are character strings in predetermined zones on the documents, the ratio between 
raster unage site and forms content in machine-readable form 1s often I 00 to I and 
higher. In many of these applications, there may be a I 0 to l probability thnt the 
machiue-re:idable data will be sufficient to answer an inquiry. Evl.'rything else 
being equal, lhc combination ofU1ese two factors will, withoul the benefit of a clear 
perception of business and retrieval requirements, yield designs wilh vustly differ
ent levels of performance. Simple "image enabling," in which low-end imaging 
systems are added to existing networks, is counterproductive when image retrieval, 
for displuy or printing, is more than even a few percent of the total number of 
queries. Incorporating high-end systems to an e~isting network, under the assump
tion that all c.Jocuments need to be retrieved as images, may rcsult 111 ovcrdesign, al 
least in the short run. 

Functional Factors Influencing Imaging Network Design 

Efficient design requires the combination and optimization of various require
ments, such as work.flow and architecture definition requirements, indexing, data
hase software, and a graphical user interface. 

Workflow Requirements 

Because imaging offers the ability to integrate documents and data about them in 
a unifonn architecture, review and restructuring of the way information should flow 
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throughout an organi7,ation will oflen be required. This in tum may result in a total 
redesign of an organi~ation's underlying business process and supporting work
now 

Architecture Definition Requirements 

The system architecture for networked imaging applications must be capable of 
supporting fast transfer of the I urge daw packets representing digiuzed documcnls. 
The selected architecture prob:1hly will be based ou a combination of thi: 1hrcc 
common architccLUre models known as centralized, client/server, and peer-to-peer, 
which will renect the kind and volume of data traffic. 

To be complete, the architecture selection process must also involve the choice 
of physical and logical topology; protocols; operating systems; specificalion of 
connecting devices such as repeaters, bridges, routers, and gateways; cabling 
media; workstations; peripherals; mass storage; file/server platforms; and utility 
software. 

The choice of architecture and supporting hardware and software will determine 
the maximum capabilities of an imaging system. 

Indexing 

Corrcspondmg to Lhe choice of the system archiLCCture, which represent~ the 
"recJmical side'' or an imaging network. indexing represents the "iotelleclUal" side 
or the information tmnsfcr process. The word, by iLc;elf, has many meanings. In 
imaging systems, indexing refers to the machine-readable data stream assigned to 
a document for identification, s torage, and retrieval purposes. One must rcali7e that 
several indexing schemes coexist in an imaging system. Some 3rc simple and 
transparent lo the user, such as image location on a disk; others, such as document 
descriptors, are user-defined; still others, such as full text, arc user-driven but 
automatically generated. 

Because images arc, in themselves, mcnni11gless binary streams, the machine
renduble data stream must be generated outside the image, either through key
boarding or by automatic data cxu·nctioo. 

The cost of indexing is, with document capture, the most expensive itemizable 
part of the operation of an imaging system. 

Database Software 

The database software used to fetch and display or print a document over the 
network links systems rerrieval to network performance. Like indexing, many 
database software programs coexist on a network. Some, such as the database that 
manages the distribution of documents on mass storage devices, are internal to the 
system and transparent to the user and optimized to speed up the physical access 
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to che stored documents. Others, such as the image database retrieval software 
proper, are optimi1..ed to speed up the idenlificalion of relevant documents. 

There am different types or image da1ab~Lc;c software, the most popular mcctrng 
Stnicturcd Query Language (SQL) standards. However, these software may not 
provide efficient infonnation n!lncval in an imaging environment ll must be 
understood Lhtll retrieval m imaging networks involve.'> a sequence of opcr:llmns 
much more complex 1h~111 for regular data. including storage and decompression 
delays. Consequently. It may he di fficul 1 LO identify loss or degradation of pcrfo1 rn 
ancc ns re:rnl1ing from an ovcnaxed dmnbuse or other causes. 

Graphical User Interface 

With the practically universal acceptance of graphical user interface in most 
workstutions, it is nccessm·y that the requirements for imaging be compatible and 
coexist with the other programs on a user workstation. Because both imaging and 
other user applications will compete for computer and memory rcsourt:cs, their 
choice must not he rnken for granted. 

Under those conditions, cflicient imaging network architectures will usually 
require the use of a mullinctwork arrangement, compo~ed of several levels, 
involving different subnetworks, each subnetwork being optimized for the pcr
fonnnnce of specific tasks. 

The Different Levels. 

Efficient imaging network architectures may be composed of several levels, 
involving diffcrelll subnetworks, wilh each subnetwork optimized for the perform
ance of specific tasks. 

There arc several accepted models that provide a formal description of the 
processes occurring m a network. The generally accepted model is the so-called 
0$1 model, which assigns all data functionalities found in~• network to one of seven 
hierarchical levels (sec Chapter 3). lBM System Network Archilccturc (SNA) adds 
to that seven-layer model specification for network nodes and links, and for Lhc 
actual interface and network connections. 

From a functional standpoint. a networked imaging system can be described in 
tenns of four different functions: user interface, imaging and other user applica
tions. information c:ipture and control, and document storage and retrieval. These 
functions arc supported 111 several places in a network. From the user point of view, 
they can be located in one of three levels: desktop. processor. or network. 

Desktop Level 

The desktop is the combination of the display screen, keyboard, and pointing 
devices that provide a functional interface between the user and the computer. It 
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Figure 2.2 Basic components of an imaging system 

can be stand-alone or conncc1ed 10 a nelworl. rrom a user p01111 of view, as 
diagrammed in Figure 2.2, ihe configuration of lhe works1a1ion L'> of no importance 
as long as it aJlows rclncval and processing of infom1alion in a limely. complete, 
easily readable, and accurate manner. 

The mfoimum functionalities !hat must be provided a1 Lhe desktop level 111clude 
image-specific 1asks (e.g., inquiry, re1rieval, display, printing, storage) and non
imagc-spccilic tasks, which permit access lo all the appJicaLions that are perfonncd 
through Lhm desktop. 

Processor Level 

The processor level is the functional interface between the desktop and the rest of 
the network system. The processor is designed to perform the tnsks it can do locally, 
to forward through the network the 1asks that must be perfonned by other proces
sors, and to know the difference belween 1he two. 

While the desk1op level is relatively easy to configure functionally, lhe configu
ration of the processor level requires a thorough understanding of the applications 
that must be run from 1he desktop so th:n the workload can be allocated between 
the user processor and other devices on the network. For instance, scanning can be 
performed in a distributed way, either locally or remotely, or centrally. Under
standing the use of the digitized documents will facilitate the decision as 10 how 
the process should be carried out, and will help to achieve the optimization of the 
processor configuration. 
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Network Level 

The network level com.:spontls to all the functionaliues that arc not processed 
locally. While the two other levels can conceivably. from a user perspective. be 
configured independently, the network level usually requires the contribution of 
network spccinlists to design and optimi1e this third level of functionalities. 

2.9 IMPLICATIONS FOR USER INTERFACES 

Because the desktop is the functional i111c1face between the user and the computer 
system, it is also a bottleneck in the information transfer process. Gruphical user 
interfaces and multimedia user interfaces (MUls) are essenlial to minimize the 
impact of that boulcned on desktop efficiency. Three functionalities must be 
i.upported by the intc1foce: image display, commands access, and controls and 
management. 

Image Display 

The system display must meet a wide range of requirements. from high resolution 
for the sc:rnned images. to the lower resolution for display of icons and commands 
in a windowed environment. Because each requirement corresponds to different 
demands on supporting hardw~1re and software. it is important that the system 
design be compatible with the capabilities of the display. For instance, some 
document-intensive applications may require simultaneous display of a large 
number of scnnnecl images, together with geometric graphics and machine-gener
ated text. The GUl must be able to integrate aJl these requirements (multiple raster, 
vector, and character-bnse<.I data) into a single dfaplay. 

Commands Access 

The issue here is the integration of user interaction wilh the system without 
interfering with ongoing processing of applications. Each GUJ provides tools for 
exercising such interactions. However. the ways by which GU1s place calls to the 
system vary from system to system, and therefore the speed at which a given 
command is executed from the desktop depends on the particular GUI. 

Controls and Management 

This series of tasks corresponds to the display of system messages and programmed 
status reports. Depending on the nature of the messages, they may be character-
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ba-;ed texl or embedded with graphics LO reflect a panicular condition or attract 
aucntton. 

Gllh require 111tcnsiw l'OmpullnJl. resources. As such, they compete with the 
resource requirements of the imaging application itself. ConsequenLly, the design 
or a networked unagmg system must h~ done with due consideration for the 
potential conn1cts in the local processor rm access lo the dci.ltop. 

2.10 STRUCTURE OF AN OPTICAL DISK SYSTEM 

This section focuses on the physical components of an imaging system. As such, 
there will be some overlap with com:cpts already covered. However, the description 
that follows will now be device-bound, rather U1an information-bound. Conse
quently, the discussion of a given device, for example, a workstation performing 
several different funcllons, such as display and processing- functions kept sepa
rate in the past-is not a repetition or previous material but a rcnection of the 
complexity of networked imaging systems. 

All document imaging systems arc an assembly of basic components, namely 
scanners, processors, storage, displays, and pru11ers connected by communication 
lin~ (see l•igurc 2.2). Basic imaging functions are as follows. 

Document Capture 

Documents arc captured (input) into the system through a scanner that provides an 
electronic representation of the optical image of a document, wbicb may be on 
paper or microform. The e lectrnnic representation of the image is 111itially in an 
analog form, which is then translated into a digital signal. 

Processing 

Processing incorporates several different functions, which cover acquisition, in
dexing, storage, retrieval, display, printing, and communication of images. Proc
essing tasks arc performed on one or st·veral computers, which are loaded with 
software and processing boards specifically designed to handle quickly the large 
amount of data contained in an electronic image. 

Most often, indexing, storage allocation, information retrieval, communication, 
and system management are handled in software. Hardware, on the other hand, 
usually handles computation-intensive operations, including data compression and 
decompression. format translation, image manipulation, and device u1lerfacc be
tween systems components. However, the rapid adoption by the marketplace of 
high-performance processors is making it possible to design systems in which tasks 
that were initially done in hardware, such ns decompression and format conversion, 
can be executed in software al a lower cost. 
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Storage 

The stor<1ge funcuon 1s usually pcrfomicd m, a com bi nation of rnagnctJc (i .c., 
erJsablc) and optical (erasable and noncrasablc) memories. where the magnetic 
memory is usNI as a scratch pud during the image capture process. It 1s nlso used 
to store indexes to the image loc:\lions. as these need to be updated on a constant 
basis. The optical disk 1s used to swrc the perm:uient images. In systems us111g 
nonerasable disi...s, updating of an image is done by reconJing n new image on the 
optical disk, and amending the index on the magnetic disks to rencct thi.: change. 
Optical disks can be kept in stand-alone drives 01 in what is culled a jukebox, which 
is a device equipped with automated disk changers, thus allowing continued access 
to darn. Depending on the number or workswtions on the system and the frequency 
of access, ajukchox might include several drives working in tamlcm to meet needed 
response Ii me. 

Display 

Display ,111d printing devices arc peripherals that make it possible to visuali.1.e and 
generate a physical rcprcscntat1on of the lligitized document. Later in the l>ook. the 
major issues raised by the various models of GU ls. which ensure human-machine 
communication, arc discu-;sed. Because of the differences and limitations of the 
physical processes involved, there c~Ul be significant varialions in overall perfor
mance and quality between displayed images and printed hard copies, as well as 
in outputs provided by different equipment 

Jn special applicmions, such as publishing, printing may be done on lilm or on 
ol11cr optical disk:.. A discussion of the application to microform production is 
provided in Chapter 16. 

Communication 

Communication tasks cover two different functions: One deals with the transfer of 
data within a given processor and between the processor and its associated 
peripherals; the other relates to data transfer between several processors. These 
functions arc best described in terms of configuration, and two main configurations 
can be adopted for document imaging systems (see Figure 2.3). 

In a stand-alone configuration, the processor controls document capture, storage, 
retrieval, and printing. Communications are purely internal to the system. In that 
configuration, which may be practical for very low use, tasks of document storage 
and document recricval cannot be performed at the same time. 

ln a networked configuration, document capture, processing, and storage can be 
~eparatcd from retrieval, and multiple users can have access to the same image 
base. Consequently, storage and retrieval tasks can occur concurrently. 

In the context of this chapter, communication devices are defined as the devices 
that interface the optical disk system with the outside world. In simple (stand-alone) 
~Y~term., communication devices are limited to the interface that allows correct 
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Figure 2.3 Example of two typical configurations 

transfer of information between the optical disk storage and the printer or display. 
In more elaborate systems. communication devices allow the interconnection 
(networking) of several unils for the purpose of sharing resources or information. 
A detailed discussion of 1he issues 111volved in Lhe design of a networked imaging 
system is provided in Part II. 

2.11 EXAMPLES OF APPLICATIONS 

Because optical disks make it possible 10 integrate data and images, they open 
processing opportumlics that were previously impossible. For instance, in legal 
files applications, immediacy of image capture and availability of communication 
links allow auorneys lo be immedimely appraised of any change in nn issue. Ami 
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because Lhese funclions arc compuler driven, access can be controlled under 
well-established compuler security procedures. Furthermore, if lhe information is 
collected in a standard fonn, it 1s possible to design the application from which datn 
on the form can be c>..Lractcd directly. This eliminates the need to keyboard standnrd 
data such as n:uncs and filing data, while rct:unmg the ability tu capture non
muchine-lcgible information such as signatures and similar infom1a11un. 

In regulatory and lihrnry applicallons, all documems can b1.: integrated into a 
uniform display environmerll. In particular, word processing and imngcu documents 
can be slored in lhe same database nnd retrieved under a consistent procedure. 

With a detailed index, it b1.:1.:omes possible LO eliminate rning, because Lhl! 
computer keeps trnck of 1he document automntically, and thus saves on clerical 
costs. The use of optical clrnrncter recognition (OCR) algorithms can often simplify 
lhe 1ask of indexing complex documcnL-; by cxlracting full text frnm imaged 
documents. 

In applications related 10 transaction processing, Lhe ability to provide multiple 
access Lo lhe same document can significantly shorten 1.he overall processing time 
spent hand ling the document. If Lbe system includes a jukebox. the index will 
automatically trigger the mounting of the appropriate disk and the performance or 
information retrieval. 

Imaging can also be used as a fron1. end to the preparation and use of intcrac1ivc 
technical manuals. which then can be replicated on commercially available systems 
for dissemination. 

2.12 DESIGN CONSIDERATIONS 

Several consideralions come into play when designing an optical disk applicntion, 
and iL is important that they be fully understood before a system is specified. In 
particular, because of the rapid evolution of technology, lhc relative importance of 
L11ese considerations in design might vary within a short period of time. For 
instance, because hardware price performnnce ratio is increasing, 1.he cost of 
hardware replacement is becoming a small factor in the overall system cost, forcing 
the designer LO focus :mention on design and conversion costs. 

The first consideration is to ensure that infom1ation stored on optical disks is 
retrievable in a complete, accurate, and Limely fashion. Because optical disks are 
not human-readable, it is essential tJiat the procedures for collecting, recording, 
processing, storing, retrieving, displaying, and printing infomrn11on guaramee the 
integrity of tbe mformation, an issue often referred 10 as the legality of optical disks. 
In most cases, if the procedures arc wcl I defined, and image capture is done in the 
due course of business, optical disks can conceivably replace microforrns as a 
storage system, and the original documents c311 be discarded after recording. In 
other cases, the application mrghl be i-uch that optical disl systems serve an 
operational role, with the original documents 1-:ept for cvidentiary purposes. 

Other considerations are related 10 the need for all systems components to be 
compatible among themselves, and that they remain that way for the foreseeable 
future. Because of the lack of standards in the industry, compatibili1y might require 
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selecLion of :-.pcdalized interfaces to allow noncompatiblc machines to operntc 
logeLhCr and ~Lill mainiuin good perft>nm11H.:C 11.!vels. Or lllOre 1mpommcc is the 
concern that a particular component, or even a full system, will sti ll be supported 
in a not too distant future. This consideration is usually handled ~ough a cost
bcne!it analysis, where the overal l system cost is eswblishcd to provide ~1 qu1~k 
payback period. Because a conversion from one digital system Lo :mother c:in be 
done muomatically, the cost or conversion is esi;entially a one-lime charge. Under 
that condition, should there be a need to change the system, the replacement cost 
would not offset initial benefits. 

In designing the overall system, answers to questions as to its size and the 
interconnection of it" various functions will determine its overall architecture. The 
application of records management techniques that h.eep files to a minimum 
without sacrificing operational cfliciency, in concert with a full understanding of 
the business requirements of the applications being supported. optimize Lhe design 
for the current 11ecds, and at the same Lime provide the <>pportunity to prepare for 
upgrades by embedding access points for future developments. or particular 
importance is an assessment of growth requirements, so that the indexing system 
can ubsorb additional storage, such as linkage of additional jukeboxes, without loss 
in response time and other perfom1ancc elements. 

Related to the consideration of systems architecture is the issue of networking. 
While records management and workload studies can provide the data indicating 
the number of workstations to be used on the system, the question will be how to 
connect them. Of particular interest will be whether all stations should be equipped 
with a full complement of scanners, high-resolution displays, and printers, or 
whether device sharing will be acceptable. Attention will also have to be given to 
interaction with different systems. For instance, a personnel system might need the 
information that is in a payroll system, and there might be an operational value to 
having both systems share a common database. The same situation m.ight involve 
a purchasing and accounts payable department. Different requirements will yield 
different types of networks, from fully centralized to fully distributed. 

A last consideration before completing the design and selecting the hardware 
relates to conversion to the new system. In applications such as accounts payable, 
one might choose a day-forward system, in which only new files are input into Lhc 
system, using the argument that I.here is u low probability tllal older mes will be 
accessed, and therefore there will be no financial benefit in bringing them into the 
system. In other situations, such as personnel, it is imperative to design retrospec
Live systems, where all files are converted. Not doing so would prevenl file 
integrity. 

AU these considerations directly influence the design of the database supporting 
the optical disk system and the naLUre of the indexing scheme to be used. For 
instance, if all the information/documents stored are composed of forms, the 
database can be built on a flat-file design, with simple indexing. If, on the other 
hand, full-text documents are part of the document base, the database might require 
more complex features, including a relational structure; the indexing system might 
involve the capability of performing full-text searching. lf conversion is involved, 
plans will have 10 be made al; lo the naLurc and compatibility of the conversion 
equipment and its integration with Lhe cquipmenL used for cominued operation. 
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2.13 IMPLEMENTING AN OPTICAL DISK SYSTEM 

The implementation or an optic;iJ di:>'-. system requires a wcll-nn.:hestratcd succes 
sion of steps, beginning with collecting baseline data. These data will en;1blc the 
designer to size the project, to ensure that the design meets the expected level of 
performance. For instance, an initial study will be necessary to assess workload 
data so that the number of workstations is adequate and that the size of the processor 
is sufficient to handle the volume of 1rnmrnctions within acceptable response 1i111e. 
This might be don~ 1hrough u survey to identify core needs or tl10:.e requirements 
that arc essential to ucccptahlc pcrrornwnce. An analysis of the current information 
flow will make it possible to determine the critical information path or the 
relationship between various functions, together with the identification of retrieval 
patterns and critical response times. The use of models and simulation can greatly 
improve the ability to specify the new system. 

Once the baseline data have been collected and fom1ally analyzed in a require
ments analysis, the actual design can begin, starling with system and strucLUrc 
definition, and including functional requirements, hardware selection, and pcr
form-ance specifications. Of critical importance will be the design of a datah:.isc 
structure consistenl with the business needs of the organization and the selection 
of the database engine tJmt will support it. Powerful design tools for efficient 
operation will include modeling and simulation. 

The overall technical solution should then be submitted to various tests of 
acceptance, includmg budgetary value and admissibility of procurement proce
dures. Of importance to the design will be considerations of the life cycle of the 
proposed solution and whether the implementation will be conducted with in-house 
staff or through outside contractors. 

Once the design has been finalized and accepted, its implementation will require 
installation planning, testing, and training, often with conversion serving as a 
prototype of operation. In the process, several issues will need to be resolved, 
including retraining or restaffing for the new system and the learning curve 
involved in implementing a new system. As found in the data processing field, it 
will take several months before trained users are able to articulate any requirements 
for enhancements, Urns requiring system support beyond the initial startup period. 

One of the most significant elements in the implementation of imaging systems 
is the cost of conversion and/or indexing for storage on optical disks. These costs 
can often be offset by savings from the elimination of filing tasks. In certain cases 
such as legal applications, such costs, which are already part of the legal file 
operating expenses in a manual environment, can be reduced through the use of 
OCR, which, in many cases, allows automatic extraction from the document. 

Once the documents have been indexed, they can be arranged and displayed or 
Printed at will, without having to physically handle the files. This gives, in a 
litigation support application for example, the ability to create, on demand, pack
ages of documents that can be viewed either in a hypermedia/window fashion or 
disLributed on paper, which need not be kept after the case has been settled. 
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Other facilities derived from the electronic image include the ability to directly 
receive and store facsimile transmissions as an integral part of the files and the 
ability to have several people workjng on the same file at various locations without 
risking a loss of file integrity. 

2.14 CONCLUSION 

Electronic 1111agmg is a powerful tool for information retrieval and an efficient front 
end to un intcgratccl information system. With a proper design, imaging systems 
c;m present significant cost advantage and ackhtional beneliti; ovc1 manual and 
microlilm based systems. 

As indicated earlier, however, the adoption of a system should not be a trivial 
decision. Aside from the fact that implementation costs may be considerable, 
imaging systems represent a new way of doing business, and their accepta11cc may 
be an irreversible decision. Therefore, it may be beneficial to an organi1a11on to 
secure, either internally or through outside counsel, the necessary know-how to 
ensure success in implementation. 
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Image-LAN Enabling and 
Integrating LAN-Based 
Imaging Systems 
with Existing 
Mainframe Applications 

Peter Do/shun 
Sigm:i llnagmg System:; 

Marc R. 0 1Alleyrand1 Ph.D. 

9.1 INTRODUCTION 

In most systems, the issues of dnta ownership, usage, and custody arc al the hl~arl 
of infonnation now strategy decisions. The resolution of these issues supplies the 
rationale for funding existing operalions, the cost justification or new projects, and. 
more importantly perhaps, for Lhe political support Lo achieve change. In that 
respect, workflow redesign focuses not only on operational perspectives, such a" 
transaction volumes and database integrity, but also on the identification of acl'C's 
rights. Jn particular, consolidation of tasks is one of the many processes where the 
issue or data ownership must be well understood. 

For instance, docs an accounting department have "ownership" of the data that 
go into a general ledger because that departmeot is the only one empowered to make 
entries in accounting records? Conversely, does tbis department then only have 
CttMody of the supporting documents because they do not generate them? A11d does 
a budgeting clcpanmcnt have ownership or reports that they prepared fron1 accou111 
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ing data, when, through network and dynamic data exchange linkage between 
programs, the underlying figures can be automatically adjusted and replaced in the 
report itself, possibly not only invalidating earlier analysis, but creating discrepan
cies between data and conclusions without the knowledge of the reporting party? 

ln earlier data systems, such issues could be easily resolved by providing 
different access rights to different users, assuming, for instance, I.hat "writing" 
privileges arc equivalent Lo ownership. This simple approach might resolve the 
ownership issue for initial entries, but it docs not settle the case of derivative 
documents, generated as composites from different sources. From that standpoint, 
image enabling an existing network is a complex operation, because, at the same 
time that the system brings together data and images, it merges the two hierarchies 
of data ownership based on automated and manual systems. 

The difficulties in assigning responsibilities for data ownership and access are 
exacerbated when dealing with the integration of a mainframe operation with an 
imaging network. Here, however, even though the technical obstacles may be 
significant, they are predictable and well defined. In fact, d1ey may be considered 
minor when compared with the issue of potential loss of total control over database 
and system architecture resulting from the integration of the two systems. 

Th.is section describes the issues 10 be addressed in managing I.he integration of 
a distributed LAN-based imaging system with a mainframe-based transaction 
processing application. Making the proper selection of an implementation ap
proach has deep-rooted strategic implications I.hat can save (or lose) a substantial 
investment l.n scarce capital, personnel, and other corporate resources already 
i nvcsted in the mainframe environment Doubtless, a LAN-based imaging integra
tion can yield a more flexible, better performing, and more cost-effective operation 
than a centralized mainframe imaging application, but final benefits depend on the 
quality of the integration effort. 

Mainframe appfjcation design and maintenance methodologies are well known; 
however, the changes necessary LO integrate such applications with a LAN-based, 
client/server application may prove to be somewhat of a chaUenge. One of the major 
issues that will need to be decided by the various stakeholders is how much of I.he 
mainframe responsibilities-both data and processing-should (or could) be relin
quished to a LAN. Early-on the answer could have remained purely a technical one 
(following the argument for instance that some applications could simply not be 
"trusted" to a LAN). The changes in hardware, software, and database technologies 
are making such an answer more dependent on political and financial criteria. For 
instance, the introduction of Windows 95, an operating system rather than an 
environment, is eliminating some of the major limitations of windowed applications 
by allowing true multitasking, an impossible capability in Windows 3.1. However, 
even with its enhanced capabilities, Windows 95 will not likely be able to support 
all applications that have been initially designed for a mainframe, and, even if it 
could, the cost of migration to a full LAN-based system could rarely be justified. 
Nevertheless, some applications may be better handled at the local level, and, 
consequently, there will be cases where a partial migration may be justified. One 
example of this will be when image enablcment will require reliable access to data 
stored on the mainframe. That reliability will be obtained through integration, and 
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this chnptcr will focus on some of the details lhal must be aucnded to in order 10 
facilitate the planning and implementation of such an integration 

9.2 CURR ENT TRENDS AND CHALLENGES 

lnlegrn11ng cxistmg mainframe systems with newer LAN and worlo.s1a11011 1cch-
11olog1cs goes huml in-huml with the migration of small mainfnimc-bused applica
tions toward less expensive .ind more user-friendly local area network dcparlmenral 
systems. LAN-bused systems are already cost-effective, and reduction-; oroutright 
freezes on new mainframe project budgets have further accelerated this movement. 
Thus. the interest in distributed L AN-based imaging systems and their assoemted 
integration tools ii. also extremely intense. 

T echnological problems still exist tbat prevent Ute conversion of very large
scale, high-volume trunsaction processing applications to a local :m:a network 
cavironmcn1. This will be a mainframe stronghold for a long time to come, 
especially in the largest corporate installations. Mature, sophisticated mainframe 
platforms s111l excel in areas of centralized control of massive data stores and high 
availability ror hundreds or Lhousands of simultaneous users. So, while the desire 
is Lhere to move in the direction of inexpensive, distributed PC' platforms, the 
conversion of large applications LhaL muc;L suppon hundreds of users will take place 
only when the LAN environment is as reliable, secure, and as easily controlled as 
the mainframe side of the shop. But, more powerful hardware and more produc· 
Lion-capable software (system operating soflware, network operating systems, and 
applications) are now available, and client/scrver softwarcdevelopmem techniques 
arc maruring, so the trend to resist new mainframe development will cominuc in 
parallel wilh the growth of networked workstation systems. 

Cn adtlition. risks associated with major changes to core business appl ications 
arc a major deterrent to dccentrnlization, unless 1.herc a.re overriding strategic or 
economic considerations. Furthermore, the poliLical issues associaLcd with loss of 
status in MTS departments as a result of potential large-scale downsizing, may 
create obstacles in securing investments for systems thal may ultimately migrale 
from the mainframe. 

Under these conditions, ii may be risky to attempl the integration of imaging 
systems directly with host applications, as it may acrually result in a dcstnbili.lation 
of mission-cri1.ical transaction processing operations. The use of LAN-based im
aging solutioni. docs not present these di ffjculties and provides a perfecl fi t for this 
kind of environment. Existing applicaLions do not have to be impacted at all in order 
to take advantage of today's latest documenL imaging systems technologies and the 
associated benefits. MIS managcmem can take a low-risk strategy by providing a 
more flcx1blc, transparent "add-on" solution with a LAN-based imaging system 
By carefully defining the integration requiremenLs. lhc ex isling base of mainframe 
applications (which may work perfectly well) requires very few changes. 

For some companies wiU1 a heavy inves1.ment in mainframe applications, 
imaging implemented on workstat ions may also be their first exposure 10 u 
large-scale LAN implcmentmion that docs oot require tbat they firi.t redesign their 
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existing operation. In fact , the resulting installation of the LAN/WAN/workstation 
facilities allows the enterprise to initially take advantage of imaging capabilities 
and simultaneously open the door to new application possibilities. In this way the 
imaging system, wllich typically has a comparatively short payback period, justi
fies its existence and also paves the way for a more powerful future; and, through 
work.now redesign, it enhances the benefits of the new networked infrastructure. 

9.3 IMPACT ON TRADITIONAL TRANSACTION 
PROCESSING OPERATIONS 

Preserving existing systems during the transition to LAN-based imaging systems 
also benefits the user community, because it reduces the extent of workforce 
retraining. In many LAN-based image-enabling applications, the imaging system 
can coexist with the mainframe to support its simplest function: replacement of 
paper with the automatically controlled delivery of electronic document images. 

Another advantage of the adoption of LAN-based imnging as opposed to 
mainframe installation is the fact that, typically, very few companies would install 
imaging systems throughout an organization without preliminary testing. Instead, 
small pilots are installed for evaluation and expanded if successful. This "scaling 
up" approach, which can he very expensive for centralized, mninfrnmc-based 
systems, is mucb easier to put in place with a LAN installation, as it can be more 
easily scaled up to accommodate high production volumes by simply configuring 
additional servers and workstations as needed. 

The impact of an imaging system installation will be felt throughout the 
enterprise; therefore, comprehensive, Jong-term plarutlng is essential to prevent 
costly mistakes later on. For cxnmple, the lack of standardization across depart
mental implementations will create communications problems once the desire to 
access document images throughout the company is realized. 

The software chosen must be able to handle protocol and data format conver
sions. Lack of a standard platform also leads to complex interoperability issues 
(which the enterprise must be willing to support). Certainly, interoperability 
between different systems is feasib le, but it is advisable to keep the number of 
different platforms to a minimum to reduce the cost of maintaining heterogeneous 
installations. 

II may take years to go from planning to implementation of a successful 
large-scale imaging operaLion; therefore, the challenges should not be underesti
mated. ll is worthwhile to attempt a simplified initial implementation SU':ltegy in 
order to ensure early success. Most imaging systems tend to be analyzed and 
designed in terms of depa1tmcntal business requirements, which makes sense. 
because individual departments are usually divided by lines of business, and each 
is held accountable for ics produclivily. 

Each department processes a well-defined subset of the organization's total 
transaction workload. Under these concLitions, departmental users are best able to 
assess how the introduction of a new imaging technology will affect their day-to-
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day operations, and their needs musl he the major guidelines for proper design and 
installation of the new systems. Positive user feeuback early in the design and 
evaluaLion phase, as with any application, is crucial for initial acceptance. 

9.4 MOVING FROM LOW- TO HIGH-VOLUME 
TRANSACTION PROCESSING 

Although the applicaLion~ may be idenLical, low- and high-volume processing 
present struct.ural d ifferences, an import.ant concept !hat is explained throughout 
this section. 

Low-Volume Transaction Processing 

The type of operation that characLerizes low-volume processing, such as would he 
found in a typical pilot installation, can be described in the following manner: 

• The tasks are not mission critical. 

• The system is often used in a departmental environment. 

• The tasks performed relate to one type of work. 

• These tasks are self-contained, and involve only a few people whose skills 
may be sufficient to run the application without additional training. 

• The operation is well insulated from the rest of the organization and requires 
minimal external support. 

These low-volume operations are often conceived as proof-of-concept rather 
than as part of an integrated design, and thus have few or no interface wit h the rest 
of the organization or dependencies on other external systems. Consequently. they 
may be difficult to expand or use elsewhere, as the system's functions may be too 
specialized or restrictive. 

High-Volume Transaction Processing 

By contrast, high-volume transaction systems are designed to operate on a com
pany-wide basis. Their characteristics include: 

• Ability to simultaneously handle many complex and different transaction 
types. 

• Workstations are geographically dispersed. 

• Efficient use of imaging requires a complex image data storage hierarchy, 
which itself may be distributed. 
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• The system reaches almo~t all departments m the organization, regardless of 
respons1b11it1cs. 

• lnstnlla11on and ma1nte11ancc of the enterprise system requires training and 
ncqu1s1t11>11 ol new teehnu:al skills for a significant portion of the staff. 

• The 1mag111g system is based on a combination of core processing capah1l111cs 
with standard 1ntc1 face and custom applications to accommodate departmen
tal needs. 

• The system is tightly integrated with existing internal and external i11s1alla
tions. 

Matching Imaging System Features with 
Mainframe Requirements 

Choosing the imaging system that matches a given mainframe-based installation 
depends on the nature off unct mns being supported. The recognition of tr.1nsaction 
types antJ proccssrng rcquircmenLo; 1s essential to lhat determination, because the 
performance of 1mng1ng applicauons as implemented will depend on constraints 
delincd by the type of tr:msaction being processed. 

Some transact10ns arc relatively simple (single-step data entry); others can be 
very complex (111ult1plc steps, muluph! departments completing different po11ions 
of the enLirc transact1uns at different times). Because of this, target operator 
processing rates may be different for each step in the workflow. The timing 
requirements of the mainframe sy~tcm being integrated (batch versus on-line, 
mulliplc data capture and processing cycles, reporting and :iudiL trail processing 
dependencies. batch nnd hnckup proccssmg windows) are other major factors to 
consider. One size of 11nag1ng system may not lit all unless it is flexible enough to 
accommodate all of the orgn11i1atio11's processing needs. 

During the design und planning s111ges, transaction profiles should be examined 
and understood in terms of their image throughput needs. Different departments 
will have unique conrigurntion requirements. 

Exa mples of Transaction Types a nd Processing 

Imaging network requirements arc dependent on the response time necessary lo 
support the husincss process and the volume of data to be retained on line, as 
exemplified 111 Table 9. 1 Typical examples arc as follows: 

• Applications requtnng high-volume local server capacity. fast image retrieval. 
and display arc charm.:tenstic of: customer service telephone inquiries; priority 
insurance claims processing (i.e .. Medicare claims processing); single-step 
(simple), ''heads-down" data entry. 
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Table 9.1 Volume and <;peed requirements of processes 

~lcphonc lnqumcs 

-- --
S1•1vl'I' Capacity lktrieval Speed D1Iph1\• Spn'll 

lltgh lligh High - ---
rsurntH.:c Claims Medium Medium (if under Medium 

workflow comrol) 

r Corrcspnnd1:ncc Low Low Low 

• Appl1ca11011s rl.!quiring access to multiple mainframe applications, and for 
which image display performance is sliJJ very important, including: multi!.lcp 
(complex) data entry, health care claims processing, transaction correction, 
and reprocessing upplications. 

• Applications where fast image display is not critical, but workswuon capncity 
and power arc needed to :icccss multiple mainframe and PC applications {such 
as spreadsheets and word processors) al the same time. These include: 
automobile insurance claim processing. insurance policy and contract unde1-
writrng. customer service correspondence processing, auditing. 

Al the same time, mainframe application access requirements will vary. I leads
down data entry applications typically require a single host session. Complex 
transactions may require access to many host applications and databases simulla
neously m order to resolve a complex customer service inquiry. for ex:imple. 

Sillce document images usually participate as informalion stores in many 
different kinds of organizatioual transactions, the new system must integrate and 
optimize interdepartmental workflows and routing capabililies, often undi;r diffcr
cnl retrieval operating conditions. The software should be configurable to minrrni1.c 
customizing programming to eDuble these features, because the underlying trans
actions, performance requirements, and organizatiollS can change frequently, re
gardless of the complexity of the underlying business requirements. 

Measuring Results 

ln any image-enabling project, the measure of its success, let alone its justi licatron, 
will be increase in user productjvity, quanlified for instance by operator's response 
ume. The speed al which a randomly selected document image can be retrieved 
from anywhere in Lhe organization will range from slow Lransaction response 
requirements (e.g., overnight audit project) to fast (e.g., customer service telephone 
inquiries requiring document verification). 

Performance depends on a variety of factors, the most important of which is 
probably the design of document storage hierarchy, which is the automalic staging 
of work rn a111ic1pation of its retrieval by the operator in order to minimi1.e response 
lime. The following text discusses some of these aspects from the mainframe 
perspective. 
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Document Image Caching, Routing, and Staging 
in a High-Volume Environment 

Caching of work in progrl!ss 1s the most effective method to increase product1v1ty. 
Assuming that a hierarchy of storage has been adopted, the main design issue 
become:, the definition of a document allocation scheme on local servers for 
departmental proces~1ng. 

ln most high-volume installations, documents to be processed arc received in a 
central mail room and sorted by line ofhusiness. ln image-enabled installations, the 
documents arc !hen scanned (I[ one or more locations (usually close to the mail room 
operations). A typical scqucm:c of events looks like the one displayed in Table 9.2. 

Staging document images from archival storage complements the caching of 
newly scanned work. Response time for archive retrieval (from optical disk 
jukeboxes), whether channel-attached lo the mainframe or server-attached on the 
LAN, takes anywhere from a few seconds lo several minutes; a platter mount for 
an off-site disk not resident in a jukebox may require an overnight delay. The way 
to maximi1,e productivity is to minimize U1is response time through intelligent 
staging to hard disks on local serve1s. The definition and anticipation of the data 
are required to complete a transaction before the operator attcmprn to begin 
processing. This includes the document image, of course, bul it also implies that 
the images arc stored where lhe work is lo be processed . How can this be done? 

Given the wide variely of individual transaction types that an enterprise must 
execute, it is usually organized along Imes of processing work and further sub
divided by lines of business. For example, a health insurance carrier must divide 
the claims processing area into data entry, suspension processing, audit, and 
customer service departments. Within these, each department is split funher by 
type of claim (medical, dental, prescription, etc.). This is usually done because each 
resulting di vision (dental data entry, for example) may require specialized operator 
skill sets for transaction completion. Mainframe application operators arc usually 
aggregated locally along these lines. 

ror instance, distributed systems must be configured to contain locally all the 
data required to process specialiied tmnsactious. Since the departmental organiza
tion is well defined in lei ms of the type of work it performs, document images with 
the corresponding att ributes can be placed electronically (under system control) 
where and when they arc needed. 

Once work is staged and processed, it must be deleted to provide space for new 
images. This may be done immediately after U1e transaction has been acknow
ledged as completed. For data entry operations, the decision is simple: Delete the 
document image immediately after keying and verification is completed; the 
imaging system can perform this automatically. The deletion decision can also 
depend upon the status of the transaction as detemlincd by the mainframe applica
tion, in which case, the application must somehow communicate with the local 
departmental system and indicate that it is safe to delete a document This is usually 
true of multistcp transactions where the document image must stay resident until 
the mainframe application finalizes the unit of work. Productivity would be 
substantially slower if operators had to constantly mount optical disks for document 
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Tahlc 9.2 Example of processing <stream in a n image-enabled op1'ratio11 

I. Document Receipt: Documenls arc received at the mail room. They nrc 1111<!ncd. 

datt'/11111c stamped, and sorted by lmc of business . 

., Preparation: Linc of busmt:.ss documcnh are prepped (staples an: rcmowd, te:u' 

:ir<~ rcpa1recl, etc.) and hatched (counted and assigned control numbers). 

3. Do('umcnt Capture: Doeurnenls :ire processed with high-speed scanners. wh1d1 

create digitm:d images. ln the L/\1\-hased co11figuration, each scanner is control 

led hy its own CPU (a PC) wi th ~omc hard disk stonige tn hnld tile scanned i in ages. 

/\s cnch docu1rn:nt is sca11ned, auributcs can be assigned auto nwtically hy tile 

scanner software. These attributes (an incremented control m1111bc1, a date and 

lime stamp, or a bar code found on lhe paper document) can he set manually hy 

the operator, 01 :wtomat1cally 

4. Qualily Control: The scanner cont.rollers, attached to the L/\N with net wrn k 

adapters, can release the document images into the net.work and route them to an 

appropnate quality control workstation, which, in case of error, can delete the 

rejected documenl and send a message to the holder of the paper onginal to 
rescan it. 

5. Dist ribution: Once the images have passed the quality control step, they arc 

routed to !heir dc~tination. determined by the attributes of each document The 

imaging syi.tcm software can be configured to always send one copy of each 

document to servers atwchcd to optical storage devices (to accommodate :ircluval 

requirements) and simultaneously send another copy lo the appropriate clepan

mcntal servers as work in progress. 

6. Mainframe Monitoring and Control of Image Placement: The mainframe 

applicmion docs not. need to know where the images are stored. Worknow 

softwnre and the document database will maintain a directory of scanned docu

ments, which may span several destination servers, established to hold specific 

subsets of work types known to the mainframe applications. The same work flow 

soflwarc will usually conu·ol tire image placement throughout its lire cycle and 

control the local server cache i,izc, according to the number of devices allnched 

and the volume of work being processed, thereby optimizing resources to ensure 

peal-. producli vity. 

image retrievals from the archive only. Local caching wi thin departmental system-; 
is the way to maximi1c throughput. Alternatively, a time-triggered process execut
ing on the server can delete image objects based on a simplified criterion, such :is 
la-;t referenced date. 

The management of this staging and deletion process is not as difficult as this 
description first seems. Normal transaction processing generally requires that the 
oldest work has priority and must be processed first. Many operations require that 
the day's receipts must be processed in a predetermined time interval in order to 
prevenc a backlog. 
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9.5 PRODUCTIVITY FACTORS 

Productivity increases associated with image-enabled mainframe applications 
depend on user acceptance of distributed imaging systems, a<> well as on technical 
parameters. 

Human Factors 

Human factors begin with the commitment from the top down to the use of the new 
system lo enhance long-term business nbjec11vcs. Failure to do so prevents efficient 
communication between users and systems planners. nnd places obstncles in the 
palb of management support. This may have disastrous consequences because, like 
an airplane taking off, there is a point-of-no-return in the development cycle of an 
image-enabled system. 

Technical Factors 

Productivity is a prime user acceptance criterion driven not only by savings and 
profit motives, but also by industry regulations a11d legislative directives. The new 
imaging system must provide enhanced productivity in order 10 be considered a 
success. Transaction processing cycles must be at least as short and quick as 
existing applications. Given the large storage requiremems for documenl images, 
this is an extremely complex technical challenge: how Lo rapidly present document 
images to terminal operators. This is accomplished through the use of operator 
workstations configured with enough memory and processing power to enable the 
caching of images al the workstations. Typically. the minimum configuration is a 
386SX-class machine loaded with a minimum of 8MB RAM, but 486-class 
machines loaded with 16M13 or mom will become common as the cost of this 
hardware continues to decrease. 

High-perfonnnnce image presentation is much morn difficult lo support from a 
centralized mainframe application. Expensive mainframe DASO must be used, 
CPU cycles arc much more costly, and network bandwidth is typically optimized 
to transmit short bursts of small 3270 data packets. By distrihuting the imagc-bnn
dling application over LAN servers and intelligent workstations, image services 
can be delivered in "parallel processing" fashion. Departmental installauons can 
be individually configured and tuned according to the type of transaction being 
processed locally. Mainframe performance degradation is avoided as the demand 
for image storage and Ulloughpul increases. The aggregate physical imaging 
system hardware foundation is cheaper 10 scale-up with LAN-based implementa
tions, and avoids these kinds of bottlenecks. 
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9.6 ISSUES IN IMPLEMENTING IMAGE ENABLING 

Workflow Control 

A transaction's complexity dctermi ncs Lhe corresponding complexity of lite work 
flow, but the mapping. docs not net.:essan ly have 10 mimic whal exists curren tly in 
the paper cnvironmcnl. 

Many orgnni~wtion~ initially configure the imaging syslem one way ancl then 
implement workllow redesign chnngcs later once the system is in place and the 
operational staff hus been fu lly trained. With inLeJJigcnt worksLation capabilities 
and ncccss to multiple applicaLions, an operator can he retrained to do in one step 
what may have taken severnl steps in the past. The intelligent workstation is a 
powerfu l operator tool that now can consolidate transaction solution dat;1 from 
widely di"perscd source.". 

Workflow Control-Mainframe or LAN 

With images residing on LAN-connected servers, data transmiued from the main
frame transaction processing systems can be used to control the placement and 
status of locally resident document images. The synchronization mode of main
frame and LAN processes depends in part on whether the transaction processing 
system is batch-oriented or on line, and on how complex the transaction is. 
Synchroni.tation is more complex where many steps are involved in completing 
the transaction, especially if each step requires an operator possessing a different 
skill set. 

Indexing and Referencing Document Images 

One of the critical decisions in image enabling a mainframe through a network is 
the location of the index to images. The problem is less technical as it involves 
strategic data management appraisal. 

Indexing on the mainframe has the advantage of continuing the integrity of 
conlrob thal characterize the mainframe. Its drawback is that it forces additional 
network traffic; in addition, as users migrate to multimedia applications at their 
workstations, centralized indexing may increase maintenance requirements to 
ensure compatibility. These issues may be difficult to handle wiU1 existing staff. 

Local indexing offers more nexihility and is likely to reduce network traffic. At 
the same time, it raises the issues of cross-referencing document identifiers to the 
mainframe applications and maintenance of indexing standards. 
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System Administration and Management Issues 

Integrating imaging with a mainframe also requires a review, from the imaging 
system point of view, of a host of items that probably were already resolved in the 
mainframe system. These mcludc: 

• Integration of remote diagnostics and alerts for all imaging operation prob
lems, such as device failure. While some of these alerts may not be of interest 
to the mainframe, it is essential that their definition be compatible with those 
already in place. For instance, while it may be unlikely that a failed scanner 
that runs on its own network and under its own server control would be of 
interest Lo the mainframe, at some point in the future, fax machines and 
scanners may be the same input device, and the fax machine may be directed 
by the main frame. Therefore, it is advisable that error messages be harmonized 
now lo facilitate downstream maintenance. 

• Configuration management and control, lo ensure accurate cross-referencing 
between documents in image form, index, and their ASCll representation if 
any. This is especially important when documents with the same ASCII text 
are represented with images with handwritten annotations that reflect differenL 
versions of the same document 

• Securily, from the point of view of access to both the installation and to the 
information contained in the system. 

• Hardware and software management, to ensure compatibility in upgrades and 
maintenance. 

• Archive management, to keep on-line storage requirements to a minimum and 
ensure proper disposition of obsolete records. 

• Software distribution, to ensure--cspccially in a heterogeneous environ
ment-that all upgrades arc performed in a uniform manner. 

Jn addition, c lose attention should be given to training and the coordination of 
staff development programs related lo imaging systems, including users, operators, 
and systems administrators. 

Implications of Future Technologies 

The continued progress in hardware technologies, supported by increasingly ac
cepted standards-including faster processors, fiber optics, width, multiproces
sing, parallel processing servers, 32-bit operating systems, 64-bit processors, 
RAID, and Windows accelerators-will facilitate the integration of high-perform
ance imaging systems with mainframes, but, at the same time, create additional 
pressure for downsizing. 

These developments will persist in raising the issues of compatibility, cost, 
reliability, redundancy, and dala integrity. Of primary importance will be the 
preservation of the various audit trails in the context of a changing technological 
environment. 
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Checklist of Technical Issues 

To facilitate in1egration of imag111g with the existing mainframe, it i' oflcn useful 
Lo develop a checklist LO consolidate the technical requirements of the mainframe 
operation and t<> query the proposed technical solutions w thc\c issues. An example 
of such a checklist, which covers some of the "obvious and always forgoucn" issues 
in system 111tegration i'> given in Table 9.3. 

Standardized Integration Tools: Imaging and Mainframe 
Applications Working Together 

Modern mainframe architecture provides tools Lo integrate imag111g wllh existing 
applicntions, lhcrchy eliminating the concern::, about security and an audit trail !hat 
early file transfer protocols created. 

Many of these tools arc platform-dependent on the mainframe side. The u~e of 
off-the-shell" packages for the network side facilitates the integration. 

LU 6.2 and APPC 

LU (Logical Unit) 6.2 is the underlying System Network Architecture (SNA) 
protocol suite that allows program-to-program communications acro-;s hardware 
and operating system platforms. APPC (Advanced Program-to-Program Commu
nication) technically is the set of APfs that allows developers to code "conversa
tions" between programs using the SNA network infrastructure. ln this way 
programmers can build appl ications that cross platform boundaries without having 
to worry about lower-level communications details that arc platfo1 m-dcpcndcnl. /\ 
workstation can talk to a server process or a mainframe application using the same 
conversational verbs and rules. Mainframe applications, in turn, can activate server 
and workstation programs in an as-needed connect and dil\connect basis. 

/\PPC programming can be used to transmit local server processing statistics to 
a remote mainframe MTS reporting application, for example. As document images 
move electronically through different workstcps on the LAN, statistics for the rate 
of processing (to monitor productivity bottlenecks) can be easil y collected and 
summarized. 

Server processes can also converse with other servers, whether local or remote 
in the SNA network, using the same /\PPC syntax. The use of tJ1is standardized 
communication protocol for sophisticated control of the imaging system and 
related processes is the key to building powerful LAN-based imaging systems. Jt 
allows for the complex coupling of diverse applications on different platforms in 
many locations. 

APPN 

Complementing APPC, which is already a well-established product, is the recently 
announced /\PPN (Advanced Program-lo-Program Network) suppol'l, which now 
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Table 9.3 Example of checklist of technical issues 

I. lntersystem dependencies 

Integration with multiple mainframe applications 

lnterdepar1111ental routing of work 

Consistency of proce~smg cycles with business needs 

2. Provision for growth 

3. Provisions for scanning and archival operations 

Turnaround requirements 

Capacity planning to avoid backlogs, day and night shift operations 

Processing "windows" and system dependencies 

High-volume print requirements 

4. Backup and recovery from component failure 

Procedures 

Component redundancy 

Software 

Hardware 

Network 

Operational errors 

5. Data integrity procedures and controls 

Procedures 

Audit trail 

Data security and privacy 

6. Worktlow management 

Procedures dealing with bottlenecks 

Escalation of system problems 

Peak versus average workloads system design 

Worknow control 

Manual intervention 

Automated control 

7. File sharing 

Remote connectivity 

8. Education 

Senior management 

Users 

Operators 

9. Miscellaneous 

Facilities preparation 
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makes it easier for an enterprise to program, impk:mcnt, and support LU 6.2 
functions into applications Wt thou t as much concern for net worl.. adclrcssi ng detui b. 

Front-End To ols and Worksta tion Issues 

A~ stated, 1mag111g systems must deliver al least the same productivity as existing 
systems, subjective and qualitative -:aving:-. notwithstanding. The workstation 
configuration is a key Lcd111ical design issue; hardware power overkill can be very 
wastcrul and costly, stn'tching the expected payback period out to unacceptable 
time frames. Completing 1ccl111ic:1l ltomework in advance and shopri11g around can 
really pay off here. Recurring issues in the planning for system design and 
implementation include consideration of performance when replacing 3270 tenni
nals with workstations capable of running up to five 3270-emulation windows. 

Windowed Workstations versus Dumb 3270 Terminals 

Operator acceptance of the new environment usually is very favorable. A "when 
am J going to have an imaging workstation" attitude develops, especially when the 
new system installation is accompanied by upgraded facilities and ergonomics 
improvements. 

A windowed envtronment, because it is user-configurable, hru. the advantage 
over the 3270s of visual ergonomics. The availability of multirasking environments 
gives access to multiple applications and mulriplc transactions simultaneously, 
especially when assisted with front-end tools such as EASEL. 

There are tools that allow a direct link Lo the mainframe screen. For instance, 
the IBM product known as EHLLAPI (Emulator High-Level Language Applica
tion Programming Interface) allows a developer to build links between a PC-based 
program and 3270 emulation screens. However, this API requires a significant 
amount of training, and its output is difficult to support; if a host application 
changes, so must the EHLLAPl mapping code. Also, EULLAPI programming 
techniques nre usually dependent 0 11 the anticipation of mainframe protocol behav
iors (i.e., acknowledgments in the form or"not busy, you can send or receive data 
now"). Other more user-friendly tool sets are coming on the market lo speed 
prototyping and development time. 

Jn fact, protocols such as Windows ODE make it possible, wilh the proper 
workstation software and programming, to preserve a user interface while changing 
the atLached mainframe appltcation<;, to the point where it is possible to substitute 
host systems without requiring any operator retraining. 

Be aware, however, that there may be only a minimum productivity increase 
when developmg front-end tools using interprocess communication protocols. A 
case in point is DOE (dynamic data exchange), defined for use in Windows and 
OS/2 environments, which, in complex applications, can be costly to develop and 
support without resulting in any significant productivity increase. 
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Image Retrieval Considerations 

The mainframe/LAN imaging con!igurntion provides a simple model for documelll 
~torage h1ernrc.:hy. The work-111-process document images are stored on a local server 
magnetic disk to opllm11c workstation throughput until departmental transactions 
have hecn c.:ompleied. The lifclitnc of the magnetic copy is usually very short; a 
c.:oqmrallon·s daily mail receipts arc typically entered within lwemy-four hour<;. 

For long-term archival needs, wherc legal requirements may dictate 1ha1 1hc 
document image be retained for a long period of time (two to ten years), optical 
storage is tile answer. Although mic.:rofilm is still cheap and suitable for many 
arch ival 11ceds, as optical storage becomes more inexpensive and offers continual 
increases in storage density, the benefits of electronic access from remote work
stations documenl shari11g, rapid retrieval, high-qualjty images, prevenrion of 
document loss, improved and highly controlled security-make optical storage the 
preferred method. 

This model makes it possible to design an image-enabled system and to specify 
type and location of media, si:Ge of workstation memory and workstation hard disk, 
nature and location and si1,e of servers' hard disks, mass storage devices, and optical 
disk jukebox (with mounted, unmounted, and resident platters, and unmounted and 
nonresident platters), as well as other mass storage modalities such as RAID arrays 
and backup tapes. 

Other Considerations 

Other considerations include the handling of remote site image retrieval, WAN 
integration with imaging capabilities, and high-volume printing. The solution, 
which is application-dependent, hinges on the strategy adopted for mainframc
image integration, which includes the choice to incorporate either local or main
frame indexing. The applications can be programmed to run either on the main
frame or from the local workstation, either using all necessary local and remote 
network resources or the mainframe as a node on that network or on lhc mainframe. 

Image enabling requires a review or existing configurations and the applicability 
of moniloring and reporting tools, system administration, and integration with the 
existing network attached to the mainframe. In particular, there will be questions 
regarding: 

• Methods of communicating (addressing) with departmental servers and work
stations 

• Benefits of local LAN versus WAN requirements or bridged LANs 

• Geographical dispersement bandwidth considerations, and contention with 
imaging traffic in various topologies, such as the 16MB Token Ring 

• LAN image location and storage management 

• Loose versus tight applications coupling 

• Mainframe bacch processing control 

• Impact of imaging in 3270 traffic and response on the LAN 
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LAN/ WAN Integration for Dispersed Geographic Sites 

While there arc nu111crom. tools now available to perform integration wnh c\1!.t111g 
mainframe-based sysll!lll'>. the rc.11 potential lies in cnhandng these sy).l1~ms lo 
provide a tighter coupl111g with the LAN-resident imaging systems Wod.lo.icl 
management ba~cu on lransai:tion processing rates and attributes ancl soph1st1t.:atcd 
linear progrnm111ing Lechmquc-; may he impkmented in the ccntrali1.cd mainf'1amc 
application in order to more efficiently control the placement of 111111g.l!s on LAN 
servers in a111i<.:ipation 1)f their use hy a certain department or even a particul:u 
workstation. This rcquin.:!-. <1 combination of' mainframe integration and d icnt/scrv
er-based progrn111ming techniques. It can provide n1aximum productivity by cach
ing images loca lly in anticipation of thei r net:d. fn this way, image retrieval 
response rro111 local hard dish.s tah.cs seconds, instead of' jukebox/optical plallcr 
retrievals, which can take hours depending on the status of the plaller and the 
volume of pending requests. 

Backup and Recovery 

Backing up an 1magc-enableu system is not a trivial issue. Beyond lhe physical 
backup of the stored images, done hy disk mirroring or off-time replication, there 
are issues of synchroniwtion with the mainframe applications that must be re
solved. While there arc several tried and true mechanisms for ensuring rapid 
recove1y in traditional mainframe applications, the integration of a similar level of 
data integrity for the LAN-based system may have to be developed internally. 

In particular, the inability to recover qmckly from individual server railures can 
cause major system problems. 

Recovery Lime must b<.! a<; quick as possible Lo ensure critical and liigh-availabil
ity operations. The adoption of advanced LAN-based imaging software w i1h 
"failsafe" processing, where a single departmental server fai lure will noL affect any 
workstation processing, is one way of achieving this goul. Other solutions may lie 
in lhe choice of the topology of the network itself: Bridges and intelligenl hubs 
make it possible Lo bypass failed devices; additional protection can be implememed 
through the use of RAID di:-:k arrays and faull-toleranl server architectures. 

Whereas a downsized applicalion is independent of any mainframe processes, 
even though the data are being accessed, an imaging system integrated with a 
mainframe applicarion brings a new sel of problems. The two applications can be 
processing units of wort.. independently or dependently. When there is transaction 
dependency bc1wccn the applications, this implies that the two applications an.: 
synchronized. ror example. the scanning of a new image and the creation of ii'> 
associated index information on the LAN is usually followed by the transmission 
of this information as "initial inventory." 

The systems must therefore maintain their synchronization for accurate process
ing of transaction<;, reporting on work in progress, and so forth. The two systems 
can easily gel out of sync if one of them loses critical production data (i.e., a server 
crash or mainframe databai.e loss in the mitlule or the day). Both applications may 
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possess backward and forward recovc1y facilities, but recovery may require an 
additional step before rcsumrng production work: verification of synchronization. 

Additional Consideration When Downsizing 

Downsizing efforts (or, more accurately, right-sizing) arc often considered in 
parallel with the implementation or imaging systems in a mainframe environment. 
When this occurs, several conflicting considerations must be taken into account. 

In traditional maillframe environments, the CPU performs processing for all 
terminals. Traffic LO users is limited essentially to characters, fields, and print files, 
and the heavy data traffic involving transfer between storage and CPU is done on 
dedicated channels. Jn a downsizing environment, that traffic appears on the 
general network, claiming its share of bandwidth. Considering that a mainframe 
may communicate at 4.5MB per second-about 50 percent of the bandwidth of an 
Ethernet channel-this is sufficient to choke any attempt to run imaging applica
tions on the same network. 

The solution lo acceptable service requires reducing traffic on a given network 
segment or increasing available bandwidth or both. Techniques include data 
compression, increasing the number of file servers, use of different indexing 
techniques, and network architecture redesign. As indicated earlier, the use of 
simulation of the proposed installation is essential. 

9.7 CONCLU SION: OUTLINE OF 
IMPLEMENTATION STRATEGY 

The fo llowing list provides a model for the implementation of an image-enabl<!d 
mainframe system: 

I. Complete feasibility studies and functional specifications. 

2. Identify and resolve interface issues between the mainframe and imaging 
network. 

3. Complete technical specification. 

4. Select imaging system vendor or in-house development team. 

5. Prepare facilities. 

6. Install network, server, and workstation infrastructure (hardware and soft-
ware). 

7. Train departmental users and imaging system support personnel. 

8. Complete user acceptance testing and sign-off. 

9. Convert from paper and microfilm to high-volume scanning, archiving, and 
retrieval operations. 
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I 0. Migrate to 1mag111g sy!ilcms by line of business. associated with corr~spond 
ing mamlr:une appltcatiou. using terminal emulation and 11nage c.l1sph1) at 
the work~tation 

I I. Upgrucle to enhanced workstation capubilitics. 

12. Upgrade from loosely coupled LO Lightly coupled appli<.:ations integration. 
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Editor's Notes 

Databases are at the heart of any information system, as organized data 
repositories. That organization is essential to efficient retrieval and man
agement of documents, regardless of their medium and format. Supporting 
a document database are other databases hidden from the end user and 
maintained by the computer platform to manage the operation of that 
platform. The database that is of interest to us in this chapter is the only 
"visible" one, usedfor document storage and retrieval. To be usable, the 
database must be queried by a "database engine," which interprets user 
requests, locates relevant data, such as address of documents matching a 
query, and passes the results to a retrieval and display process. 

There are different types of database engines, each corresponding to a 
design trade-off made to reach the optimal compromise beMeen various 
operatioualfactors, such as speed of access and use of computer resources 
to support a given application. 

Consequently, while all "reasonable" database engines could probably 
be used in any application, some are better suited to one simply because 
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thl'y arl' more ef/idt•11t i11 that given e11viro11111e11t. For inslllllN'. a Stmulard 
Qm•n• Ltm,~1wge (SQL) £•11gim• cw1 well serve applicmions repr('semetl by 
.H'<JllC'lllial jiles: lw111t•1wr, such t•11giru•s 11'011/d not be as effirient as a simple 
im.Jexed tlmohase engine. Similarlv. optimal information retrieval .wl1111om· 
for heterogeneous data formats and arrangements, as for imaging systems, 
will ret/1tire 111ort• complex database engines. 

Because i111a1:i11~ inserts large blocks of non-machine-readable data into 
what may be mt othenvise fitlly .\·earchaMt• database, the structure of the 
database used for i111age mu/ dot.a retrieval must accommodate demands 
on both the logical (i.e., the contents) and the physical (i.e., the form) 
aspects of a document. J111wrticular, Jhe database structure of the retrieval 
system must at least be obit' to accommodate retrieval of document images 
anti c1( l'l'lau•d indt•xing data, and at tlte same time be able to support 
requests from users coming over till' 1wtwork, without impacting 011 tlte 
overall 11et1vor/... perfor111m1n1• One approach, which is pracrically 1miv<'r
sal/y acceptc•d by now. co11sists in isolati11g logical from physical retrieval. 
This is done by performi11~ a q1u't)•-not on the large computer .files 
containing the documents, but on the smaller database, which contains the 
index to these documents-and passing to the retrieval process the address 
to the document rather than the document itself. Even when queries are 
done through full search, rather than through an index, the search is 
performed on a surrogate file co11taini11g the textual information, tlie size 
of which is smaller (and definitely rrwre machine readable) than the image 
database. To ensure that heterogeneous systems can communicate over a 
network with minimum amount of programming, most modem database 
engines provide application programming interfaces (API.'i), which are 
specification.~ for rheir i11terfaa with tlte outside world. fn that way. o 
queried databose must re~·1u111d only in the appropriate APT fon11at, witlto11r 
concern for the meclw11irs of the data processing activities beyond irs 
i11te1fcu:e. At the same time, the application-such as the software driving 
a jukebox to retrieve o particular n 1cord-111ill only need to be programmed 
to understand rile interface comnwnds, and will not /1ave to be concerned 
with algorithms used in the database to provide the proper identification of 

suitable records. 
This chapter discusses the voriou.\ elements that enter into the construc

tion of an imaging system dawbase and how they relate to a network 
windowed environment. In particular, it discusses some of the issues 
involved in integrating document retrieval with other applications in a 
multitasking e11vironment. It will be shown that construction involves 
considerations that are common to the design of the overall system, suc:h 
as legacies and organizational policies. Some of the material given here 
may repeat .\egments of information in otlter chapters, bur this redundancy 
has been kept to ensure complete treatment of the subject matter. 
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What 11eeds to be kept in mind is that, regardless <f the progress <!/ 
technologies, database structure is a design. issue rather than a technical 
issue. ln particular, it 11111st be understood that the i11e.flicie11cies of o given 
database design may be initially minimized, or even hidden, hy the use qf 
jc1ster processors. However, each system has its inherenl limits, and it is 
imperative tltat tlte system designer remain sensitiv<• to their existence. so 
that they are not reached before the system has exceeded its life cycle. 

11.1 ELEMENTS OF THE IMAGING (OBJECT) DATABASE 

Introduction 

The fact that large blocks of stored data carry with them no extrinsic inforrnillion sets 
this kind of system apart from traditional data environments. To allow the cataloging 
and finding of U1ese binary "dumb" objects, it is necessary either lo identify external 
data elements or specifically create them. In other words, Lhe difference between a text 
and image database is Iha! the image (information) doe," not usually contain searchable 
data elements; external data elements must be added and linked to U1e image lo provide 
contents that contain both the image and information about it and its location. This 
creates what is sometimes called metadata elements, with the image po11ion making 

up the single largest element of an image database. 
Another difference is that traditional databases, while often made user friendly 

by a graphical user interface (GUI), do not necessarily require more than u simple 
ASCIT terminal. Tbis is not true in an image-based environment where not only 
may the user interface be graphical, but lhe data are graphical and Jemand a.Ll 

inherently graphical environment. Also, file systems arc naturally larger in an 
image-based system; a page of ASCII text is about 2KB in size, and u Grott[> IV 
compressed image orthe same page takes approximately 30KB 0Cs1orage. Wl1ethcr 
oµti.eal storage systems arc requjred over a more traditional magneLic medium will 
be discussed taler. Finally, as will be discussed here and elsewhere in tJ1e book, the 
demands on the network environment are greu1er with images than in mo1·e 
traditional databases due to two factors: The nalure of the data and the traffic 
associated with both host environments and client/servers place high demands on 
the network; second, and perhaps equally significant, is the desire of the system 
developers to expand the imaging system ton user base not normally associated 
with a traditional system, or at least not with the same system. The addition of 
purchasing, material quality. manufacturing, sales, engineering, and even manage
ment expand the scope, and, bence, the network dematlds of an image-based sysrem. 

Database Models for Imaging Applications 

The dominant conceptual model in current database technology is the relational 
model. However, to accommodate the differences in information contents between 
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machine-readable data and images, it is often necessary to modify that model. The 
following compares a traditional relational model and one that has been enhanced 
for images. 

Relational Database Model Overview 

Relational database systems can be described in terms of two rules: 

I . The data are perceived by the user as tables (and nothing but tables). 

2. The operators al the user's disposal (e.g., for data retrieval) are operators 
that generate new tables from old. 

One classic example of a relational database implementation is for tracking 
inventory and sales in a retail store. Items for sale are usually distinguished by an 
identifying item number, while customers are referred to by a customer number. 
We could construct tables for inventory, customers, and items as shown in Tables 
I J.l-11.3. 

It is easy to construct a query to retrieve a list of names, addresses, and items for 
delivery of sales. The query could look something like: 

SELECT 
Customer.CustomerName 
Customer.CustomerAddress 
Jtem.ItemName 

FORALL Sales 

The table resulting from our query wou ld look like that shown in Table l 1.4. 
This very simple example serves to illustrate some of the attractive features of 

a relational database system. ft offers a tremendous amount of flexibility to the user 
of the system. Tables can be combined at will, based on key elements (such as 
Item# and Customer# in our example). In addition, the complete descriptive data 
for each data element, such as the customer's name and address, need Lo be stored 
in only one place in the system. ln addition to saving storage, this makes mainte
nance of the system considerably easier. 

It is important Lo rememberthat relational databases are optimized for flexibility, 
and, as such, have potentially significant shortcomings. Tbe relational model 
typically requires a high degree of structure in the data it stores. While this works 
well for many commercial applications, it is not so advantageous when structuring 
the data in a document-based store. Retrieving elements from a relational database 
can be time-consuming because, typically, the items within a relational table are 
not ordered. To retrieve a specified item then, it is necessary to step through the 
entire table one row at a time, comparing each value to the specified search 
attribute. It is possible to set up indexes for columns in relational tables, but this is 
not commonly done for all data elements. 
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Table 11.1 Item relational database 

-- ---
Item# /1e111Na11u• Sto• ·kQuf/111/tL 

00 I Di~~ room <.:hair 5 

()02 Dining room table 2 

003 Double bed 4 ---
004 B:ibycrib 

Table ll .2 Customer relational database 

-~ 

C11.1·to111<~r# C11slomerNa111e Cus1011wrAd,frc:s.1· ----
001 John Martin 80 Wc~tpark Dr 

002 Peter Philip 1301 Circle Rd 

003 Ja<.:k Smith 455 Manor Rd 

Table 11.3 Inventory relational database 

-
S(llell C11s10111er# Item# Sall'Q1w11tity 

OOJ 002 004 1 

002 001 001 3 

Table 11.4 Query result 

CustomerName Cusro11ierAddress /1e111Na111e 

Peter Philio 130 I Circle Rd Baby crib 

John Mart.in 80 Westpark Dr Dining room chair 

Document Retrieval Database Properties 

Jn a relatlonnl database system, retrieval is a one-step process, generating a new 
!able that represents the results Lhal satisfy the query. Jn a document retrieval 
database this is a two-step process: In a search operation, lhe user enters queries 
into the system, which then identifies a set of documents that satisfy the query; the 
retrieve opet-ation is then issued against lhe identified set of documents, which arc 

them presented to the user. 
The types of documents that may be stored in a document retrieval database vary 

widely. Document retrieval applications might include storing technical documen
talion, procedlucs manuals, memoranda and correspondence, legal depositions and 
briefs, published journals, and library catalogs. Some of these document types may 
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be highly structured. Memoranda, for instance, typically contain an opening section 
where the addressee, sender, dale, subject, and distribution list are specified. 
Similarly, manuals usually contain hierarchically organized chapter. subchapler, 
and paragraph headings. What is common in these and most documents is that the 
actual body of the text is made up of unstructured prose (although we should not 
assume that document retrieval databases are limited to prose; see, for example, 
Dartmouth University's D~uite and Shakespcuredarnbases). This text is not only of 
variabl!.! st ructurc, but is usually vuriablc in length as well. The storage and retrieval 
of these documcms is the goal of the document retrieval database. 

Whm arc the properties of a database system for retrieving this wide variety of 
docu mcnt.s'l As with the previous definition of a relational database, we can specify 
two rules that define <i document retrieval database: 

1. The data arc perceived by the user as documents. 

2. The operators at the user's disposal (e.g., for data retrieval) are operalors 
that identify and retrieve a qualified subset of the entire document store. 

This definition implies a basic feature of document retrieval databases-that the 
elemental unit of retrieval is a singledocument. This meMs that tl1c resulL'l obtaiucd 
from a query of the document database are entire documents, even though i11 a 
particular situation we may choose to display only cenain porLious of 1 he docu mem 
to Lhe user. 

The definition of what constitutes a single document may differ from one 
database to another, even if the databases contain similar material. One database 
containing published journals, for instance, may be structured with a single journal 
arlicle as a single document, while another database may be designed with an entire 
issue of a journal as a single document. 

Database Structure for Document Retrieval 

As already noted, the elemental unit of retrieval within a document database is the 
individual document itself. But what are the logical file structures used to obtain 
this retrieval? While the standard (relational) database is composed of records and 
tables, the image uatabase is composed of no additional element the image object. 
Even though an image object can be found in a form such as a Computer Graphics 
Metafile (CGM), which allows direct inquiry of the object, most imaging systems 
must be designed to al low for pure biL-mapped or raster data. To the database, these 
arc completely "dumb" objects. 

To repre.sent that variety of information objects, the mosl common data model 
for document retrieval databases is the inverted index structure. The inverted index 
model, developed in the 1960s for the maintenance of large indexes to scientific 
and commercial literature, is used in most of the large commercial information 
retrieval services, such as BRS, Dialog, Mead Data Central, and the National 
Library of Medicine's Medhirs service. And while they are widely available Lil 
many commercial document retrieval software systems, inverted index database 
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models, which me highly effective in the retrieval of' unstructured information, are 
not optimized for flexibility. lndeed. the structure of these systems frequently 
requires complete reconstruction of the indexes with each database update. The 
inverted fi le structure, however, docs offer extremely rapid datahase searching that 
is not very sensitive to the size or the datahasc. This allows the construction of 
powerful mixed-format databases that contain millions of clocumcnls in both image 
and machine-readable format. 

Archival, On-Line Reference, and Transactional Applications 

Database structure is strongly innucnccd by the purpose or the information system. 
Most systems are optimized for a particular type of applicalion, such as archival, 
on-line reference, or transactional. Because imaging applications will span the life 
cycle of business records, enterprise-wide databases may need to be segmented 
into local databases, optimized lo provide the best response to a given set or 
operational circumstances. 

Indexing Methodology 

Another decision lo be made in the selection of a database structure is how to index 
information for document retrieval, a subject that has kept librarians and classifi
cation specialists in business for hundreds of years. The advenL of computerized 
information systems has provided very powerful tools for enhancing the capabili
ties of document retrieval systems. II is slill true in retrieval system design, 
however, as in most computer systems work, that a liule thought and effort in the 
design stage can save untold amounts o f work and hardship in the implementation. 

Language and Indexing 

In a document imaging system the actual rct1ievcd document will be, by definition, 
an image. This may be an image of a textual document or it may be a graphical 
image. Whatever the actual image represents, in almost all cases the method used 
to describe this image for retrieval will be the wriLten language. We do not, for 
example, describe a photograph by drawing a picture of the photograph, but by 
describing its content, color, and/or shape ("a large reel balloon"). It is the job of a 
document imaging system to match the user's linguistic request against an index 
of linguistic descriptions of documents to produce a document image. 

Imprecision of Language The use of language is notoriously imprecise, and 
terminology shifts among nationalities (the English auto's "boot" is the American 
car's "trunk"), over time (the "trash collector" becomes the "sanitation engineer"), 
and between different professions (the word "program" has very different mean
ings LO computer professionals and television executives). In addition, the prolif
eration of nonuniquc acronyms (is the NEA the National Education Association or 
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the National Endowment for the Arts or both?) and shifting usage make linguistic 
information retrieval a mine field of problems for the system designer. Even 
seemingly simple data elements such as personal names can pose problems: Are 
memos addressed lo Bob Briggs and Joseph Robert Briggs to the same person? In 
addition to the natural imprecision of varied living uses of language, well-written 
documents are not necessarily well suited for retrieval applications. When we write 
prose we are taught to vary the ways in which we refer to things; we are instructed 
not to express concepts in the same terms over and over again. In document 
retrieval, however, we would prefer to have tht! same lcnniuology used consis!cntly 
in every instance so that we may retrieve all docu1ncnts that refer to a given concept 
with assurance. 

Tools for Dealing with Linguistic Problems There are tools available to help 
the database designer cope with this linguistic morass. The most rigorous method 
is to design and enforce lhe use of a thesaurus to coutrol the indexing vocabulary. 
ln a thesaurus the database designer decides upon the approved term for each 
concept to be represented in the index. These approved terms (known as the 
"preferred terms") are the only representations for these concepts that will be 
allowed to appear in the index. The thesaurus designer then lists all other terms 
used to represent each concept and builds pointers from these "entry" terms to the 
preferred term. The use of this thesaurus file can be automated to normalize data 
upon input as well as to map search terms al retrieval time. Other tools for coping 
with linguistic variations make use of word stemming, automatic pluralization, and 
phonetic algorithms. 

Full-Text Searching 

Most current document retrieval systems support the indexing of all of the text in 
a document. These are referred to as '·full-text" retrieval systems. The power 
realized from having each word in a piece of text index.ed is immediately apparent. 
In order to support full-text searching, document retrieval systems allow the user 
to specify sophisticated contextual relationships between multiple query items, 
such as requiring that tem;s co-occur within the same sentence or paragraph of text. 
The database designer must decide to what extent the complete text of documents 
will be indexed. There are costs involved in making the full text searchable, 
including the cost of converting document text into searchable form and the 
additional cost of storing the extra indexing. In addition, the written text of most 
documents is exactly the type of material most prone to the linguistic retrieval 
problems discussed above. Full-text indexing usually implies that the material 
being indexed was not written and composed for the purpose of enhancing 
infonnation retrieval. Because of this U1e user may end up retrieving <locumenls 
that are only tangentially relevam to his or her query (because the query terms arc 
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concepts mentioned only in passing in Lhe document) or miss relevant documents 
allogelhcr (because the document author used different terminology). 

Controlled Indexing 

The system designer c11n alleviate the problems inherent in full-text indexing by 
either uLili:t.ing the existing document Wt1cwrc or by adding structured elements to 
documents. If, for example, the database is LO consist of business memoranda, the 
dutabase designer can place the DATE, FROM, TO, nnc.l SUBJECT data u1 separate 
search fields from Lhe body of the text. ThL'> then allows for greater specificity when 
constructing queries. ln addition, the system architect can choose Lo design query 
structures thal weigh terms that occur in certain fields, such as the SUBJECT field. 
The database designer may decide rhat a given document base does not possess 
enough stmcLUre Lo make eITicient retrieval possible. In this case, the addition of 
descriptive indexing LO Lhe original data may be warranted. The terminology used 
in such descriptive indexing should be controlled as much as possible to ensure 
consistent retrieval. The designer may be able 10 use e.x_isting lists of terminology 
from dawbasc publishers, such as the National Library of Medicine's Medical 
Subjecl Headings or the Institute of Blcct.rical and Electronics Engineers' INSPEC 

index. 

Indexing for Image Retrieval 

While it is common for an image to represent text, it is important to remember the 
difference between actual text (as represented by ASCII character codes) and the 
i m~1gc of t.exl (this distu1crion is analogous to Magritte's famous surrealist pain ting 
of a pipe with the legend, "This is not a pipe"). This distinction may seem obvious 
to computer professionals, but it is one of the most common points of real confusion 
in system use!'l'. The advent o( GUL<l and compound document arcbitectw·es may 
serve to further cloud this distinction in the minds of system users. Since lhe image 
is not made up of text, it follows that the accual dala being searched arc not the 
Linage. In other words, while the data lhal are indexed may have been derived 
originally from the document image, the image itself is not searchable. In most 
imaging systems the ultimate view of the document presented to the user is an 
image or a documem instead of an ASCil text version of Lhe document This means 
t11at tile indexing must lead the system to the relevant image when a display is 
requested by the user. The image data may be stored within the actual document 
retrieval database Itself, or they may reside external to the database in separaLe 
image files. If the image data are stored in separate files, the document retrieval 
database must store pointers to the locations of these tiles. Since the system 
administrator will want to remain flexible in choosing file locations, the system 
designer should be able to place an additional level into Lhe database design. so that 
absolute file names and locations will not need to be stored in the actual database. 
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11 .2 DESIGN REQUIREMENTS OF 
THE IMAGING DATABASE 

Experience has shown that a well-designed document imaging database requires 
consideration or the four main system c lements: document capture, control/index
ing, file system, and document display. Other clements can be added, such as OCR, 
and fundamental system issues such as backup and account management cannot 
be ignored, but those four elements arc the cornerstones of any imaging system. 

When laid against an emerging set of requirements, these four elements can help 
Lo crystallize a focus for U1e design of the system database. When broken down 
from all the bells and whistles, there are some very simple and fundamental items 
to be considered. 

Overall Considerations 

Document Capture 

What is U1e source of the documents: paper (via scanning) or electronic (direct 
conversion of an existing electronic form)? Will an existing archive be converted, 
or docs the system proceed from the day of initiation? Will the system scan or 
convert at a central location or multiple centers, or will all users be able to enter 
documents? What are the control points and checking associated with entering 
documents, and what are the criteria for saying they are accurately converted and 
indexed? Who signs off in that approval process? If a process view of the entire 
imaging system is used as a check againsl proposed requirements, flaws in the 
thought process are revealed, and often, more importantly, overdesign of the system 
can be avoided. We will come back to overdesign later. 

Control/Indexing 

What is the minimum indexing needed? What cost in time, hardware, and software 
is required lo achieve that level? How much training is the organization willing to 
pay for both users and administralOrs? Can the indexing scheme be modified easily 
and at what cost? Whal is the expendability of that scheme? Does a new work.flow 
need to be established, or can the syscem achieve payback goals by merely getting 
out the paper? 

File System 

How much infonnation is reasonably going to be generated? How long do data 
need to be kept on line? What amount of backfile conversion must be accom
plished? What response time is required for document access, both recent and 
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h1o;;10rical" Can 1hc dalJ he m:unt:uncd on magnetic media without optical storage'! 
Whal network access musl be maintained'! Does the backup strntegy m~ct w11h 
corpnr:11e and pmJCl'l requirements for frequency and off-site storage, parlicularly 
in the ca..,c of optical hascd sys1cms? This category is a grem place 10 meet head 011 

with the issue of overdesign and out-of-con1rol costs. 

Document Display 

The selection or a display system or viewer is key to user acceptance of the imaging 
system; it must match the function performed. The world's best-in-clnss v1ewc1 fur 
check-clearing applications may he 101ally inappropriate for engineering tit a wings. 
Questions to pose include: How many hours a day will the user be in front ol the 
system? Will the average user be performing other functions on the computer? 
What is the Lime to invoke versus lhe average length of session? Arc hardware 
accelerators needed to meet productivity goals? Ts this system used in a workflow 
or documentation application where annotation is required'? As above, what cost 
in training is the organization willing lo expend per user? What is the user turnover 
and the related impact on training? What level of expertise and time is required Lo 
administer the end-user software? How is it licensed and maintained, and what 
impact docs that have on long-term cost of ownership? The temptation to allow all 
possible combinations and permutations of options just does not stand up to the 
real world in the way of the source and number of documents and the ski LI level 
and training of U1e people using and maintaining the system. The 80/20 rule must 
be applied in avoiding system overdesign. A system that meets lOO percent of the 
initial system requirements 100 percent of tl1e time probably is not affordable or 
practical. 

Other Considerations: Cultura l Elements 
of Systems Design 

Because Lhe imaging syslcm will so dramaticaJly change the business, the system, 
:u1d, consequently. its database, it cannot be designed wilhout external considera
tion of the information process itself. In particular, lhe design ru1d installution of 
an image management system and its underlying database involve 1101 only tech 
nical but also cultural decisions. Integrating system analysis, process reenginccr
ing. organization mapping, and hardware and software selection is a significant 
technical challenge. l lowcver, the success of lhc imaging system in solving a 
business problem and achieving productivity improvemenL is only partially im 
pacted by those technology-oriented decisions. To repeat the prime directive of 
imaging systems: Putting images into a document management system has no 
payback whatever; only retrieving images from such a system results in proclucuv 
ity. The point in th1scasc: Users must perceive an improvement in their JOb function 
before tlley will use it. Until someone uses a system it will not be producL1ve and 
will provide no payback. Thus, managing the user's perception of the clocumcnl 
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management system is probably the major clemenl in succcs::Jul implcmcntalion. 
Successfully managing the user's perception or the system will make the most 
cumbersnme, archaic system a succe::,s in his or her eyes and, hence, in that or 
management. Simply turning users loose without sufficient support will sink the 
1110:-.t degnnt solution absolutely. 

Books h;ive been wri llen on mannging organizational changc,1 :rnd an extensive 
trcalmcnl of the suL~j cct is outside the scope nf this book. Nevertheless, some key 
clements of managing the cultural aspects or imaging system installation as they 
directly or intlirec:tly al'fct:l Lh~ success of an im .. ging system must he discussed. 

Involvement 

Users must be involved in the entire process of developing <In imaging system, from 
selection or prnjet:ts Lo concept definition Lo rinal sign-off. ff, as in many cases or 
imaging system design, a committee is making decisions, users (end users. not 
adminislrnlors or support Slaff) musl be Lhe key wmributors to Lhc process. If they 
do not unclersland the problems. then Lhey must be educated first 

Ownership 

Very similar Lo involvemenl, but beyond mere parlicip<Hion, users rnusl be made 
to feel responsible for lhe oulcome of Lhc project. Involved users who don't feel a 
sense of pride and responsibili ty in the effort will have li ttle motivation to reach 
deep and explore the possibilities of the new system. Lack of ownership will result 
in responses lo the pilol phase of a project such as, "I know I told you !hat's how 
we do our work, but what really happens is .... " This kind of organizational 
behavior can turn a four-month projecl imo an eighteen-month project before you 
can say, "Where's lhe schedule?" An almost infinite number of three-day and 
seven-Jay delays crop up out of nowhere. Anyone currently managing an out-of
control project who can't really pinpoint a specific problem would be well advised 
lo look al the organization and its involvement and owDership, not of the develop
ers, but of the end users. The symptoms are: a constant stream of changes, 
requirements well beyond any that your system or imaging supplier has ever run 
into, constant refocusing of the project, and routine turnover of "dedicated" 
resources frolll lhe end-user community. 

User Per ception of Management Commitment 

Tl1esubtle difference belwcen managing the user's system and managing lhe user's 
perception of Lhe system cannot be overemphasized. Peters and Waterman in /11 
Search of Excellence: lessonsfro111 America's l3e.1·1-Run Co111pa11ies2 clarify that 
the difference between the delivered quality and the user's perception of quality is 
the final differentiation in reaching the highest attainable system quality. At first, 
this may sound like a way lo del iver a less than high-quality system and "sell it" 
a:; qual ity, but il is not. No amount of selJjng will convince an end user that he or 
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she is receiving a quality producl if it docs not perform. After delivering a qualily 
system, it is time to begin mnnaging the user's pcrccrtions: ls ii well supporled? Js 
it available? Was 1 trained adequately? Can I sec the payback'? Is my life belier? 
Arc my customers better served? When Lhc user answers these 1-..inds of questions 
in the uffirmative, a good system has been delivered. ln the lisc of key clements 
above, the user's perception of management support hits direccly on this issue. lf 
users perceive lhal management believes the projec1 is crilical 10 success, they will 
be encouraged lo comnbule to thal c;uccess. If management is committed bul the 
users don't know it, either through lack of communication 01 visibly inadequate 
support, the project will suffer. If management truly docs nol support the project, 
why is it happening? 

11 .3 PREPARING THE IMAGING DATABASE
PRELIMINARY Q UESTIONS 

Once U1e overall structure of the database has been selected, the next priority is LO 
refine the imaging system design by supplying answers to the following questions. 

What Information Is to Be Stored as Images? 

Choosing to store information as an image can be a complex decision. Ir informa
tion is moslly lext with few embedded graphics, cost-effectiveness may drive a 
decision to file away the graphics and rely on the text alone. The wisdom of this 
depends on the impact of not having easy access to the graphics, the lime and 
distances involved in recovering a copy of the original paper, the desire to get rid 
of paper completely, and so forth. In essence, ask what the difference is between 
the cost of making a wrong decision by having access only to Lhc text of a document 
and the cost of storing sparse graphics in an otherwise text-only database. lf access 
to source electronic documents is possible, conversion to a vector/ASCII form such 
as CGM may be ideal. A high content base of pupcr archival, inbound paf)l!r, and 
CAD-based documents (wbcrc non-CAD users need access) indicates image forms 
should be incorporated. 

Textual Information 

There is lilllc reason why text should ever be stored as image (raster) since most 
image viewers can also view text. However, U1c c~1pture of text data requires some 
thought as docs the format of the text itself. Unformatted text, formatted text, and 
various forms of propriety Lcxt such as lmerleaf J\SCO, Encapsulated PostScript, 
and COM arc all possible ways th:ll text information may arTive. Retention of 
descriptive data (font types and sizes. tub widths, underlines, etc.), conversion 
before storage to a common form, or conversion upon retrieval are all options that 
will place points on the cost/performance curve. Should you choose to rctatn 
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descriptive informal ion, the imract on a viewer that handles all of the above may 
be more costly from a purchase price and training standpoint than converting 
everything lo a formaued l\SCU for storage and viewing. 

Graphics 

The kind of graphics that will be stored is another of those areas where the 80/20 
rule needs lo be carefully evaluated . The decision that everything from CAD 
drawings to PowerPoint to full-color photographs must be stored c:io he the most 
expensive one any system buyer can mukc. The cost in conversion utilities, 
hardware, disk storage, and viewers can send an image system budget ballistic. A 
key to successful implementation is in narrowing the focus to one that satisfies a 
current, well-defined need and is expandable to meet future real or imagined 
rec1uiremcnts. This point cannot be overstressed: Meeting a current need is the key 
lo initial user and management buy-in lo an imaging project. Systems can be 
determined Lo be expandable in several ways: 

1. Existing capability: The system being purchased already can perform lhe 
functions required in planned expansion phases. 

2. Future capability: The system vendor can credibly show that the system 
purchased will have the future functionality to meet expected growth. 

3. Conformance lo standards: The system installed conforms to sufficient 
standards for image formal, storage, and indexing methodology so that 
merging new functionality would require minimum energy. 

How Is the Information Currently Stored? 

There arc several areas from which the image and indexing information can be 
extracted. System design must zero in on the lop hitters for efficient movement 
between environments. 

Paper 

The elimination of paper accounts for only 25 percent of imaging sys1em installa
tions according to a recent Delphi Consulting Group survey as opposed to cost 
cutting and competitive advantage. Slit!, if that is the user's goal, decisions about 
back-converting (capture of existing documents) and handling of new work must 
be mndc (sec above), and the process of rooting out and eliminating paper must be 
addressed. Management of paper-based documcntS during conversion must be 
carefully hundled as well, os changes occurring lo tlocuments during scanning can 
cause obsolete infonnntion to populate the daiabase. The document management 
system. either a new one or n modilicd existing system, must be capable of 
managing the transition period while both paper anti elecLronic media exist. In i;ome 
cases where the cultural barriers arc particularly high, it may be advantngcous to 
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run bOLh system!. 111 parallel antl let users migrate gradually to the new system. 
Initially, the "tcchics" will ~witch, taking the role of early adopters, and they will 
provide encouragement and training for the less willing. Gradually, management 
must increase prcs~urc to change over unul the final day of cord cutting. This dual 
system is easier Lo maintain in a document distribution environment such as an 
engineering pt introom more so than in a transactional system such as insurance 
claim processi11g. 

Electronic 

When the source of' a documenl is an existing electronic form, other issues need to 
be addressed in formulating an effective strategy for image management. The 
foremost is perhaps, "Docs this need imaging in the first place?" Department-level 
orgmlizations or centrally managed enterprises must discover whether documents 
can be managed and shared using a common software platform, such as converting 
all to Word, Excel, or MacDraw. Since most departmental users require some or 
all of those tools anyway, document sharing and management can be done with 
simple file management functions from a product such as SoftSolution, rather than 
a complex electronic image management system and associated conversion tools. 

Word Processing The conversion of word processing documents into an image 
fomlat can be easily accomplished. There are converters for PoslScript output into 
a variety of raster and CGM formats. There is little case for the conversion of 
unformatted ASCII text to an image format. An analysis of where the document'> 
will be used, how they arc transrniued, and lhe volume will help determine whether 
the documents should be stored in the native WP format, include computer graphics 
metafile (COM), or down to raster images. The mix of this kind of document versus 
others such as large-format engineering will determine the image viewer required 
co complete the system. 

Spreadsheets Spreadsheet data are a special case of the above in that most users 
will have a spreadsheet program of their own available, obviating U1e need for 
imaging. ln the instance where the data arc to be distributed but not in modifiable 
form, conversion to image may be desirable, bul, as in the following case, it may 
require a viewer that supports documents larger than the standard legal size. 

Project Schedules The distribution of project schedules via image to large-format 
viewers with annotation capability can be a key way to implement a two-way, 
documented discussion of project management issues. In this way, a "frozen" 
version of a schedule can be released to a large class of project personnel, other 
impacted individuals, and management for review and markup without requiring 
that everyone purchase and be trained on the scheduling tool. The conversio11 to 
image means that users can be contacted via e-mail or other electronic means, 
which makes it possible for distant locations, such as vendors and remote manu
facturing sites in one application or co-counsel attorneys in other applications, to 
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be kept "in the loop" on project changes when paper would be ~low al best. Large 
projects rardy fit on an 8.5'' x 11" page. so Lhal form of contact is even more 
cumbersome. Conversion through capture of a print spool rile can he an easy way 
to configure a11cl convert such large-formal documents. 

Databases The use or imaging Lo uis1rihulc database reports would seem to be or 
little use when, as 111cntionccl above, most image viewers can display text and some 
even support the graphkal annotation of text files, such as Motorola's WavcSofL. 

Gra1>hics The clistribuLion or graphics via imaging systems, whether stand-alone 
or cmbeuded in another uocumenL, is what we are all here for. The selection of 
viewers, conversion methodologies, and compression and decompression tech
niques all must center around the type of graphical objects and tile end user of such 
documents. 

How Much Information Is to Be Stored? 

When U1c soun.:es of data arc so numerous and those sources have the ability Lo 

generate unprecedented quantities of data, the system designer must carefully 
evaluate what to save and whm lo let go. The primary issue is cost: the cost lo 
capture or convert images, the cost of magnetic or optical fi le storage, and the cost 
of ownership such as backups and maintenance. Other factors arc also significant 
in this decision. but honesty with oneself and the users is probably most important. 
ll's important to ascertain whal the chances are that anyone will ever use t11e 
information inscribed versus the cost of storing or recreating the information 
through other means. 

We have seen manufacturing environments that were entirely paper-based 
convert to imaging. The simple choice would have been to save all versions of U1e 
drawings on line. But examining the current system revealed UiaL when paper was 
the master document, the original vanished when the pencil lines were erased and 
the new version was created; thus, the current version was the only one easily 
accessible, and everyone was used to that. No qua lily or end-cuslomer factors could 
be found to justify making the on-line system larger to accommodate old versions. 
Therefore, the urge to save everything on line was repressed. and tJ1e system 
functions very well with off-line storage of old versions. Of furU1er impact on the 
decision to store only the current version was that magnetic storage was sufficient 
lo hold the information, thus cutting substantially Lhe cost of the file system over 
the optical system proposed. Adclitional ripple effects in lhe maintenance cost, ease 
of backup, and access lime made a further positive impact on system performance 
and user acceptance. As discussed in the next section, it is possible to pul more 
information in an image system than is practical to index unambiguously. The 
indexing capability selected should be evaluated when deciding how much to put 
into an imaging system. System developers must be honest about how ilems will 
be found, as well as if anybody rcaUy wants it. 
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What Kind of Retrieval Is Needed? 

The design of a retrieval system -;hould be based upon the actual user requirement\ 
of 1.hc particular situallon. The system designer must take a careful loo!,. at what 
types of retrieval are necessary for a given document store in order Lo design the 
da1ahase Lo perform adequately at an acceptable cost. 

Recall and Precision 

The effectiveness of textual retrieval is often measured in terms of recall and 
precision. Recall measures the prnponion of relevant documents retrieved by 
means of a query lo the relevant documents not retrieved by rhe same query. 
Because of the difficulty in calcu lating the uhsolule number of relevant documents 
within a lnrge production database, recall measures are usuaJly performed on 
controlled test collections wilh controlled queries. Precision is lhe measure or 
relevant documents retrieved out of all of lhe documents retrieved. Because 
precision is calculated on just the reLrievcd set of documents, it is not necessary to 
limit its measurement to a test collection. Precision and recall are often ponrnyed 
as being inversely proporttonal: If measures are taken to increase recall. decreased 
precision will result. While Lhis is ofLen Lrue, there are measures lh:u can be Lakcn 
that increase both precision and recall, such as improvement in lhc consistency of 
indexing or by overall improvement in lhe slrucLUre of a query. The absolute 
measures of precision and rccal I arc entirely dependent on lhe contents of both the 
database and the query. These absolute measure... are seldom important outside of 
laboratory settings. In a given design situation, however. it can be helpful lo 

conceive of the system as emphasizing high recall (for instance, in patent searching 
applications where missing a single document can be crucial) or high precision (as 
in a library setting where students arc likely to be looking for a "few good 
references"). 

Keyed Retrieval 

In some situations, a unique document identifier may be the only search key 
necessary for image retrieval. This may apply, for example, in parts inventory 
systems where tbe only search criterion needed is the part number. The auractions 
to limiting to lhis type of retrieval arc its simplicity and low cost. Tiie disadvantages 
are in its relative lack of flexibility and power. 

Descriptive In formation 

The next step in retrieval complexity and power is to add descriptive information 
lo I.be document reLrieval index. As mentioned before, the more the descriptive 
information can be normali.ted in a consistent manner, the greater lhe usefulness. 
Even in the simple example of the parts inventory system mentioned above, a 
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phrase with the ran name and one describing the part can greatly enhance the power 
or the system. 

Keyword Retrieval 

Keyword rc111cval 1s the index mg of each separate word nf a body ol text. This 
body of text can be simply <lc.-;c11puve infonn:mon or the enure text of a document. 
The power of keyword scare hi ng is harnessed hy i ndcxi ng th<: lcx:ation in fonnauon 
of thi.: keyworcl, allowing the u~e of pos1tmnal operauons such as word mljaccm:y 
or nearness The ability to specify terms occurring in the same sentence or 
paragraph is another common rositional operator. 

Full-Text Searching 

Full-text -;earchmg 1s the most complex and powerful method of documcnt mdcx
ing. Jn full -text searching every word of a document 1s indexed for searching, with 
the usual exception of some words Uiat occur so frequently as lo render their 
informational content null (such as "U1e" or "and"). As mentioned above, full- text 
indexing is the most costly and the most complicated type of indexing to prepare. 
There arc, nevertheless, situations where no other type of indexing will do, or where 
the effort of l'ull-texl indexing is easier lhan going through Lhe rigors of preparing 
methods of comrollecl document descr iptions. 

11.4 PREPARING THE IMAGING OATABASE
OPERATIONAL QUESTIONS 

The imaging database design is also influenced by the conditions under which the 
system is going to operate and the record li fe cycle. The following questions need 
to be answered before a design can be linalized. 

How Will the Images Be Captured? 

In developing the environment for document capture, the two key questions to 
investigate and decide upon arc: "what" and "who." The "what,. is answered hy 
paper or lilm, electronic. and both. Existing bit mapped documents such as paper 
and microfilm have few choices for conversion und those revolve around the choice 
of scanners and whether to develop an in-house scanning capability or go to a 
service bureau. Scanners fall into two classes by price: those that require some 
amount of adjustment to get a good image and those that are compensated for more 
or less automatically. The newcomer is faced with this dilemma: A desktop scanner 
in the $500- $1,500 range can scan al up to 600 dpi (dots per inch) and has a sheet 
feeder. So why pay $ I0,000 and up for a scanner with the same capabilities? The 
user will discover that unless all Lhc documents come off a laser printer and go 
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1.hrcctl} 10 the scanner. the inexpensive system will rcquin: muluplc scam. of each 
page to get lhc hrightness and contrast seu111gs to a point where the scan quality 1.., 
acceptahle. We have visited sites where scanner configurntion files have 111 cxc.:css 
of 400 presets to choose from for everything from fax Lo invoices to la ... c1 prints 
These represent a tremendous investment in time and user frustration. ConlnL'iL that 
w11h the more expensive scanners 1hat have compensation built into Lhc.: scunncr 
and produce h1gh-quahty scans over a much wider raugc of originals. The higher 
price of 1hc scanner gets washed out when more 1ha11 even a few sc.:ans u day nre 
going to be made. 

The decision about whetl1er Lo go 10 a service bureau or not lrns a pretty 
stra1ghLl'orward c.:os1 analysis: Lhe cos1 of equipmenl purchase and dircc.:t labrn costs 
versus lhe cost per page of scanning by an outside agency. Oflen, faetors sueh m. 
document security or continuous acccssibiliLy will prevent a service bureau from 
being used. SLi ll, a hybrid approach can be adopted where new documen1s arc done 
in-house while hack-conversion of existing documenLs is done outside. 111 such an 
approach, however, care musL be taken that indexing and file-naming conventions 
are well understood and executed so that the two sets of images play nicely 1ogethcr. 
The last Lime we calculated an exacL cost break-even, it was about 8,000 documcnls 
per year. Above that. 1t was more cost-efficient to go in-house. But, recent 
reductions 1n scanner prices and innovative new methods on the part or service 
bureaus have, no doubt, changed that point. 

The type of document also can innuence the decision. We were once back-con 
verting engineering drawings for an organization, which had, aboul a decade 
earlier, decided thm the "boi lerplate" section of the drawing should be updated. A 
4" x 6'' note was pasted over the old wording on about J ,000 drawings. As the 
papers sat in large naL files, LJ1e cement oozed ouL around the edges of the add-on 
sheet. When Lhcse were scanned, the cement gummed up the scanner rollers so 
badly Lhat finally all the masters had to be photocopied before scanning. Too late 
we learned of n service bureau llrnl filmed originals wilh a cumern and then scanned 
aperture cards rather than scanning the paper. Such a noncontact method 1s ideul 
for wom or valuable masters. 

The olhe1 half of the "what" question answer is electronic. Access to the 
electronic form of documenL<> grcaUy reduces lhc operational problems of creating 
image data c lemenLs. Those data clements can either be ten in the na1ive l'orm or 
converted to a standard image formal for consistency and lower training burdens 
on end users. Access to Lhe electronic form also makes il very practical lo 
incorporate indexing schemes such as full-text retrieval. where, rather than key
words, the entire text of the document is available for searching. Jn environments 
where both electronic conversion and scanning arc used, there is very I iulc synergy 
required 10 reduce duplication of effort. 

Facsimiles (foxes) fall into Lhal unusual limbo of being inherently clcctro1uc and 
almost always in paper fom1. M any good systems now exist for the elcctronie 
management of faxes, and businesses wishing lo streamline workOows Jnd rnte
grnle imaging systems should evaluate lhose wil11 b.igb priority. 

The "who" question centers on wheU1er a single individual or group does 
scanning and indexing, or whether a broadly spread community is allowed to scan 
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and add documents to the system. As the volume of scanning builds, organizational 
pressure most often pushes scanning out to more and more user groups because 
'·such a large group just does scanning!" is hilrd 10 look al on an organfaation chart. 
Whether this is the right decision is subjective, but there are more risks assodatc<.l 
with widespread scanning due Lo bad scans, bad in<.lexes, and electronically 
misplaced images; security, audit trail, and training costs can also have negative 
effects on widespread scanning. In s0me cases, particularly when contributors are 
geographically distant, a good option is to submit scans and associated images lo 
a central group of au<.litors who conlirm qualiLy ::md naming conventions and then 
submit the images to U1e on-line system. 

How Will Data Be Extracted from the Images? 

In order for a text retrieval system to function, it must have a body of text from 
which to build an index. If the document retrieval database is being built from 
images of documents, the images of text must somehow be converted into ASCll 
character reprcsemalioas of that text. This can be done manually by having the text 
keyed or by passing the images through some type or automated optical character 
recognition (OCR) process. 

Manual Description and/or Rekeying 

Manual keying of textual data has long been the primary method for transforming 
paper data into electronic form. The processes for dala entry from paper are well 
understood, and there are many firms chat specialize in contracting for data entry. 
These firms provide scheduling, faci lities, coding, and quality-control services. 
The costs for these services are based on the amount of data Lo be keyed and the 
desired level of quality. Charges typically arc based on a per-kilocharacter amount; 
typical charges as of this wriling start around 75 cenlS per Lhousand characters 
keyed. The advantage of manual keying is that it is an easy task to outsource with 
predictable costs and results. 

OCR/ ICR 

The process of optical and/or intelligent character recognition (OCR/ICR) involves 
the automated recognilion of ASCU character data from an electronic image. If the 
documents to be processed exist only on paper, then the first input step for OCR is 
Lo scan the documents LO produce an image file. The OCR software then processes 
the image through pattern recognition algorithms, producing the ASCII output. It is 
much easier for OCR prog-rams to decipher typed or printed text than it is to recognize 
human handwriting. Even in printed texts, the variability of type foots, sizes, and 
backgrounds can have a deleterious effect on lhe accuracy of OCR processes, as c:rn 
stylistic variations such as italic or outlined type. Very small print (generally 6-point 
type or smaller) is more <.lifftcult to recognize. The proper recognition of fonnatted 
tabular data is also a large consideration in many applications and is not equaJly 
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supported in all software. Current programs can convert printed texts with an 
accuracy rate of approxunately 95 percent. fn most cases, the data produced by 
OCR will need to be proofread and edited before loading into the database. Jn some 
cases, it may tum out to be cheaper to have the data keyed manually than to begin 
with OCR processing. The system designer will have to decide for each application 
whether OCR can produce data at an acceptable error rate. 

What Structure Will Be Applied to the Data? 

The initial evolution of electronic document hand Ling took place in an environment 
where documents alw::iys exh:tcd within the same piece of softw:ire, usually a word 
processing system. During the 1970s. the initial evolution of electronic publishing 
took place, which required publishers, usually those that indexed and abstracted 
journals, to distribute their dat::i on rnpc~ to vendors of on-line information systems. 
Most of these publishers created their own fomtats for distributing their data, 
requiring the information vendors to create custom conversion utilities for each 
vendor. As data exchange became more common, standardized distribution for
mats, such as MARC for library data, began lo appear. With the current emergence 
of widely networked syslems, along with the emphasis on open hardware nnd 
software syslems, Lhe use of standardized document interchange formats is assum
ing much greater importance. 

Most document retrieval systems require that some amount of structure be 
applied to the text of documents that will be entered jmo the database. The system 
architect must be aware of three di ffcrent levels of structure: the logical document 
content structure, the overall document architeclure, and ll1e physical documem 
structure. Tbe logical document content structure is a formalization of the contenl 
of the documents themselves. In a business letter, for instance, ll1e standard 
elements include the sender's name and address, the addressee's nttme and address, 
the date, and the signature, as well as the body of text. Generally speaking, a single 
database is made up of documents llrnt have a similar logical content structure. In 
some cases, the person responsible for d~ttabase preparation will have to impose 
and ensure thal structure upon the documents to be loaded. In all cases, the database 
designer will have to decide what clements arc required for all documents, nnd a 
procedure for coping witJ1 missing values will need to be devised. 

The overall document architecLUre is we applicaLioo of some abstract syntax lo 
the document content. Abstract syntax here means a way of "describing data types 
in a machine-independent fashion." In describing data to be added to a database, 
for instance, there must be some melhod for knowing when a given dala field starts, 
and what the content of the data field signifies. This abstract synmx is different 
conceplually from the physical record fonnaL fl is possible for data to be fonnattcd 
using ll1e sC1me abstract syntax in several differelll physicaJ structures. It is also 
possible for systems designers to develop and implement their own abstract syntax 
for fonnatling and storing data. It is more common, however. to use lypical abstract 
syntaxes lhat are imposed eitJ1er by the system the data are produced in or by Lite 
document retrieval software. 
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The.: physical documcnl slructurc rc.:lcrs lo 1hc way lht! hylcs ol clt:ctmmc dnl:l 
are arnuigcd 011 whatever medium 1s u-.cd to store the data. This can he referred LO 

as the '\:uncrcte synt<1x.'' Whtie a given documelll ardlllecrurc will often imply the 
use or <1 corresponding physic<1I structun:. II is very helpfol for the system designer 
to thm1' ol these <Is two different and scp.inuc 11cms fh1c; 1s espcc1ally true in 
environments where data will need 10 be transfc1 red among different hardware and 
software architectures. 

There .ire several compcling document arch1tcc1urc \tand<mli: currc11tly hc1ng 
submiued by both vendors and slandanb bodies. As of this wrili11g it is unclear 
wh 1ch (if any) or these architectures will nssumc 111crcasing importance and which 
will fall by the waysit.le. The cumpcting arch1lcclllrcs include: standardized gc11cr
alized mar1'up language, or SGMl. (ISO 8879), which is beginning lo be widely 
used in the publishrng industry; the Dcfc11sc Ocpartml!llt's Computer-A1dcd Ac 
quis11wn and Logistics Support siandard (CAL<). MilStd-1840-B), wlm:h incorpo
ralcs 1hc use of SGML; the open document ~1rch 11ccturc (ODA) standard. which is 
an emerging ISO standard for document intcrdiangc (ISO 8611), ru1d DEC's 
Compound Document Arcluteclurc (CDA} formal. As more vendor:. begm to slress 
interoperability, ii will be incrcasrngly 1111pur1anL for systems implerncnlcr:. to 
ensure that the systems they wori.. with support data exchange 111 i;taudardizcd 
formats. 

Image Architecture Standards 

There arc as many ways lo slore bit-mapped image daLa as there are ways to create 
it. An excellent reference boob. is Graphics File Formats. 3 This gives a detailed 
look at twenty-four common image formats and a brief description of twenty-four 
others. In general, there arc two types: raster and vector. Raster data represent a 
bit-mapped image in rows of image data. The resolutton oflhe image is determined 
hy how many hits of image dat<1 arc represented per row and by how many rows 
there ure. This information is either uncompressed or compressed via a number or 
lossless techniques such as CClTT Group IV or lossy techniques such as JPEG. 

Where Will the Image Be Stored? 

One of the more arguable decisions in the design of an imaging system is where to 
store the images. 

Integrated Storage 

One school subscribes to placing the image objects in the actual database schema. 
The argument is that this improves synchronization of the image and metadata 
about the image. The argument agamst is potenlially massive databases, with 
unknown impact on backups and access times. 
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Separate Storage 

Tbe other school argues 1hat images should be stored separately from 1he database 
and use pointers to the image data. The advantage of reduced database size, 
however, is offsel hy the "'double commit" process of updating image data sepa
rately from the associa1ed mctadata. Another drawback of that method is a reduced 
robustness of lhe imnging system in case of system failure. Because pointers arc 
on a separate medium, loss of these pointers or of synchronization with lhc image 
content will resull in a total loss of access Lo lhe imaging daLa. 

Media Selection 

Most people considenng imaging systems seem to assume automaticully tha1 
optical storage, panicularly jukeboxes, is the required storage medium for imaging 
systems. This is far from true and may be lhe last thing an end user wants for his 
or her imaging system. Unless the image database is expected to grow beyond about 
IOGB, the system developer should strongly consider tbe option of using simple 
magnetic hard disk storage. Systems that have a high rate of change documents 
may want to push even larger magnetic options. Large disk farms are certainly 
manageable but issue.-; of backup and recovery become greater concerns. 

Before sclec1ing WORM (Write-Once, Read-Many) drives, Lhe feasibility of 
erasable-optical (RO) and magnelo-optical (MO) drives, both of which are eras
able, should be considered. Highly static data and "forever" archive requirements 
will move the user t0ward WORM storage. Any choice for optical involves high 
media cost, potentially difficult baclaip and recovery strategies, and often closed 
system architectures. Disk swapping Limes in seconds to tens of seconds can impact 
system performance at the user level. Combination technologies, which mix 
magnetic and optical disks such as Epoch, can eliminate much of the system 
integration headaches of stand-alone optical storage systems and reduce or elimi
nate the user's negative perceplion of system latency. 

11.5 QUALITY CONTROL 

A last consideration in the design of the imaging system is adequateness of the 
database to support qualily-control procedures. One significant claim of image
based document management systems is that of "no lost documents." This claim 
is true in a well administered system, but only if the document gets in correctly in 
the first place. The comrol of the capture, naming, and indexing processes is 
absolutely critical. Whereas misfiled paper can be found based on other documents 
that were in use, which drawers were opened, and so forth, incorrectly naming and 
indexing an electronic image can randomly place documents anywhere within 
millions and millions of pages, making Lhem statistically lost forever. Or, incor
rectly incrementing an index al the beginning of the day can leave thousands of 
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documents "off by one" al the end of the day. This, added lo an optical storage 
environment, can be a time-consuming and costly mistake. 

The most critical data are input using a double-blind method with two operators: 
The first operator inputs the document ID, which is read from the first page, and 
the number of pages from the ti1le bar. After scanning, a checker is presented with 
the image of the ftrst and last pages of the document and the electronic page count. 
The quality of the scan is evaluated. The second operator checks the first and last 
page title bars to match page counl and types in the document ID read from the 
image. The checking software matches the initial ID typed in during scanning with 
the ID read from the document. After these checks are passed, the document is 
available for release into the system. When batch scanning is Laking place, care 
must be exercised that up-issues of documents are not mishandled while the cun-enl 
version is out for scunning. Chances arc that the existing paper environment tlrnl 
is being replaced has a very formal, if not fasl, method for controlling lhe release 
of changes to documents. Relaxing tbose standards with the advent of electronic 
imaging is probably not in the best interest of U1e organization. It does offer 
significant opportunity to gather slatistics on usage and users and provide a 
framework for intelligent decision making in further modifying the work.flow of a 
business or organization. 

11.6 CONCLUSION: IMAGE ENABLING 
EXISTING INSTALLATIONS 

Perhaps the single biggest challenge facing IS departments in the 1990s will be 
how lo add imaging to existing syslems. The "back up the truck" approach lo 
conversion, where all the existing hardware and software are loaded up and driven 
away while aJJ the new hardware and software are taken off and installed, is just 
not an option for most businesses. The cost in equipment, software, data conver
sion, and retraining is beyond budgetary limits in times of intense global competi
tion and worldwide recessionary trends. This is true even in some cases where the 
payback in future cost avoidance and better cycle times is easy to sec. Management 
has lo allocate limited dollars to all areas of the business, and extraordinary 
expenses in IS often gel cut proportionally with olher business entities. So, the 
question remains, how does the rs manager, with perhaps half the money he or she 
needs for a totally new system, implement business-changing methods of handling 
critical information? While the answer varies from site to site, some general 
principles apply. 

A first consideration for "the biggest bang for the smallest buck" item is usually 
in the area of networking. A principal benefit of imaging in the enterprise arena is 
that workers who previously had access to documents only through paper now have 
that access electronically. Network upgrades that allow fast, economical transfer 
of large binary objects to all areas of the business will have lasting payback. 
Connections that allow heterogeneous computer environments to share informa
tion, both text and binary, inside and outside the company, are the single most 
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unportant a~pcct in creating a paradigm shift in the way companies design, 
manufacture, sell, and support products and services. (The topic of nctworkmg i\ 
treated elsewhere in this book.) 

A second consideration in adding imaging to an existing environment is salvag
ing hardware, facilitated by the fact that the days of proprietary imaging worksta
tions are al an end. The challenge now is to select software thal will allow existing 
computers, often from different manufacturers with different operating <;ystems, to 
access image data over the newly upgraded network. Two methods are used Lo 

address this: terminal emulation and multiplatform software. The first method 
involves adding terminal emulation software co existing DOS, Macintosh, UN IX, 
or other computer environments, with all users then actually ru11ni11g rrom one or 
more dedicated servers. The advantage is that all data and the "core" image 
processing is done centrally, where it can be beller monitored and controlled. As 
the user base grows, however, that advantage also becomes the disadvantage, 
because all user functions, including pan/zoom/print arc done on the image server, 
with a large amount of network traffic supporting the many users accessing 
lhal host. 

The second method involves a more clienlfserver approach where image view
ing and manipulation software is installed on each user's computer and the image 
objects arc sent in compressed form from the storage device Lo user, where 
decompression/pan/zoom/print are supported. Image metadata, index. and retrieval 
information can either be located and accessed on lhe central server or distributed 
around the network as well. Some systems allow botb methods to be implemented 
successfully, and the former approach is used for departmental data, where a 
limited, controlled number of users access image and indexing information on a 
UNIX workstation via X-cmulation software from PCs and Macintoshes. The latter 
is the case for enterprise-wide applications. An example is in an electronic prinl
room shared among different organizational units. In a particular case, five regional 
"priatroom" servers arc accessed by over 3,000 user clients. Compressed image 
data are sent to the user where the decompression/viewing is done. A customizable 
APl (application program interface) allows the same viewing software to be used 
for both applications. 

Image enabling an existing system requires the addition of information about 
the images to a current database. As discussed above, image metadata are funda
mentally different from other data in the system. For the most part, they contain no 
information that is of primary interest to the end user. They fail the relational test 
given at the beginning of the chapter in that they are not perceived by the user as 
a table, and their function is not to generate another table. Once again, there is no 
"one size fits all" solution to adding the image metadata to a database, but it should 
be a major area of interest in the design and implementation. The creation of the 
metadata and their inclusion in the database should be as automated as possible. 
Ideally, all metadata required to select an image exist in the current database, with 
the exception of where they are physically located in the file system. Information 
such as date, last access, revision level, document ID numbers, customer reference 
number, associated PO, or part numbers, which are already captured, are enough 
to narrow a search to a single image document or al least a set of image documents. 

Page 84 of 168



238 Nd11•111-k.1· 1IJl({ /111r1gi11~ s:v~1e111s ill LI Wintlo11•c'd Em•iro/11/l('I/( 

Oflcn, such information e;111 be captured via selective OCR, or ICR a~ it is 
sometimes called, as part of the scanning process. 

Once lhe network, hardware, software, and mctadata arc in pl:.ice, and the images 
are caplllrcd an<l indexed in a file system, the last clemenl of image e1wbling is the 

design and i mplemenlalion of the user i nlerf'ace lo proceed from narrowing a search 
lo identify a single image lo the rcufoval anti viewing of the desired irnage. The 
simplest case, an archival or document distribution system, requires on ly that a 
single "bullon" be added with a desc.:rirtive ti tle; "view image" leaps lo mind. 
Transnctio11-orientcd data, especially that where images arc annotated as part of a 

review or sign-off process, re<]uire a more robust user interface and document 
control methodology. 

NOTES 
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Tools and Toolkits for 
Network Imaging and 
Workflow Systems 

A.}. W and 
Plexus Corporation 

Editor's Notes 

The preceding c/1aprcr deal/ wilh image management developmen1 soft
ware, seen from the per.\1>ectivc of image enabling wi existing system. fhe 
focus in 1'1is chapter is 011 1/ie applica1io11 of such development tools in a 
romext of downsizing, and it shows how the use of various com111crcially 
available tool:, can facilitalc and reduce the costs of the integrution of 
imaging in a redesigned work.flow. 

14.1 INTRODUCTION 

You can still hear the cries of yesteryear reverberating through the data center: 
"What's good for the mainfrnmc is good for the company." Tlost-based data 
processing was n powerful means of automaling transactions in yesterday's paper
based world, allowing data to be managed and worked on in a central localion. But 
as important as thh on-line transaction processing was in rnalUog businesses more 
efficient. there was still a big issue relative to data processing: Some 95 percent of 
the corporation's data remained on paper. long after the mainframe transaction had 
been completed. 

The downsi1ing movement has broughL a number of options for processing 
corporate data in a local area network environment, and imaging is an enabling 
Lechnology ror companies that are automaLing work on vital business information. 

271 
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The chief virtue of imaging is that it makes available on the desktop approximately 
90 percent of lhe data thal do nol reside in lhe traditional data processing applica
tion, allowing people to work faster and more effectively. "Compound data 
processing" involves more than just alphanumeric data, allowing access to all the 
data relevant to the transaction, regardless if they are paper-based or audio-based. 

14.2 THE NIWS DIFFERENCE 

The Lay of the LAN-Open Client/Server Applications 

A primary difference of network imaging and workflow systems (NIWS) is a 
distributed LAN-based architecture, which is new technological territory for many 
MIS organizations. Traditional host-based data processing systems were mono
lithic-the mainframe provided every element of the application. The system 
required little or no integration, and issues such as system compatibility and 
communication protocol were nonexistent 

Client/server applications represent a fundamental shift in MIS viewpoint; 
whereas mainframe applications are coded such that data storage, computation, and 
presentation occur in the same machine space, client/server applications require 
that the developer break the application into two pieces: The client handles the 
application logic and presentation of data queried from the server. 

Today's LAN-based systems offer a lower-cost alternative to mainfame and 
minicomputer applications, distributing the overall computing workload across a 
variely of lower-cost (for both hardware and software) machines. The process of 
distributing applications is not, however, a free ride; there are costs associated with 
learning new architectures and allowing heterogeneous machinery to interact in 
enterprise applicalions. 

Compound Data over the Network 

Mainframe applications with terminal-based user interfaces traditionally do not 
manage compound data-like images. On-line transaction processing originated in 
a text-only environment, with host systems handling critical alphanumeric data that 
required state-of-the-art data management and security. These proprietary systems 
have a high cost-per-transaction, and some feel that mainframe cycles are wasted 
on image processing, and that smaller, cheaper LAN systems are better for imaging 
applications. 

LocaJ area networks, too, were originally designed to carry relatively small 
amounts of data (also typically alphanumeric) and not large bit maps. Ethernet has 
a bandwidth of lOMBps, with a maximum theoretical tlu·oughput of approximately 
3MBps. A distributed application using uncompressed 300 dpi images will quickly 
consume this bandwidth. LAN-based systems allow processing to be distributed, 
with local processing available to handle database querying, image decompression, 
and other local operations to boost the effective throughput of information. In 
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addition, OVCr:tlt lhroughput of CU1Tenlly popular and alfon.Jab)c nl!twork lOpolu
gics ~o be compensated for by using muluplc networks to service wnrkstauons 1f 
volume 1s high. UN IX servers can handle a large number of networks s1111ultanc
ously, in addllion to storage devices and other peripherals required. 

Sophistica ted Work Processes 

Older host-based applications inherently embedded all of the system facili1 ics in a 
single environment, where the mainframe handles all aspect~ or the application 
user interface, data storage, communications, workflow routing, and so forth. All 
uf these facilities arc embedded in host systems, rather than a number of inde
pendent activities that communicme ncross networks and literally move work from 
one to the next. Willi client/server workflow applications, workflow is no longer 
deeply embedded in a monolithic application and difficult to change. Autonomous 
applicalions process informauon in a complex, orchestrated workflow that may be 
based originally on a manual paper workflow. 

14.3 TECHNOLOGI ES THAT MAKE A DIFFERENCE 

Imaging as a Basic Technology for 
Work Process Automation (WPA) 

All11ough once slriclly the domain of specialized, high-cost systems, imaging 
technology has become a widely accepted commodity that is integrated with 
standard application functions. But imaging is no longer an end unto itself; it has 
evolved from "an applicalion" (insurance claims processing, for instance) to a 
generalized application service that provides richer i.t1formalio11 in many applica
Lions. Imaging must be considered as a basic technology in the overall scheme of 
automating business processes, much like the windowing or network sortwrirc on 
which the system is based. 

Optical Storage 

High capacity and low cost per gigabyte (compared Lo paper liJing cabinets or 
mainframe DASO) make optical storage attractive. Asswning 6GB capacity plat
ters and compressed images 60KB in size. each platter can store approximately 
100,000 pages and provide much faster (on-line) access. Companies can literally 
replace buildings with optical jukeboxes, saving precious time and money 111 the 
process. 

Another benefit of optical storage is endurance. When criticaJ paper data are 
imaged, tbey need to be available for a period much longer than the life of 
dismoumable magnetic media (i.e., tape). Optical storage provides this durability, 
along with the security of a write-once medium. 
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Graphical Environments 

GU Is provide the consistent and flexible interface required for dealing with richer 
data. Richer, more sophisticated data present additional manipulation and manage
ment requirements that are not present in text-based applications, and current 
graphical software environments that support bit-mapped displays, multitasking, 
sophisticated windowing, powerful interapplication communication, and other 
fcatw-es are an obvious advantage in compound data applications. Not only are 
applications in this environment more effective for this type of processing, but the 
development tools available to build those applications are better as well. 

Imaging and the Database 

Many imaging systems store alphanumeric data and image data in separate facili
ties, requiring coordination of the two subsystems to maintain data integrity. The 
image server may consist of a standard relational (or proprietary) database to store 
the alphanumeric data, and a proprietary image server manages the optical hard
ware devices. The servers communicate using remote procedure calls or network 
messages. 

Although a loosely coupled approach allows more database independence, the 
system can experience integrity problems if it is not of robust design. For example, 
if an optical server fails, data records may be stored in the application database 
without the associated images written to optical if the system is unable to roll back 
this partial transaction. Keeping distributed systems "in synch" is of primary 
importance, as images stored on optical are a crucial portion of the application data. 

Another approach is a tightly coupled one, where images are stored in a relational 
database itself. The capability to store BLOBs (binary large objects) is becoming 
more prevalent among the major relational database management systems 
(RDBMS) vendors. These systems manage large data objects (e.g., images) as data 
that are as basic to the application as the alphanumeric information contained in a 
database record. Relational databases are designed to manage large amounts of 
related data and can provide all the integrity, concurrency, availability, and security 
for both image and other related alphanumeric data. In addition, allowing the 
DBMS to manage the archive and logging of images is significantly easier than 
developing the archive as a separate application service. 

Optical Character Recognition 

Optical character recognition (OCR), long a boon to data entry operations, is an 
important technology in imaging, particularly for forms processing applications. 
OCR allows autoindexing, full-text search, and other capabilities that make iL easier 
to manage and organize scanned data with less user interaction. 

OCR is used in applications-both for data entry and indexing of forms, as well 
as text recognition-that often arc used for full-text indexing the contents of 
documents. OCR's effectiveness depends on a variety of factors, including docu-
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meni quality. 4w1l1t) checking required for recognized char:ic1crs. and 1he s1rcng1hs 
of the specific charac1er rccog111uo11 produc1 used. 

Effecuvencss 1s usually calculated in such a way 1hat rccogniLed chnracters that 
arc guessed incorrectly carry a much greater penalty than characters that arc 
unknown. This 1s 10 say that OCR provides a benefit only 1f a high percentage of 
characters can be recognued, and only ii' these chnrneters are recognized correctly 
almost all of 1hc rime. Some implementers find that the cost of OCR is ac1ually 
greater than a manuul process. while some have "recognized"' immense gains 1n 
productivity. Expertise with these spcdalized types of applicatmn~ 1s import<lnl 10 
making 1hem successful. 

14.4 WORK PROCESS AUTOMATION AND 
BUSINESS REENCINEERINC 

Ad Hoc versus Structured 

Workftow is the automattc rouring of information between users so Lhat they can 
process the data in some fashion and add value in performing business functions. 
This includes both the actual rouling of the data, as well as the effective manage
ment of that process. Workflow can be divided into two broad catcgoncs: informa
tion-based and transaction-based. 

J11formation-Bascd Workflow 

lnformalion-bascd workflow is the ad hoc rollling o f data between processing 
aclivities. This work process requires that lhe sender direct informarion cxplicilly 
Lo another user or activity, as in the case of electronic mail. In simple nd hoc 
workflow, users might process information on their desktops and route iL as 
necessary using a basic technology such as e-mail. This type of workflow is 
essentially manual, where routing rules and decisions exist through the intelligence 
of the user and are not part of the automated system. The system simply provides 
the transport layer (how to send the data), but provides no olher help in automating 
the process (when and to whom lo send it). Information sharing systems (a.k.a. 
groupwarc) support worksteps that arc ad hoc in nature. but do not automate work 
processes. The teun work flow in these systems is more loosely defined and ad hoc 
than other process-based systems. where work can follow predefined paths for 
processing. Transaction:. don't need to be monitored and recovered by the system, 
because the users interact and perform this function in the course of lheir work. 

One example of ad hoc work flow (that is not groupware) looks like an extended 
storage-and-retrieval application, where routing is automated, but processes arc 
not. Consider a medical records application where a doctor's initial retrieval of 
information may be triggered by a patient's arrival, a phone call, (e-)mail message, 
whim. and so forth. When the doctor is finished processing the patient information, 
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he or she might de1crmme that it needs to he routed to a certafo specialist for more 
scrutiny. The routing is performed by the system <ind replaces a paper-based process 
where the doctor makes the same deciston and routes the patient's paper files to 
another participant in the process. The doctor cou Id alternatively send an electronic 
message to the specialist instructing him or her to retrieve the patient's information 
for processing. 

In this example, transporting work. electronically provides benefits for informa
tion sharing and communication. and to some extent flow management, although 
there may be no structured work process to be automated and evolved. All 
processing is essen1ially "exception processing" that is not predetermined. Work
now solutions can provide more functionality when there is a set of steps to be 
automated above and beyond the sheer physical routing. 

In applications that involve a structured process, the flow of work can be 
automated beyond providing a transport mechanism, where both the routing and 
the work process arc automated by the system. Structured processes provide an 
opportunity for lransaclion-based workllow and work process automation to add 
considerably more value, as computer systems are exceptionally good at automat
ing tasks that are structured and repetitive. 

Transaction-Based Workflow 

Transaction-based workflow involves an active process of rouling data, where rules 
and routes for the information flow are predefined. In this case, workflow should 
not only automate transactions, but should also make it possible to deal with 
exceptions and automate them, thereby providing the flexibility to adapt to excep
tions that become the rule. This type of workflow is particularly effective when 
used in combination with imaging for compound data processing. 

Transaction-based workflow requires an engine to monitor and manage work
flow processes and information. Database management systems arc good founda
tions for these sorts of tasks, where e-mail-bascd systems may not provide the 
appropriate transaction or state model for work process automation. E-mail may 
serve as a transport mechanism for data, where the state information is stored in a 
transaction-based system. 

Work process automation systems provide another dimension to the solution in 
that they transport not only data, but allow organizations to automate and manage 
the underlying work process. 

Interactive Workflow M anagement 

Ideally, the rules for workflow routing are defined separately from the image 
processing applications in client workstations so that as the business environment 
changes, the procedures (i.e., routing rules) defined for processing information can 
be adapted with minimum effort. The embedded work:flow found in image proc
essing systems uses hard-coded routing instructions within desktop applications, 
requiring code changes in each and every desktop application that participates in 
the workflow. 
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Cliclll/servcr wor!,,flow is a rcla1ive newcomer to the compound dala proccs,1ng 
scene and rcprcsen1s an 1mpot1an1 development in the in1cgration of 1mag111g with 
traditional appltcalu>ns. Clients in lhe worknow communicate with the wor!,,Oow 
server according to an apphcat1on programming interface (API), using callable 
libraries for 1he various wor!,,Oow functions. So rather than a client applicallon 
routing data to the next processing activt1y using explicit routing insiruc1ions, 1l 
simply "asks" the workOow server to route 1he dala LO the next process. The 
wor"-Oow server unders1ands the routing rules and puL<'\ the data in the appropriate 
queue. where they wa11 until they are reques1ed by the next appltcation 1ha1 needs 
to process !hem. When wor!,,O()w is provided as a network service to desktop 
applicalions in this manner, u'lcrs can easily reengineer their business procci:ses for 
maximum efficiency and effecti veness and dramatically reduce the expense and 
complexity of adapting as a business evolves and work processes change. 

Using Workflow to Integrate Compound Data 

The power of the client/server workflow model can be applied to integrate existing 
applications wilh image. The worknow server communicates with various sysicms, 
and routes data lo applications either by reference or by value. Oma by refcrt•nc:c 
means that the worktlow client receives a message that points to the data's location, 
rather than to the actual data. The client applica1ion must then be able 10 retrieve 
the data from the applicallon/image server with its own access routines. Data by 
value is when the workOow server can fetch and route the application data (e.g., 
alphanumeric, image, other binary) directly to the client for processing. Note that 
image and workflow servers may or may not be on the same physical machine. 

14.5 WPA TOOLS 

Advances 111 compu1er technology, application software, and communications have 
contributed to the proliferation of PC-based workg.roups wit11in businesses. Work
group members communicate and share information over local area networks; 
however, 1hc actual workOow. the job of moving information from one processing 
step lo the next, remains a task tlmt is handled either manually or electronically by 
a complex computer program. 

Choosing Your W eapons: The Pro-Am 

Whether application development is provided by internal programmers (MIS or 
deparuncnl) 0 1 by outside value-added resellers (V ARs) and systems integrators, 
robus1 nexiblc tools urea requirement. Fourth-generation languages often provide 
the right combina1ion of ncxibility, power, and case or use for the professional 
developer of work process aulomation systems. These development tools feature 
a comfortable combination of high-level functionality (user interface building, 
high-level language. integrated functions, etc.) with t11e nexibility lo use lower-
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level facilities (e.g., granular control of application behavior, integration with 
C-level services) when necessary. The limitation is that applications and facilities 
developed usmg these tools can be changed only by the professional programmer. 

Robust application development tools should allow the professional developer 
(e.g .. MIS) to build a set of activities (applications) that allows a department Lo 
process its work. In a forms-based application, for example, the forms that arc 
processed (and therefore the applications used to process them) will probably not 
be changed a great deal over short periods of time. The work flow between the steps, 
however, may need to change significantly. Once those individual applications are 
complete, the separation of the workOow from the work processing application 
allows the department to determine the proper workflow to connect those individ
ual activities. Although MIS, for example, may provide basic application develop
ment, it is the department staff lhal understands, and therefore should be able to 
modify, the work processes. 

Department-level "developers" require different tools that allow them to express 
and implement their knowledge of the business procedure without system-level 
programming. Today's graphical tools can provide such a facility for nonprogram
mers to control work processes without modifying applications, provided that 
workflow is managed outside of the imaging application. Once the applications are 
developed for specific processing steps and activities, these tools typically provide 
an environment where "developers" manipulate icons that represent the processing 
activities (e.g., scan, approval) and control routing behavior by connecting the 
activities to form workflow paths. Activities may represent hundreds of workers 
all performing the same task. The developer can modify the rules that govern 
workflow routing decisions without modifying the processing applications them
selves. 

Criteria for Toolkits 

Tools and toolkits come in many different navors and colors, promoting different 
orientations, features, and styles for developing applications. Even with these 
differences, a number of the issues that toolkits help users to manage are universal 
ones: for example, providing ease-of-use without sufficient flexibility. The follow
ing are some of the basic features and capabilities to look for when selecting work 
process automation toolkics and systems. 

Development Environment for Compound Data Applications 

The toolkit should be integrated for the specific purpose of imaging and compound 
data management and should take advantage of operating environment-specific 
features as much as possible. Key features include graphical user interface builder 
and a fourth-generation language, preferably in an environment that was designed 
to build compound data-based programs. This type of integrated environment 
provides a more robust and efficient solution for sophisticated development than 
does cobbling together a solution with a raft of components. 
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Peripheral mtegration is a wsl,. that doesn't provide 1mu.:h value for applicatmn 

developers. 

High-Level Interface to an RDBMS 

SQL, for instance, is a standard language thal provi<lcs the programmability Lo 

support any type of data model. Programming languages may use a folder construct, 
and although it provides a high-lt.:vel interface, the data model is somewhat limited. 

Transparent Support for Optical Storage 

Access to and management of optical storage of application data should he 
integrated with the storage of alphanumeric data for maximum benefit. 

Programmability and Flexibility 

Applications should conform to the demanclc; of the user, and not vice versa. 
Unfortunately, toolkit Ocxibility is oflen lost al the hand:-. of case-of-use, though 
this is not to say that these two objective!. are incompatible. If a system docs not 
provide configurability to fulfill the application's requirement!>, then the full value 

of computing systems may not be reali1.ed. 

Changing Workflow 

The capabil ity Lo change the workOow "on the fly" without modifying or affecting 
applications allows the fastest and easiest possible alteration in business policies 

and procedures. 

Control of Workflow 

When users can monilor, analyze, and test changes to workflow, they can adapl Lo 
Lhe ever-changing world as safely as possible. 

Graphical Workflow Builder 

Visual workflow programming is significantly easier than developing scripts in a 
4GL, which allows nonprogrammer "experts" to modify systems. To be effective, 
such worktlow builders should use a database as a robust worktlow engine, because 
business processes imply transact.ions, and DBMSs arc excellent al managing this 
sort of workflow metainformation. However, simplicity of use requires that such 
builders do not involve database coding Lo program a worktlow; the database is 
simply an engine for the work flow management software. Consequently, work flow 
developers and administrators should only need to understand lhe work processes, 
not develop Lhe underlying database code for managing workflow. 
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Workflow Management Tools 

Workflow is not static; therefore, the benefits garnered from process redesign arc 
only as good as the tools provided to implement and change tl1e now. Worknow 
redesign tools should provide benefits m several major areas concerning the 
development of workflow rules, and how, when, and by whom they can be changed. 

Optimally, tools should make it easy for the "experts" to set up and modify 
workflow. rn this case, "experts" refers to the organization that docs the work and 
implements the workflow (e.g., department analysts), rather than the implcmcutcrs 
of the base technology (e.g., MIS). If technical programmers are required to change 
the flow, the benefits of fast and Oexible process redesign may be lost. 

A methodology and validation for the workflow should also be provided so that 
"experts" can examine the effects of redesign. This includes feedback on system 
perfonnauce to help determine what adjustments should be made and a means to 
test the effects of a change to the flow. 

Even though individual applications that perform work functions may not 
change very much after implementation, the processing flow will. Users will 
discover that they modeled existing (paper-based) work.flow properly, but that the 
flow can benefit from modification. Ideally, workflow can be changed easily over 
time using the proper tools, without requiring the recoding of desktop applications. 
Users will likely find that adjusting workOow for maximum efficiency is an 
ongoing process (sec Figure 14.1). Consequently, there will be a need for tools that 
provide easy ways Lo describe present requirements and address new ones. 

Scripting versus Gra phical Tools 

Workflow scripting is one common method that imaging vendors provide to now 
enable imaging applications. Scripting provides a high-level way to define routing 
rules without having to understand the lower-level implementation of work queues, 
transports, database access, and so forth. Scripting, however, is still like high-level 

( Analyze J 
/i1 \J 

( Evolve J ( Model J 
~ ~ 

( Implement ) 
Figure 14.1 The process improvement cycle 
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programming; 11s syntax 1s strict, and some knowledge aboul transactions and 
queues (i.e .. programming issues) is still required. 

Ideally. work process automation tools allow user analy,ts to '\Jmw" workncl\\ 
maps in a graphical environment, where the different processing steps arc repre
sented by 1co11s. The developer must undcrsland only the work process steps and 
activities and need nol concern himself or herself with slructured progrnmmmg or 
with the specific issues of underlyrng workflow data management. Once the new 
work flow is completed using a graphical tool, all database structures necessary to 
implement the workllow arc automatically created without need for coding. 

Another important capnbili1y of work flow tools allows achninistraLors Lo change 
workflow easily nnd interactively. Workflow may be developed in various ways, 
usually using either a workflow script or a graphical Looi. The key issue is that if 
routing rules are embedded in the desktop applications, then the work flow eanno1 
be changed wilhout changing each npplication LhaL pnrticipates in the work now. 

Examples of Workflow Tool Capabilities 

There arc various types of lools on the market, with djffcrent capahilities. Choosing 
t11c besL tool depends on the applications. the scope of the project, and the strength 
of the support staff. The most common characteristics are outlined below. 

Interactive Tools 

Interactive tools allow organizations to react quickly to procedure changes by 
modifying t11e work now and adding new processing steps outside of the existing 
applications. Tools should allow changes to t11e now while work is in progress, 
without disturbing users or the work nowing t11rough the system. Once the new 
work.flow is complete, whether by graphical tool or scripting, all database stn1ctures 
needed to implement the work now should automatically be created without addi
tional lower-level coding. ln this way, an interactive worknow system can adapt 
to handle exceptions and accommodate changes in routine business operutio11s 
wilhoul recoding, recompi ling, or retesting individual applications that arc already 
deployed. 

Monitor Status of Processing Activities 

Another useful worknow loot is one that displays the status of the work (e.g., 
number of users logged into the aetivity, the priority of the activity) that is flowing 
through the system for each work processing activity. Some information can be 
displayed graphically, rather than in a textual format. providing direct visual 
feedback about where the work is and how it is flowing. This type of tool can be 
helpful in monitoring and managing workllow performance. allowing manager:. to 
use real-lime information to make decisions about day-to-day work proce.-;sing. 
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Test Workflow before Going On-Line 

Just as an automobile manufacturer might simulate the design and performance of 
a new sports car before pulling the model into production, complex workOow 
requires a means to analyze system performance before it is put into use. Simulation 
tools provide a "sneak preview" of changes in workflow without processing real 
data, running a virtual model based on the rules and routing information defined 
in the system workOow map. Work processing activities are simulated by selecting 
and varying expected response parameters (such as delay time, output state of 
document, etc.), thereby modeling system performance before using live data. The 
system can then be adjusted off line to reach an optimal configuration before putting 
a new flow into practice. 

Management Reports on Organizational Eff iciency 

Workflow management systems should also be able to track the history of work 
through the system for true management information. System data, including 
information about work items such as date and lime of day, activities performed 
by users, and so forth, should be logged in a database. System administrators can 
then analyze an organization's efficiency by creating custom reports from the 
logged worktlow metainformation using a standard DBMS report writer tool in 
much the same way these tools generate reports for application data. 

Control and Integrity of Workflow Data 

One of the issues of concern with workflow systems, as with other data manage
ment applications, is how and where the rules and state information are stored. 
Process integrity in transaction-based workflow requires that control and manage
ment of the workflow be from a single point, most likely using the services of a 
database management system. Work in the system may carry its own routing 
information, though a central workflow database is still needed to track the actual 
flow. If desktop-based scripts control the workflow, transactions and consistent 
flow are not assured, and control over the data is lost. Process integrity allows 
industrial-strength applications with sophisticated workflows that interact with 
other complex systems beyond the scope of the local flow. 

14.6 FACTORS IN DESIGNING WORKFLOW SYSTEMS 

Because workflow represents a physical process, workflow design must follow 
specific rules that reflect practical constraints. 

Processing Activities 

The system designer(s) must decide how to divide the application work into 
different workflow activilies to maintain overall application modularity. Existing 
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appltcalions should he d1v1ded mto separa1e processing activities Lo allow flexible 
routing between different <1ppltcation steps. Newly developed custom activities 
would require only an rn1crface Lo the workflow manager. 

Input Devices 

Inputs into the workflow system might include optical scanners, Lape drives. 
gateways to and from another syslem, or keyed data entry input from a local 
applicalion. Soflwiuc applications associated with these input devices arc wrillen 
to process data and move 1hem from ll1e inpu1 device into the imaging and workflow 
system. 

Depending on your requircmcnl. you may c hoose eilher a cenlral ized or decen
tralized approach to document image scanning. Some applications are best served 
by the "few plow horses" approach (high-speed scanner[s] attached lo the server), 
while others are bcuer suited lo "hundreds of rabbits" (desktop scanners attached 
lo a number of workstations) lo perform the work in a more distributed fashion. 
The approach you take depends on how documents enter and are processed in the 
system, either through a central source (e.g., the mail room) or distributed across 
a number of scanning workstations. 

Input/Output to Workflow Activities 

An inpw inlerjace activity takes dala controlled by the workflow system and writes 
these darn into a form usable by an existing activity and even executes a command 
known by the existing application to tell it about the new data. 

An oUlpLll imerfacc activity either monilors the oulput dala or is triggered by 
some command from the existing application. Theactivily retrieves these data from 
the exisling application and prepares them for use by workflow activities down
stream. 

Data Access Considerations 

Whether the workflow system can access data by reference and/or by value affects 
syslem attributes. ff the system routes data by reference, then all access rnelhods 
and dtivcrs (e.g., database, file syslems) must be present in and performed by the 
applications. The workflow manager tells the workstation where lhc data arc 
located, and the software on the workstation retrieves the work. If the workflow 
manager can retrieve data for activities directly, then access methods for data need 
not be present in the workstation. 

Multiple Server Considerations 

When developing systems for future expansion, il is important to consider work
flow management support distributed across multiple servers. In some nondistrib
uted environments, gateways can manage lhe flow of information between single 
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servers, although administration and data management must be handled at each 
server. 

Processing Time for Each Activi ty 

In plann111g the layout of worknow m.1ps. 11 1s 1mportan110 calculate the <lura1ton 
of each ac11v11y Appropna1e numhcrs ol U\ers an<l rcsource,c; must he available for 
each acl1Vity IO prevelll data now bolllcnecki., during Whtch proccssingsltlWS down 
to unacccpuible levels. l3011lcnccks abo require mt,rc overall dL'ik capac11y tor 
storage or the "slowed down" work; al~o. he sure 1hut destructor activities that take 
work out of the system (for example. an archive activity) are present in the now so 
that disk storage requirements are controllable. 

Processing Hardware Requirements 

The hardware requirements lor a worknow manager arc driven by the software 
environment and its system capacity requirements. Server hardware must be able 
to support the opcrnung system ac1iv1ty, 11ctwork communications, and the work
now dntnhasc. (Note that some databases use the CPU more intensively than 
others.) System memory requirements arc mandated by performance, the number 
or applicntions running. and the 11umhc1 of users unticipnted on the system. The 
available memory must be large enough to prevent system swapping during 
production. Minimum memory conltgurations for a small UNIX system may be 
16MB, though a typical small production configura11on might require at least 
32MB. l n high-performance env1ronmcnls. additional RAM for cach111g critical 
database indexes could help. 

Workflow Mapping Features 

A map represents the procedures within an enterprise. It contains a graphical 
diagram of each step (or activity) 1n a procedure with conneelions between step:; 
to show the possible routes between acttvitics. Maps in work process automation 
tools have several features of interest. 

Properties of M aps and Submaps 

Maps (m1d submaps) allow Lbe graphical work now developer to pu1 togethcr small, 
easily tested maps und then use them 111 higher-level maps over and over again. 
Maps arc like individual activities in thal 1hey hnve delined inputs and outputs, und 
once a map has been created 10 perform a function, it should nol be necessary to 
recreate the map to perform the same function in a different context, even using a 
submap multiple times within lhe same map. Maps should also be able lo reference 
themselves for recursive workflow. 
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Worldluw systems -;hould support a repository for all ac11viucs. mcluding 
suhmaps. which have hccn created for the system and promote the reuse of 
prm:ess111g ac11v111cs unll sub1naps. 

Routing Behavior 

Businesses have a number of procedures in place at any given time. am.I a work flow 
system must be ahlc Lo accommodate new maps or procedures c:tsily. Some 
procedures require thm a processing step be rnpcated until reaching some (i.ucccss
ful) conclus1011. Another desirable feature is to associate a deadline with the cvcnl 
so LhuL administnttors are alerted if work "gels caught in a loop." 

Some procedures occur over protracted periods of Lime, so maps should be uble 
to change al uny lime whtlc work is in process without disrupting work already in 
1he flow. This guaramccs 1hut n procedure is foUowed when u user iirniutcs the 
procedure, ~ind thnt work follows lhe routes it was intended Lo follow. Users should 
be able to create maps. route work, and then modify the now for a slightly different 
purpose. knowing thut any work in progress will reach its intended destinaLion. 

Workllow systems should be able to route data based either on the "smtc" of the 
data leaving an application or using external "rule engines," which interpret 
user-defined rules after an application has completed its operations. Rules may he 
invoked as a result of a user's seleclion about the state of the work or based on a 
data value in the work itself. 

Activities 

Exception acti vi tics and global resource activiLies should not require explicit input 
routes. Exception activiLies do noL execute automatically, but accept work that 
requires "hands-on" processing until a system administrator c~in take appropriate 
action. 

Activities may be assigned a default priority, with the ability LO change priority 
based on the mnounl of work queued forthc activity. System administrntors should 
also be able to change priorities. 

Some activities need to participate in workOow in more than one map. These 
"global" activities (e.g .• print, fnx) mny be referenced in several maps for diffcrcnL 
types of work and may need to run unallended. 

Priorities of Work 

Work is usually ordered in queues by priorities. The priority of a piece of work 
may need to be changed by a processing application, by a system administrator, or 
by the work.flow system itself, based on factors such as the age of the work item, 
an irate phone cal lcr, and so forth. In addilion, users may need to bypass the normal 
work queue and explicitly select an item of work for accelerated processing. 

WorkOow systems may also allow users to seL deadlines for completion of a 
procedure, elevating the work's priority as the deadline approaches to expedite the 
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operation. Alarms should also be able to send a message back lo a user or 
administrator as a deadline approaches. 

14.7 WORKFLOW AUTOMATION AND IMAGING TOOLS 

WPA is an integrating, not an isolating process, so the resu !ting architecture should 
be compatible with existing corporate computing architectures and open co em
bracing (nonimagc) applications. Although very few people can predict ll1e future, 
developers must try lo plan systems that are both compatible today and extensible 
enough tomorrow to adapt to changing business and computing environments. 

Flexibility and Ease-of-Use 

Graphical tools (and Lo some extent, scripting languages) provide the facility for 
system users or administrators (i.e., not application programmers) to modify 
workflow for maximum efficiency. The developer in this case does not need to 
know the underlying programmatic concepts of queuing using a relational data 
model, what work information to track and how. and other lower-level concepts of 
workflow automation. Graphical tools allow work.flow development at a higher 
level, so that the developer needs to understand only the work process (i.e., what 
needs to be accomplished), but not how to accomplish it programmalically. 
Therefore, applications can be developed faster, since application programmers 
will write code to handle the actual work process, and this code will be modularized 
using a workflow APL Department staff can lhen implemenl and change U1e flow 
without writing additional code. 

Transparency 

Imaging tools should allow developers to concern themselves with concepts and 
functionality at a sufficiently high level. An example of this is seen in the properties 
of SQL (Structured Query Language), a high-level language for managing rela
tional databases that allows developers to declare what lo do with the data, but not 
how to do it-the database "understands" the underlying mechanisms for sorting, 
retrieving, and manipulating the data. This concept can be extended lo many (other) 
aspects of an imaging and workflow toolsel, where the programmer is shielded 
from the system-level mechanisms required, and only needs lo be concerned with 
the higher-level needs of the application. 

Data manipulation, including interfaces to imaging peripherals. is one of the 
areas where tools should add value. Interfaces should be independent of specific 
hardware devices and data types, and image manipulation functions should allow 
the developer to concentrate on solving more abstract application requirements, 
rather than low-level technical ones. 
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Ideally, imaging tools make il easy to choose the nghl data rwrage medium for 
an applicatmn. Storage i.hould be supported in a (relatively) transparent manner. 
~o that developer:; don't have Lo understand all of the underlying mecha111sms for 
managing storage on opucal or other large-scale media. 

The 11nplemcntntion of opl1cal storage for image data is different from the 
magneuc-bused one Jue to the unique charnclcnst1cs of WORM optu.:al storage, 
particul:irly of its wrne-once nnd d1smountablc naluw. /\ny 1mplcmc111a11on that 
assumes the constant availability and random access characteristics of magnetic 
disks will collapse when applied to an optical environment hecausc of the amount 
of Lime required lo faull a plaiter, even in a jukebox environim.:nl. The overall 
architecture must ullow for dismountability (i.e .. the database dala may not he 
available at the momcnl they arc requested). 

When an application references an image, say for retrieval, it should not need 
to determine the exact location of the data. If the optical platter holding the data is 
moumcd in a drive, ii is accessed, and lhc operauon 1s complctc<l. If the plauer 1s 

in a jukebox but not moumcd, the soflware detcm1ines iflhcre 1s an available dnvc 
in Lhc same jukebox. I f a drive is ;1vailable, robotic commands arc issued lo spin 
down and remove the platter in the desired drive, and then rclrieve <llld spin up the; 
needed plallcr. I f a drive 1s not available, the request is queued, subject 10 time-om 
limits set by Ll1e application. If the rcqutred platter is not in a jukebox, similar result-; 
can be effected Ll1rough intcraclion with an operator (i.e .• a request to import the 
platter into the jukebox). TI1e use of optical storage should be functionally trons
parcnt to the applicalion, which docs not need to be aware of Ll1e localion of specific 
images or manage the drives, issue mount requests, and so fortJ1. 

I maging tools should also allow for appropriate media organ17.ation for optical 
storage. Applications do not have lo understand Ll1e issues of two-sided removable 
medfa when only one side may be accessed at a Lime. rn addition, optical must 
appear as an open-ended medium that can be extended indefinitely to rnke advan
tage of lhe large-scale storage. Since the time to exchange plallers in an optical 
drive is high compare<l to the Lime lo access the data, the organization of do tu across 
multiple platters i s important. Data may be organized either sequentially or clus
tered. Sequential storage is straightforward: Data arc added in order, much as on n 
tape device. Clustered organization is important when active data reside on many 
volumes. Optical clustering is a means for grouping logically related images so that 
related images cnn be retrieved Logel her with a minimum of optical platter accesses. 
For example, typically a user will wanl to view all documents associated with n 
given entity together. If the images are spread over a number of volumes, the 
rclrieval time could be several minutes. Even worse, the aggregate of multiple 
requests to LJ1c jukebox may swamp it, resulting in delays of Lens of minutes, even 
hours. But i r al I the images are located on lhe same optical plallcr, there will be no 
more than one planer exchange and very reasonable response system-wide. 

The dismoumability and write-once (or erasable) nature of opticaJ media imro
duce a number of issues for an imaging system that preferably arc handled 
transparently. Optical disk volumes must be labeled and location tracked without 
requiring the user to do all of the management of the media. Optical disk volumes 
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must be scheduled and mounted in ti rives for access as needed, including control
ling the optical jukebox robotics. Platters muy be moved into or out of jukeboxes 
with no effect on the application soflware. 

Openness and Adherence to Standards 

Today's corporate information systems arl.! true technological melting pols. con
sist mg of heterogeneous -;ystcms that must communicate LO allow a diverse organ
izauon to function Openness Cusuully) mean!> thnt a wide range of cu:stom and 
commcn.:ially available components can acid value w Lhc system as a whole al 
competitive prices. The soluuon 1s not hound to proprietnry hardware and often 
supports u number or different vendor\' hardware platforms. networks, peripheral 
devices. and the like. 

Standards arc necessary to ensure lhat systems will be interoperable and easy LO 

mn1n1am. Images stored in a standard rorma1 (e.g .• CCITf Group 3 or4 compressed 
TIFF lilc) promise access by diverse applications and ensure that data will be 
accessible in the long term. Other appltcatmns in Lhc organi1.ation may be devel
oped using diffcrcm tools, though they nonetheless require access to the same data. 
Adherence to standards allows the melting pol to function using a common 
denominator, rather than isolating applications and requiring special treatment of 
data that should be widely available across the enterprise. 

WPA cannot be a technology island with limited potential for growth and 
restrictions on interoperability. Openness is a key to evolution, both for hardware 
and software, lhat allows the use of best-of-breed components for specialized 
processing areas, such as database management systems, client application devel
opment, and workflow services. 

System Architecture and Design 

Workflow design impacts the selection of a system architecture to meet operational 
requirements. 

Throughput/ Performance/Response Time 

CPU speed often is 1101 the bouleneck in imag111g server system design. /\llhough 
processor speed is helpful when the image nppltcation requires a grcal deal of 
database activity (e.g., lots of SQL JOIN operations), it is network expandability 
that most often causes a problem for image servers. If the workflow server uses a 
DBMS and is running on the same hardware as the image server, then a fast CPU 
is probably a necessity lo handle all the d:nabase activity. 

Consider that in an on-line processing environment, where current I 0- or 
16MBps networking technology is cupablc of supporting only a small number of 
workstations, the server may need to support multiple networks to reach image 
lhroughput for a lnrge, demanding application. Often, as applications grow, the 
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architectural hottlened. 1s the 1>1.:rver's 111<1x1mum number of nelwmk interface 
cards and the exp.indabillly of magnetic storage, and not CPU processing power. 
Particularly on ~malkr servers, the networ!...(s) may become saturated and the client 
applica11ons unable to process work al maximum speed long before the server's 
processor starts bogging down with database requests. 

Optical subsystem tl11oughrut is another bottleneck that is often reached before 
the limits of CPU or mag11c11c disk performance, again depending on the charac
teristics of the spedfic appl1calio11. Optical drives provide an order of magnitude 
lesi; throughput than magnetic disks, and the overhead of mounting optical plaLLcrs 
and handling mu ltiple read and write requests tends to lower overall throughput. 

When considering the additional demands of workflow management (i.e., 
database operations), CPU perfonuancc becomes more important Workf1ow man
agers that use database systems as a workflow engine demand more CPU perfor
mance. The ability for the workflow manager to run on a machine separate from 
the imaging server and other data storage software is a benefit as systems, 
processing volume, and performam:c demands grow. 

Scalability/Portability/Robustness 

Systems that grow ove1 time can quickly extend beyond the capabilities of the 
initial hardware platfo1 rn. Choosing a scalable architecture allows growth without 
reimplementing the application, and if the system is portable across a variety of 
hardware platforms, the cost of growth and change can be kept to a minimum. 

The system architecture should support hardware with a range of performance 
that is appropriate for the variety of applications that the organization requires. 
Indeed, this might consist of a single hardware vendor's offering, but it is often 
desirable that imaging tools support different hardware and software platforms to 
serve diffcrcnl application needs, including both clients and servers. 

Server platforms can span a range from single processor machines with rela
tively limited n1cmory and disk. storage expandability to mainframe-class servers 
with scalable multiprocessor architectures and vast amounts of storage. The re
quirements for a workgroup or pilot application will differ greatly from a larger 
production application, though it may be desirable to be able to use the same tools 
for larger applications or even to deploy the small pilot application on much larger 
machines. This makes it desirable that the image system architecture and resulting 
applications arc scalable across servers with a variety of capabilities and capacilics. 

Reliability/Availability/Security 

Other modern Lcchniqucs of system reliability, data availabilily, and security are 
equally applicable to imaging and workflow applications. These include systems 
that support mirroring, disk striping, redundancy, and other fault-toleranl features 
that keep critical systems available. Imaging and workflow platforms that arc based 
on standard components and architectures should take advantage of these system 
services and provide all the same benefits as "traditional" data processing systems. 
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Application Database Management Considerations 

Imaging applications require the same administrative facililies as those enjoyed by 
·'standard" data processing applications. as they arc essentially DBMS applications 
that manage extended data types in a similar type of Jatabasc environment. 

Data Organization 

Imaging systems generally use relational dmabasc teclmology to nrganize and 
manage duta. The full power of the relational dalabase allows a wide variety of data 
models for an imaging npplication using the same inherent facilities as for non. 
imagmg applications. 

The most common dala organization scheme for imaging is the folder/docu
ment/page model, but all folders arc not cremed equal. Applications have varying 
requiremcnL'i for managing information, and the definition or a folder can vary 
widely among implementations. Por example, folders can contain documents 
and/or other folders, where documents can be single or muhiple pages; or, folders 
can conlain folders, documents. and pages simullaneously; and, folders can contain 
objects other than images (e.g., word processing documents, spreadsheets). 

lmagrng systems should provide a data model that allows for lhe flexible 
organizntion of data as is appropriate for the application. Although many dala 
processing applications appropriately rnttmtgc documculs for each aCCoUrtl :lS a 
folder, some applications arc nol besl served using the folder model. For example, 
an application that handles ticket reservations might not benefit from using fo lders 
to manage the items, if each ticket/owner combination is referenced uniquely. 

Archive and Recovery 

The <liversicy of dala types and storage media can present a considerable challenge 
to syt·aem backup in network imaging systems. Images on optical need to be 
archivod along wilh the related alphanumeric data, sometimes requiring a sophis
ticated coordination effort. Sometimes the sheer volume of data causes problems 
with a window of opportunity Lo complete the archive while maintaining adequate 
performance; for example, if the application must run twenty-four hours a 
day/seven days a week. 

Optically based data can be archived Lo either optical or magnetic media, but lhe 
longevity requirements must be considered. If a primary advantage of optical 
storage is durability, then the archive technique must not compromise the security 
or lhc dala by relying on magnelic storage as a fail-safe backup. Incccmental 
archives usually use magnetic tape backup, as these are short·term revolving 
b:ickups. Many systems make copies of optical platters once they arc full, although 
this can be done incrementally, as well. If images are clustered on optical plauers, 
the application can write a sequential copy of each image on a separate platter as 
they come into the system. 
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Availability 

Da1abasc lechn 1q11cs for daln ava1 lab1 lity, such as disk mirroring. stripmg, and other 
faulHolcrant feuturcs, arc equally applicable to imaging systems ha,<;cd on DUMSs. 
In addition, imaging sci vices al the application layer can take <1dvantag,c of 
system-level services thal arc available to other applications running on 1hat 
platfonn. 

Database Reports 

Dnta 111 imaging systc1111-1 arc often similar to nonimage systems wi1h the exception 
of rich (and lurgc) <lnttl. lh:por1s consisling of alphanumeric data arc sti ll required, 
possibly with the extcnde<l ueed for reports with images as well. Report wri1crs for 
these systems should allow reports thal mix alphanumeric and image data with the 
usual formatting capabilities. 

14.8 IMPLICATIONS FOR OPTICAL STORAGE 

For all its benefits, optical Morngc do°'s nol offer the pcrfonnancc and access of 
magnetic disk, so image storage systems offer a number of techniques to speed up 
optical rctnevals and overall performance. All Ulese methods require planning in 
both software design and sufficient hardware resources (i.e., magnetic storage) 

Caching 

Optical coc'1i11g on the image server helps lo speed up image insertion and retrieval 
to/from optical by writing images Lo magnetic during the operation. On insertion, 
workstations need no1 wail for images to be written lo optical (particularly useful 
if there is a queue or the optical platter is not mounted) before continuing with th0 
next operation. Upon retrieval, nil the images in a folder c~m be written to magnetic 
disk as au intermediate s1ep before being sent down ro the workstation. This al lows 
much faster retrieval of subsequent items in the folder, as they will be available 
from faster magnetic disk. 

Prefetching 

Workstations can prefetch images and cache them locally to speed up the flip rate. 
For example, when a user wants to browse the first page of a document, the 
workstation application could automatically retrieve pages one through ten into 
local workstation memory on the assumption that lbe user will want to view 
successive pages of the document. When the user flips the page, another data
base/optical access is not required to retrieve the image, and it can be displayed 
almost instantaneously. 
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Staging 

Some applications benefit from stagm.~ work (images) for more cflic1cnt Cl pc mt 10n 
If the proccs.,1ng of work items (images) 1s predictable. the application can 
au10111;U1Cally prcletch them from optical overnight and <.,torr..: them tcmpornnly on 
1a .. 1 magnetic disk. Note. however. that applications in which access 10 dalit 1s 
random mually cannot benefit from this technique. 

A1101hc1 Mraightf'urward method that can hcncfit applicauon performance 1s 10 
mwnta111 images on magnetic mc<lia (possibly in addi1ion lo optical) during periods 
nf high activity, fo1 example, al Lhe beginnmg of a processing cycle. This cxplic1I 
implementmion or caching allows imuges to be retrieved Crom much higher 
performance storage ror fast access. Images need not he stored on optical during 
Lhese aclivc periods, although Lhey could be fo1 purposes of archival security. 

14.9 ENABLING EXTANT (LEGACY) SYSTEMS 

Dilemma: Rest or Recreat ion 

Imaging hrings a wealth of data to the desktop. but what about the mass of duta 111 

existing systems? Image enabling through the use of imaging toolkiLc; provides a 
powerful means of extending extant applications without recreating or duplicming 
existing d<\la. If a major benefit of imaging 1s thal it "'brings the rest of the 
transaction to the dcsklop" (lhe infonnation currently stored on pieces of paper), 
organizations will both want and need 10 apply the benefits of imaging to ex1st111g 
application:. and syMems to make maximum use of imaging technology. 

In this hght, open systems imaging and downsi7lng does not mean scrJp the 
ma111frume, but rather, deploy networked systems as an adjuoct lo cxist111g host
based or other custom applications (even existing client/server applications). 
Rathe• lhan relocating all Lhe corporate data that have accumulated over time in 
extant apphcmions, network imaging systems can leverage that information nnd 
prnviue essential services for automating and improving data processing. 

Host-Based Applications: A Terminal Condition 

Open systems-based imag111g can be extremely valuable as a service to a host-based 
application, though one potentially thorny issue is the requirement to change 
existing mainframe upplicalion code. Mainframe code is generally complex ;md, 
for older applications, the original developers arc often long gone. One powerful 
attribute of network imaging toolkits can be the ability to image enable host 
applications without changing mainframe application code by allowing imaging 
applicalions to run in a window side by side with Lhe extant application (tennin:1I 
emulation) on a workst.alion wilh a single display. 

One application area that frequently benefits from image enabling is the ubiq
uitous mainframe-based application running on IBM 3270 terminals. While these 
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Figure 14.2 Diagram of a 3270 emulation configuration 

Optical 

applications run in the IBM SNA world. client/server open systems imaging 
integration can replace 3270 terminals with client workstations that run terminal 
emulation software and communicate with the mainframe via communications 
gateways. The appropriate tools can image enable existing mainframe applications 
with relative case and moder.He cost (see Figure 14.2). The 3270 tenninal emulation 
sessions on the workstation run as separate applications from the image-enabling 
application, rutd the two must exchange data to interact. 

For U1e purposes or this example, assume that the application being image 
enabled is a 3270-bascd MVS/ClCS applicmion used for traditional on-line trans
action processing (alphanumeric data) for customer service. The imaging applica
tion consists of Microsoft Windows client applications running on a local area 
network. The imaging application uses Ute TCP/lP protocol to communicate with 
a UNIX-based image server thot allows the storage or both alphanumeric and i mnge 
data, in addition to image storage on optical disk. This application uses the 
client/server model, where 1 he Windows client fonnulates queries and requests data 
and services from the image server across the LAN, and the image server is 
responsible for processing queries, managing dai.a, and returning results to the 
clients. 

Data Exchange 

The imaging cliem application is a separate application from the 3270 terminal 
emulation session, and Ute imaging toolkit provides a means to transfer data 
between applications running in the chem workstation. In the Microsoft Windows 
environment, for example, a primary facility for sharing data is DOE, which allows 
Windows applications to exchange information automatically. 
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MS·Windows Ckent Workstation 

Figure 14.3 Diagram of a DDE screen 

Microsoft Windows dynamic data cxch:rnge t ODE) is one method of transfer
rmg data and imnge enabling cxtnnt applications. Dynamic data exchange 1s a 
protocol defined by Microsoft thrnugh which intc11mx:css co1nmunications arc 
used Lo exchange data between applications, either synchronously or asynchro
nously. DDE involves a conversation hetwcen a ODE client application and DDE 
server application, meaning t11at a data link has been established between the two 
applications, and linked data will be updated automatically. The link may be either 
/wt (DDE server immediately sends changed data to the DOE client) or warm (ODE 
server notifies the ODE client that the data have changed). 

In the customer service applicauon example, historical customer account data 
are managed by the MVS/CICS application When a customer phones in to mquire 
about an account, the service representative enters the appropriate customer infor
mation into the 3270 screen and retrieves the customer's records from the CTCS 
applicution. The customer account number is sent from a lield in the 3270 session 
lo the imaging applicatfon via Windows ODE, and the imaging upphcntion uses 
the account number as a key to retrieve the associated billing document images 
from the image server automatically (sec Figure 14.3). 

By storing both alphanumeric and image (or other binary) data, the image server 
may serve to enhance the existing host-based application even further. ln any cw;e, 
no change is made to the mainframe application to implement the imaging solution; 
the sharing of data occurs sl.rictly within the client workstation environment using 
mechanisms provided by the imaging toolk11. 

Workflow Gateways with Heterogeneous Systems 

Even though work.flow routing can allow heterogeneous systems to participate in 
the same data processing workOow, some data translation might be needed. A 
work.flow garcway rel.rieves routing data (either by reference or value) from the 
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worldlow server on bch,1lf of Its cltent -.ystem. converts the data into an acceptable 
format, and handles any necessary hatching of the data. The workOow gateway can 
also act as a communications gateway lo allow systems lhal don ' t use lhe same 
network protocols LO communicate and participate in the workflow. This requires 
an appropriate set of communication APis, in addition to the worknow /\Pis. 

Using CASE with Imaging Application Tools 

lf imaging is really a complex form of client/server {database) application that 
requires a few additional technologies for handling sophislicated data types, then 
computer-aided software engineering principles should be applicable in the devel
opment process. Open imaging toolkits allow developers lo apply various CASE 
(and other) methotlologies when designing applications, because the same basic 
application development needs exist for applications that include the image data 
type. For example, data access, application Oow control, calculation, and data 
presentation are functions common 1.0 both alphanumeric and image-based pro
grams and require the same consideralions for software development. Work 
process automation consists of a series of worksteps, which together comprise a 
larger mctaapplication. CASE methods must. be adaptable to this form of distrib
uted application in which a large number of executables perform an aggregate work 
processing function . 

14.10 WORKFLOW SYSTEM APPLICATION 
DEVELOPMENT METHODOLOGY 

Structured Methodology as Language 

The system development process is one of iteraLl ve communication. The buyer (end 
user) needs something buill; the builder (integral.or or user development team) is 
charged wilh constructing that something. The builder is more likely to deliver 
exactly what the buyer wants if both agree on what that something is, what it is to 
look like, what function it is to serve, and when it is needed. The builder will be 
successful if he or she and his or her staff agree on what materials are needed, the 
tasks and procedures for using those materials in the construction of the goal, and 
the methods for determining that. things are going according to plan. Failure to reach 
informed agreement (i.e., when both sides share a common conception of what is 
being agreed upon) will almost certainly guaramee subsequent problems. 

A sound methodology should provide terms and symbols to convey system 
concepts and a "grammar" (or structure) that links these into a coherent description 
of lhe system requirements and its solution. The methodology and its components 
should be understood by both buyer and builder and should not be susceptible to 
misunderstanding or misinterpretation. Such a methodology is a language, facili
tating communication among all parties involved in the project. 
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Docurnent-Driven Method 

Documents Record Work Accomplished and Traci< the Project Documents 
nol only record the work accomplished throughout a project's phases, but they also 
launch phases. The major documents generated during a complete syslem life cycle 
might include the following: 

• Imaging/work process automation opportunities assessment 

• Application profile 

• System requircmenls definition (including essential model and behavioral 
model) 

• External design specification (including user implementation model) 

• Internal design specification (including processor model) 

• Integration test plan and test script 

• Acceptance test plan and test script 

• User documentation 

Milestones to Kick-Off Phases The system development cycle consists of a se
ries or phases, each punctuated by one or more milestones. At each milestone, 
progress should be assessed, with work reviewed and accepted; plans for fu ture 
phases can be reviewed, and perhaps altered, in light of the experience to date. 

At each major milestone, designated team members gather to review what was 
bu ill and/or accomplished during the preceding phase or subphase. For most of tbe 
milestone." (e.g., requirements definition, external design), a document is reviewed; 
for LJ1c others (such as installation or acceptance testing), a previously reviewed 
and accepted document should support the assessment process directly. 

System Development Phases 

Every new system passes LJ1rough a number of stuges, from initial conception 
through 111stallation and producuon (and beyond). An analysis and development 
team will not necessarily have input to all phases; in some cases (and not infre
quently), management will have already decided that the solution to the business 
problem is an imaging/work process automation system; the major requirements 
for the new system may also have been defined. 

Nonetheless, the development team must be prepared lo address the definition 
and design of lhc new syslcm from the outset and take it through all phases. The 
chronological evolution of a developmcnl project occurs in four stages or phases: 
feasibility, definition, design, and implementation. A fifth "phase," project man
agement, actually spans the life of the project, yet is so distinct in its activities and 
deliverable products that it merits separate treatment. 
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Feasibility Pnor 10 au1hori1.1ng analysis of a new imaging system, managemcnL 
mu't de1cnmnc that the work process automaLion and document image processing 
lechnologici- have applicability in Lhe work environment, !hat is, an initial deter
mination 1h~111hc new technologies arc likely to solve the business problem. 

Opport1111if1£'S Analysis: The first step in such a determination is the idcntifica
Lion of areas within lhe current business thal are suitable for improvement by 
introducing imaging/work process automation. This procedure is conducLed pri
marily via interviews wnh several levels of management, as well as through 
gathering infonna11011 abouL the currenL sysLem(s) using qucsLionnaircs and work
sheets. /\n optional s1 udy is one thaL determines financ ial costs and bencf'iLs ror 
each work area. Following the interviews and data analysis, the development learn 
produces an opportun ities assessment. 

Applicatio11 Profile: From the opportunities assessment, management selects 
one (or possibly two) application(s) of interest. The selection criteria usually lake 
into consideration fac1ors such as risk, visibility, payback, and window of oppor
tunity. 

The development ream should prepare an application profile for each application 
of interest. The profile describes in very general terms the business problcm(s) to 
be solved, brieny describei-. the current system (manual and/or automated), and lists 
the reasons why it is unsatisfactory as well as goals for the new system; finally, it 
describes the benefits that will be derived frorn the new system, amplifying the 
benefits list that appeared in lhe opportunities assessment. 

The application profile will likely be a relatively short document. IL is, nonethe
less, essential that care and time be taken in reaching agreement with the users on 
each section, since this document is the first Lo set expectations for the resultant 
system. 

Syslcm Definition During system definition, users state new system requirements 
by telling the analysts what the new system must do, how it must behave, whal it 
must deliver, and how it must interact with existing systems (or those systems as 
they wi ll be modified in the light of the requirements). Once the boundaries of the 
new system arc established and the interface data transfers arc defined, lhc 
development teams can model the new system as it will appear to lhe users. 

Esse111ial Model: Emphasis iJ1 this phase of development must be on securing 
user agreement on the functions of the new system and on how the user will internet 
with lhe system to activate these fu nctions. The analyst teams interview the new 
system users to determine functional requirements (that is, how the sy~tcm must 
respond when the user does something: add information, request the output of 
information, request the transformation of data, and so on). These user-initiated 
events usually make up the majority of the functional requirements. The system 
may also respond to temporal events (the passage of a specified amount of time) 
and conjunctions (the satisfaction of a number of prerequisites, such as the arrival 
into the system of all the documents required to complete a process). 

Three documents comprise an essential model oftbe new system. An events list 
is the sum of all the identified events oflhc above three types, from which is derived 
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the co11tcxl diagram. which graphically th.:picts the hound<1ries of the new system 
anti ics intcifac\'S with existing systems and other external en1111es (e.g., other 
ucpartmcllls, cusl<>mc1s, suprliers). The team should also document the organi1n 
lion or the sy:.tcrn tlaw [()create a preliminary uata model. 

The hchav111ral mo<lel follows; 1t 1s the first v11!w of the new system .Ls ll will 
behave 111 rl'Sptlnsc to the spccifieu events. From the event., list. the an.1lyst team 
create-. a prcl111111iary data-now diagram and group <;ystem processes in u parti
tioned f uncuun diagr.1111. 111e processes in this diagram are 1n Lum decomposed into 
lower-level data-now uiagrams. whose suppolling documeni.ation includes busi
nC'\S process i;pcc1ltca11ons and a prelim11rnry data dictionary. 

Syst1•111 R1·1111ir1•me111~: The analyst team puckngcs the essential and behavioral 
models with~' statement of requirements for performance, training, documenlaiion, 
hardwnrc and softw<uc, backup/recovery, and dutn conversion, and presents these 
to m:inagemenl for review and approval <L'i the system requirements definition. 

(!,,er /111f1lt•111r111atio11 Model: Following agreement on system functional re
quirements, the user analysts depict the new system as it will look Lo U1e user 111 the 
user 1111pk111entat1on model, which builds on the work already done. The process 
is highly ncr:1t1vc, and the "look and feel" of the system should be developed with 
a gre:il dcnl of input from those who will use it. This model should contain 
workswuon screen displays for each set of :icuvitics to be performed by the users, 
as well us report layouts, as appropriute. The analysts develop a set of stale 
trunsiLion diagrams 10 depict tbe stimulus/response associations for each discrete 
user activity (e.g .. system response when user selects an object, such as an "Updnte" 
button on the workslal1011 screen). The database schema builds on the work done 
earlier in c1c:1lmg the data model. 

Extenwl Ot•fign Sp1•cificathm: The user implcmcotation model is packaged with 
statements ofbusme'is constraints, Lechnical constraints, and design constraints ll1at 
serve ns guidelines 1n implementing the ucs1red "look and feel." The user 1mplc
mentation model. together will1 the constraints 1>ections, fonns the external design 
specification. 

System Design Whereas the audience for the document deliverables issuing from 
the system definition phase is primarily the user community. documents developed 
during application design are for the most part intended for the system design and 
development te11m 

Jn1crn11/ Dt•si1:11 Spe<'ification: There are several components of this specifica
tion, which the developers use to actually build the application specified: 

Processor model This model partitions the processes defined in the lowcr
level data-now diagrams (behavioral model) into groups according to the 
responsible procc1>sing activities (e.g., mainframe, data server, worksta 
tion, human). 

Control-level data-flow diagrams These depict those user-interactive 
processes that have been assigned to client or user workstation processors 
on the processor model. They are used as the bnsis for high-level structure 
charts. 
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Mod ule-level data-fl ow diagrams Tht.:se are analogous lo control-level 
data-now diagrams, bul arc for noninlcractive (e.g., server-based) proc
esses. They also form the basis for the derivation of high-level 1>truclur1.: 
charts for server processes. 

Module specifications These provide a detai led narrative on whal will 
occur in each of the processes in the control-level and module-level 
data-now diagrams. 

High-level structure charts These depict the relationships between the 
control and functional modules that appear on the module-level and 
control-level data-flow diagrams. 

System lmplcmcntalion Once the internal design specification has been ap
proved, the development team proceeds with application coding and testing. The 
development method encompasses the following activities during application 
implementation: 

• Design module structure charts 

• Develop unit Lest plans 

• Develop string test plans 

• Develop integration Lest plan and test script 

• Develop acceptance test plan and test script 

• Create commented source code; test and rework 

• Pcrfo1m unit, integration, and acceptance tests based on the plans and scripts 

Project Management- An Ongoing "Phase" Project management is a critical 
set of activities that will ensure successful execution of the above phases. Some of 
the prnject management tasks include: 

• Develop a work breakdown structure 

• Develop a task GANTT chart 

• Assign system resources 

• Create subsidiary project plans: training, documentation, installation, and so 
forth 

• Track the project 

• Develop acceptance test plan 

• Install and test the system hardware 

• Install the system and application software 

• Perform acceptance test 
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14.11 CONCLUSION 

Imaging is not a cure-all. Darwin probably said it best: "Change or die." Businesses 
in the 1990s are facing ever-fiercer competition Lo survive and thrive, and the 
successful ones have found that an effective way of serving external customers 
better is to improve how they work on lhe inside. Traditional business applications 
model paper and data flows that already existed in the organization and, as a result, 
business proccsse:; are often tightly integrated in the software design. And because 
the whole mode of operation is bound Lightly to these monolithic applications, 
business processes often have to adapt Lo existing applications, not vice versa. 

Converting from paper Lo imaged documents often boosts efficiency and cost 
effectiveness of an operation by as much as 50 percent simply by automating an 
existing process to provide helter response lime, lower information storage cost, 
and so forth. Imaging as a basic technological capability provides lbe means to 
route, store, and manage data more efficiently. Imaging alone, however, cannot 
tackle the totality of the problem of helping an organization, be it workgroup, 
department, or enterprise, deal with change. 

Just having workflow isn't good enough either, especially if it's coupled tightly 
with the applications involved; il's too difficult lo change. The key is being able to 
analyze lhc model and change the work process in a natural, interactive way, and 
be able to adapt the workflow to a changing business environment with minimal 
effort This can happen only when an organization can separate business process 
workflow management from the applications involved and focus on solving the 
real business problems without having to recode existing applications just because 
the flow changed. In this way, work process automation allows an organization to 
improve its efficiency vastly more than using imaging alone. 

Work process automation (WPA) is the coordination of people, tasks, and data 
to improve the efficiency, flexibility, and effectiveness of an organization. A 
combination of tools and technologies, including database management systems, 
graphical user interfaces, optical storage, imaging, and workflow provide the 
necessary pieces of the puzzle. In concert, these technologies can be used to build 
flexible systems that allow users and organizations to adapt. 

WPA represents a fundamental change in the way an organization does business, 
and adaptation is an ongoing process. Companies can evaluate and reengineer the 
way they work, carefully and constantly reviewing the relationships and activities 
within the enterprise. Process change need not be revolutionary; instead, processes 
should evolve with minimal trauma to best serve the goals and objectives of the 
organization. The easier this process of process evolution is, the faster a company 
can address costly changes in the business environment. 

WPA is true management information, not only about data, but about business 
processes, as well. MIS has traditionally provided access to and analysis of crucial 
business information; for example, financial data about revenue and costs, manu
facturing yields, and the like. But the "data about the data" provide higher-level 
information about the organizational processes in place and allow companies to 
analyze not only what they are doing, but how they are doing it, as well. 
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Figure 14.4 Evolution of MIS responsibilities 

The role of central MIS may be very different in a work process automation 
environment than in a traditional centrnlized data processing model. Ruther ll1an 
providing everything required 10 implemcni work. (data) processing systems, from 
application development to designing and embedding workflows, MIS may specify 
and/or provide the basic systems and architccLUres (e.g. hardware platfoniis. 
networking architecture, OBMSs) and possibly the work processing applications 
as well (sec Figure 14.4). 

This paradigm for distributed contribution will allow central MIS and depan
ment organizations to con1nbute most efficiently to the computing environment 
wiUlin the corporation. MIS might mam1ge the basic technology of 1he infonnation 
systems used for work process automation, and department organizations have the 
ability to change how they work without requiring services from MJS. 

Once an organization hus embarked down this path, it will frnd it difficult to 
return to the ways of U1e past The freedom of decentralized computing mean:. lhat 
organizations contribute to the system in ways that allow Ulem lo add the optimum 
value. Technology infrns1rucwre nnd technical/integration expertise :ire provided 
by one group, either at the corporate or smaller organizational level, while the 
department can define the application user interfaces, work processes, and other 
procedural clements t1ccording Lo the business practices lhat make sense. 

Imaging and work.now are effective means for sharing ll1e wealllt of data 
throughout an enterprise, and they allow llte scope of llte data in a transaction to 
go far beyond that of yesteryear's transaction. The mainframe may remain a 
requirement for much of the data processing in lhe world, but open systems imaging 
and workflow can augment its efficiency without causing upheaval-change it 
without touching it. This means lltat as application requirements grow (lo imaging 
and beyond), organizations can add lo llte imaging applications rather than the 
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mainframe. Client/server applications can also benefit from an imaging add-on: 
The heart of rhe application is unaffected by the implementation of imaging or 
workflow; it is unaware of the means required to participate in lhis enabling 
technology. 

The key to enabling with client/server image and workflow is the flexibility to 
create, change, and add to these "heterogeneous applications" that allow host
based, network, and local applications to interoperate for maximum leverage. And 
as the world turns away from the monolithic and toward open, synergistic, object
based environments, we will begin Lo see things (what we used to call applications) 
as providers of services to the real applications-ourselves. 
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Integrated Workgroup 
Image-Enabled 
Productivity Software 

William A. Gelfand 
Lotus Consulting Scrvic~ Group 

Editor's Note 

One of tlze rapidly emerging business support strategies made possible by 
the capabilities of modern workstations is in the area of workgroup com
puting, where files and applications are shared between individuals work
ing on the same project, regardless of geographical or organizational 
boundaries. These 1vorkgroups can benefit from the integration of inwging 
with the other document formats that are available through the network, 
including word processing, spreadsheets, electronic mail, voice, and, in a 
not so distantfuture,full multimedia and video conferencing. 

This chapter describes some of the design issues that must be considered 
when trying to integrate an image document system with the rest of the 
business applications necesswy to support the workgroup. Although the 
discussion is Limited to tools that have been fully deployed in the DOS/Win
dows 3.1/0S/2 environment, many of the issues cany to Windows 95, 
Windows NT, and UN!X-capable networks. This chapter identifies the 
commo11 tlzreads of image-enabled integrated software, understanding that, 
from a user point of view, deciding on the "best" workgroup productivity 
software may well be the result of personal considerations, such as famili
arity with existing tools. 
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Consequently, from a user point of view, deciding on the "best" work
group productivity software may well be the result of two highly personal 
considerations: 

• Familiarity with an existing battery of tools supporting the user's 
business 

• Perceived need/or "better" tools 

If the "better" tools are from a Jam iliar family, user acceptance will likely 
be higher than if they are from a different product line, requiring learning 
new ways of doing business. 

15.1 DEFINITION 

Although the local area network (LAN) as we know it has been around for some 
time, the benefits a business derives from running its main activities on one have 
been inconsistent. On the one hand, if a PC application program existed to serve a 
particular business, more times than not, it was developed with a single user in 
mind. The advent of the LAN made it possible to "stretch" this program so it could 
be used by many people, but the program's single-user heritage always seemed to 
show up like an uninvited relative. And although the stretched version of the 
program was able to perform most tasks well, some operations, which performed 
flawlessly in the single-user version, turned into nightmares when attempted by 
multiple users on a LAN. 

Eventually, programs were developed with the network in mind. These programs 
could be used on a single machine, but their main benefit was intended for groups 
of workers. Many mainframe applicaLioo programs, which businesses had been 
struggling with for years, were laid to rest, cu1d new programs were written and 
implemented using the benefits and cost-effectiveness of the PC/LAN environ
ment. 

During this time, document imaging systems, which resided on rnidsize or, more 
commonly, mainframe computers, had price tags that were almost as high as the 
long-term costs of maintaining them. Due to the significant processing and storage 
needs a document imaging system requires, these were the only platforms able to 
support business programs of this type. In fact, if a business could afford them, 
these systems did their job very well. They had relatively fast response times, 
excellent data storage and archive, and usuaJly a large company to service and 
support them. 

The PC/LAN market was speeding along, Lhough. New and faster systems were 
being introduced weekly, and the storage capabilities of these computers increased 
dramatically. With the advent of optical storage devices that could store almost a 
billion bytes on one removable disk carlridge and still reside inside the PC, the 
reign of high-cost document imaging systems was coming to an end. 
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It became poss1hle lo purchase a documenl imaging syslcm thal wouh.l fit well 
within a budget anti cosl rclo1ivcly little to maintain. Any organization could scan 
documents rnlo the computer, store these images in folders aml files, and index .ind 
retrieve them 111 a matter of seconds. Tbc lime-consuming, and hated. manual 
process of searching lhc company arc hi vcs for old files w:is exchanged for cnlering 
ii1for111:11ion on a compuler screen and walching the results pop up hir any 
orgm1i1allon ncec.ling quick anc.l painless access lo its old records, where the image 
can he defined as the application, this was and still is a very cost-effective \Olution. 

15.2 THE IMAGE AS THE APPLICATION 

For exnmple, a law firm is preparing a case for its client. The client, a large chemical 
company, is the defcndanl in :i lawsuit that claims it failed to follow the appropri:11e 
guidelines when handling hawrdous chemicals. Since this type of l:1wsuit usually 
puts the c.lefcndant al risk for miJlions, even biUiMs, of dollars. muc.:h effort and 
expense will be exhausted in order lo produce, if not a victory, nt least a reduction 
of damages. Recommendations for a document imaging system by the law firm 
will be taken seriously by lhcclieDLeven if the life expectancy or the system extends 
lO only this one c:.u;e. 

In lawsuits of this type, the volume or documentation and papcrworl.. is astound
ing. In one actual case, the defendant had to dust off files anc.l documents from the 
early part of this century, and these were just some of the two million pieces of 
paper that conceivably could have been used by either party m the law:;uit. 
Obviously, this amounL or paperwork is beyond lbe ability of even a team of lawyers 
anc.l paralegals to deaJ with in a manual fashion. Even if all these documents were 
read by the legal team, they would find it impossible to precisely and fully 
cross-reference the information within these documents for the company's day in 
court. 

ln this situation, an automated document imaging filing rutd retrieval system 
makes a lot of pructical and economic sense. It is practical. due to the volume of 
in format ion, the need to cross-reference and index all of it, and the need Lo provide 
a fast retrieval method. II is economical, because in relation to the company's risk 
(potentially a billion dollars), spending half a million to two million dollars on un 
imaging system is minor. Even if this system is never used again, the cost can be 
justified. If the defense inuncdiately fails to catch and rebut any significant 
statement made by the prosecution due lo its mability to find contradictory 
infonnation from literally roomfuls oflegaJ documents, il could translate into many 
millions of dollnrs. 

The above situation c.lemonsLratcs the image as the applicalion; that is, 1f il 
weren't for the need to automate the handling and referencing of the mountain of 
documentation, there would be no need for a computer system. The c.lefendant's 
purchase of a computer system is not motivated by its desire for automated bilJing, 
word processing, or sending electronic mail to company employees. lts purpose is 
singular and will not be augmented, extended, or connected to otJier systems 111 this 
organization. As noted. it may never be used again. 
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15.3 THE IMAGE AS A COMPONENT 
OF THE APPLICATION 

Imaging products that presume the image is lhe application generally do their job 
well. However, whal if the image is not the application, but onJy a component of 
it? Whal ir needs require the organization of all information related to a particular 
client? In one "folder'' must be word processing documents, cost analysis from 
spreadsheets, 111arkcl research from the database, and, last but nut least, images of 
diem correspondence: pictures, graphics, or any other documenration critical to 
this client. 

What if you wanl to put Logel her n subset of these components for a presentation 
without ever leaving the computer you are working on? What if all these compo
nents must he living documents; that is, when one component is allcrcd, changes 
to the dala will be rellectcd in the presentation finished last week'? And what if 
various workers each have a role in producing or reviewing these components? 
l lcrc, the software environment, not just the application software, as in the previous 
ca~e. offen; groups of people the ability to produce a prcscmalioo with the image 
as a single, albeil important, component of the final product. 

For example, Lhe purchasing arm or a large company requires the submiual of a 
number of signed documents by employees requesting a major purchase. This 
documentation must include financial juslillcation (spreadsheeLc;). usage or need 
justification (word processing, graphics, and/or sprendsheets). nnd technical details 
(druwings, schematics). ln addition, the purchasing agents may need to route this 
documentation to various executives for review and signature. Wilen all this is 
complete and the request is approved and purchased, t.racking details, such as 
purcbase orders, purchase invoices, shipping invoices, memos, warranties, and other 
docwnentation, need Lo be retained for equipment servicing or warramy reasons. 

If, in this example, an integrated program was used throughout the request and 
purchasing process Lo track and record all relevant documentation, company 
personnel woulu be able at any time in the future to collect complete and consistent 
information on any aspect of the purchasing process. This inrormation may be a 
memo from the word processor or the shipping invoice from the image processing 
component; the specific type of documcnL is unimportant. The fact LJ1at all compo
nents of the purchasing process co-exist in one location and can be retrieved and 
analyzed in Lbe future makes this invaluable lo any organization, especially lbose 
with complex worlcflows. 

The use of the image as only a componenl of LJ1c application is what integrated 
workgroup image-enabled productivity software (IWlPS) is nU about. IL is a 
software program or suite of programs that together allow people connected by an 
operational process lo increase their productivity both lluring the process and after 
it when needing to research historical information. 

The following sections detail how to decide if IWIPS is right for you and your 
business, LJ1e basic building blocks to an rwn>s system. and some add-on compo
nents to enhance and increase the efficiency of a standard system. Two products 
are presented as examples of the image as a component of the application to 
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illustrate the Mrcngths and wcal-.ncsscs of v:u-ious imaging systems. And finally. ;1 

number of key issue:. pc1 tmcnt to the success of an CWIPS arc drscw .. sed. 

15.4 DESIGN CONSIDERATIONS FOR AN IWIPS 

Before any considerauon ti. given to wluch document imaging system 1s right for 
your organi1a1ion, tliei;e queslioni; must be answered: "What do I want Lo nccom 
plish with this system?" ;ind "I low. within my budget confines. Lio I accomplish 
this?" The first is a comple>. question. Besides the obvious answer- I(> incrcai;e the 
efficiency and reliability of some manual or partiaJly manual prncess- considcru
tion must be given to whnt gains your organization will garner, whnt new function
ality the system will provide, how it will affect employees, and what will he 
relinquished. 

If you have simple goals, -;uch us organizing personal files, then the answers to 
Lhese two questions will not be as rigorous for the person chartered with the 
responsibility of automallng the organizatiou's paper now; saving money; and 
providing n safe, realtsllc, economical, and workable document retrieval and 
backup scheme. 

Define Business O peration 

The first step is to map out what groups in the organization arc affected by the 
current process. Sit down with those responsible for both Lhe data (i.e., nonimage) 
portion of the business and the documents; understand tbe current work process: 
how paper and data now into U1e operation, how they arc manipulated, how they 
now OUt to Other groups, nnd how they will be used historically. If your job is to 
automate an existing process, this workOow detailing may produce curious incon
sistencies and questions as to why the process has taken on its current form. Many 
Limes you will discover that the evolution of this process has produced some very 
queer beasts, which you somehow must unravel and understand. 

If, due to your exceptional foresight with new technologies, you nrc pmposing a 
beneficial new process, hopefully, you will have equal providence as to how it will 
affect both humans and machines. This new melhod must be bolh workable for those 
using it, economically realistic for those paying for it, and technically feasible for 
Lhose installing it on the computers you currently own. More times than not, your 
proposal will include additional hardware and software requirements on each user's 
computer, in addition 10 at least one central site hardware configuration. Be aware 
Lhat t11e installation of a workgroup document image processing system may change 
the way people use their computers even during nondocument image tasks. 

In eilhcr case, it is critical after Lhis worknow analysis tl1at serious thought be 
given to improving the process and nolJUSI replacing iL More times thnn not, simply 
replacing one system w11h another translates into doing the same job faster. Fuster 
is nice, but a simple translntion of a manual workflow to an automated workflow 
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has the undesirable effect of moving warts and scars from one process to another. 
Just because it's being done now doesn't mean it makes sense in the future. You 
need to define system goals, understand the current process and all its inconsisten
cies, strip out as many inconsistencies as possible while retaining functionality, and 
finally design the system based on these facts. You are in the unique position of 
understanding both the current workflow and the potentials of a future automated 
operation. No one else has this knowledge: Use it wisely. 

There are many different points to consider before investing in any document 
imaging system, and all of them arc nOL detailed here; however, make sure you 
address at least these points listed below before investing your organization's 
money and operations in any product Pi rst, understand the workflow of documents 
in your present operations: 

• How do documents presently enler, reside, and exit your business process? 

• Do these documents need to be saved? For how long? 

• Who needs to access these documents? From where? When? How frequently? 

• Do these documents need to be saved and grouped in a file with other types 
of documents? 

• How much paper enters the process each day: SO, 500, 50,000 pages? 

• Is the scanner you have budgeted for hardy enough for the type of documents 
you intend to enter into this system and the workflow you have planned for it? 

• What arc the bottlenecks and potential points of failure of the current system? 

Second, after analyzing the workOow, determine what enhancements to the 
process you would like: 

• Integrate these documents with a company-wide database? 

• Extract the text from these documents (OCR)? 

• Send and receive faxes directly into this system? 

• Integrate this system with your company-wide e-mail system? 

• What are the bottlenecks and potential points of fai lure of the new system and 
how can you design them out of the process? 

Windows Workgroup Imaging System Architecture 

Connection to a network of some kind is a given these days for people who work 
together. This network may be local or wide area, or it may mean communicating 
with fellow workers through a cenLral hub, as in mainframes and minicomputers. 
In either case, information is passed from one person to the next. 

Limiting our discussion to the MS Windows and OS/2 environments, the choices 
for types of networks usually involve Novell NetWare, Banyan VINES, Microsoft 
LAN Manager, or NetBIOS. Any of these network choices allow for a fully 
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functional documc111 1mag111g systt'm. The mo!.l common requirements for W111-
dows-hascd dm;umcnt imag111g systems are detailed below. Be aw<ire. though. thal 
each imaging produt:l has its own requirements, so before purt:hasing. ii''> a good 
idea to thoroughly chcd. and make sure your organization's net work 111frastruc1ure 
can s11ppo1 l the syslern you have selected. 

Client/Server Computing 

Connecting LO a company 11ctwt1rk today is not as simple as it used to be. Nol so 
long ago a standard local :.in~a network consisted of workstations that were 
connected vi::i cable to a central network server Lhal handJed file storage, commu
nications, and printing. It was true to its name; it was local. Today, the guts of the 
network you co1111ect to may very well exist in a location far from where you arc. 
Be ii from a laptop computer over a standard phone line, a wide area conncctton 
over high-speed phone lines, or across the street over a dedicated fiber optic link, 
the local area network has outgrown its name. 

From the point of view of the user, the imperceptible interaction of the document 
imaging system and the network, whether local or wide area, is critical lo the success 
of the system as a whole. When the network. speed is appropriate for the task, when 
the imaging software efficiently uses the network toolset. and when the design of 
the system as a whole is a result of a detailed understanding of the organi1ation's 
goals and workflow needs, then, and only then, will lhe user feel that this is a tool 
lhat increases efliciencies and in the long run saves money. In otlier words, the 
network must not get in the way; it should be conspicuous by its absence. 

The client/server model is used today botl1 by workgroup document imaging 
products as well as by mainstream document imaging products, due to its inherent 
ability to separate processes best done on the server from those best done on the 
workstation. The server facilities provided by most imaging systems are: image 
server, fax server, OCR server, and, in some cases, a variation of a scanning server; 
these are in add ition 10 the network operating system's server facilities. for 
example, 1he image server stores document images, receives requests for images, 
and responds to the requests by transmitting images to the requesting workstations. 
The workstations, on the other hand, run the programs that request, display, and 
print the image. 

Server processes can be combined where it makes sense. For instance, the image 
server can be one and the same as the network file server (NFS). In such a case, 
the document image software manufacturer develops a special program, which is 
placed on the NFS 10 manage the storage and retrieval of images and data files for 
the document image software. As of this writing, Novell and Kodak arc jointly 
developing software that will enable the NetWare network operating system to 
efficiently manage image files, something it can't do very well today. It is hoped 
that the product that emerges from lhis effort will provide many benefits to the 
NetWare user, not the least of which is a more centralized storage and backup 
facility for all types of files. The various servers available for a document imaging 
environment are detailed in the next section. 
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The Image Server 

The mos1 common feature of a workgroup document imaging system is its image 
server. ll is used 10 separate 1hc image t11e storage from the NFS, thereby increasing 
the flexibility of image storage management and significantly reducing the file 
access delay nonimage users incur when both images and data files exist in the 
same storage environmcnl. An image server manages the storage of all network
based image files and works in conccrL with the requesling agent, the workstation. 
It is also specially designed 10 handle extremely large storage capacities and the 
wide variety of storage media available today. Besides magnetic media, image 
servers can manage WORM optical drives (write-once, read-many), RW optical 
drives (read/write), jukeboxes containing these media, and archive systems-most 
commonly tapes. 

How is this done? The image server receives requests from the workstations and 
processes these requests by locating the desired documents and sending them lo 
the requester. That sounds simple, and it is, except for the part about locating the 
documents. The main task of the image server is document management. At all 
times it muse know the whereabouts of all documents put into its trust. ln an 
environment where everything exists on a magnetic drive and doesn't move until 
it's deleted by the user, that's simple: Look up the name of the file in the internal 
file directory and gel the file. l lowever, when there are a number of drive types on 
a system (magnetic, WORM, R W optical, tape), and file locations are not stagnant 
(an unused file may be automatically moved to a slower medium), the image server 
can'tjusl pluck a file off its disk. It must know which medium type it is on, how 
to access it, if that device is available, and where it is on that device. And il must 
have the ability to signal to both the requester and computer operator that a file was 
requested but its medium is not on line. Luckily for the user, this is all handled by 
lhe software itself. 

Although this method of image storage requires the purchase of a separate and 
dedicated computer, it is currently the best solution for image fi le management. As 
mentioned, work is being done on some network platforms that will allow the NFS 
to handle this task, thus eliminating the need for an additional compuler, and 
thereby reducing the price of the complete imaging system. 

The Fax Server 

It is quite common today to send and receive documents via fax. However, if you 
have ever tried to scan a paper fax, you have noticed a degradation in image quality 
in the resulting image document [f you then tried to OCR this document, the result 
was no doubt less than pleasing. Enter the fax server, a computer that manages and 
routes inbound and outbound faxes. Inbound, it scores the fax as an image fi le so 
that the quality of the stored image is greatly increased over the method just 
mentioned. As for outbound faxes, any network user can fax data or stored images 
or can scan and send an image directly to the fax server, usually with increased 
resolution over standard fax machines. 
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Like the image server, the fax server may be a machine dedil'aled Lons particular 
task, but most products do not require this. If the volume of faxes 1~ not significant 
enough, the fax hardware and sofiwnre may exist on a workstation. or they may 
share a server with another process (e.g., fax/OCR server). lt is up to lhe -;ystcrn 
designer to dc1crmmc if, in fact, the volume of faxes sent and received versus the 
needs of the sister process warrants a dedicated machine. 

The OCR Server 

The process that converts images into text, known as optical ch~1racter recognition, 
is important only in those document imaging systems that need to manipulate or 
search through 1hc tcxl of documenL<;. S1111ilar to rhe other server tasks mentioned, 
the OCR server acts ns u common poinl of processing for nll users who need its 
services. lf your needs arc simply lo manage images, this option can be elimi nated 

The OCR server can be set up through a hardware and software configuration 
or simply through software. With the advent of faster computers and cheapc1 
memory, tbe trend today is toward software processing. This has an added l>enefil 
io mullilasking environments such as IBM OS/2 and Microsoft Windows, smce 
multiple OCR tasks can he spawned off either from a single request or from 
muluple OCR requests. 

ln the single request scenario. the controll.ing OCR software analyzes an image 
of texl and separates it into usable pieces. Each piece is sent to the OCR engine for 
processing; thus, cnch section becomes an OCR subtask. When all subtasks are 
completed, the controlling process can stitch together all the pieces into one le>.t 
file. This method is extremely efficient rn thal it uses tJ1e operating system to speed 
the conversion from image to text Similarly. with multiple requests, the controlling 
OCR procedure can process a number of requests at once without s 1g111fic~1 nt delays 
due to backlog. 

Although OCR has come a long way since its introducLion, it is still the only 
process discussed here thal cannot always be counted on. In concept, its potential 
is greuL: automatic conversion of images into computer-processable text; in reality, 
it is highly dependent on the quality of the image it is given. Good image quality 
yields high trnnslation accuracy. Low image quality yields poor translation accu
racy, which therefore results in an inability Lo be considered seriously for anyt11111g 
but ad hoc needs. In the case of fax documents, U1e problem is compounded by the 
low resolution of the fax scanning process. ln time, as machines get smarter and 
faster, and faxes get clearer, this will be less of a problem, and the OCR process 
can be counted on to a greater degree. 

The Scanning Station 

In order to enter your documents into an imaging system, you probably will have 
to scan them in, and, given the proper hardware, this can be done at any workstation. 
However, a few questions should be asked before you bankrupt your organization 
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<ind st;il'l huying scanners for all network usern: What type or documents will they 
be scanning? Will you need special paper handling for these docu1m:n1s? Will you 
need hulk. sC<lnning'l How many people will be scanningdocumcn1s'! Will you need 
lo index a folder of documents at scanning 1ime or can ii be I.lone at a later time? 
There arc more questions that arc beyond 1he scope of 1his chapter. but the point 
to take home is 1hu1 n good-quality scanner still accounts Jor a significant ponion 
of the total imaging system cosl, so it is criticnl 10 lully undcrst~1nd the "who" and 
"how" of U1c scanning process as it relates lCI your organization 

Unlil.e 1he image, fax, and OCR servers. mmn document image management 
systems (DlMS) recommend placing scanners on 1l1c works1mions oftlwsc people 
doing the bu lk of the scanning. The server concept docs not exist here since a 
scm111er is a device requiring, al minimum. some human interaction on each usage. 

There docs exist one product, detailed below, that comes closer than anylhing 
else 10 lhc concept of a scanning server. It allows the system administrator lo 
configure the scanner on a.dedicated computer thaL, when given the name or the 
person whose docLtmenL-; arc 10 be scannl.!d. scans Lhc images and routes them to 
that person's desktop. This doesn'I remove the nwnual step of scanning, but ii 
comes closer lhaJ1 nnyUling else Lo providing an economicu l scanner for work
groups. 

Scanner Placement Considerations 

In an operation with a significant amount of scanning, the placement of the main 
scanning station relative to the storage device is important For example, suppose 
a workgroup currently has its desktop computers connected to a LAN. Performance 
is not a big issue since small data files are the most common form of network traffic. 
Since they need to keep track of client correspondence, a simple workgroup DIMS 
is recommended and installed onto the existing LAN, complete with an image 
server, a workstation scanner, and software. The DIMS runs through the pilot with 
flying colors and the company decides to go "live" with this system. "Live" 
meaning that instead of scanning twenty documents a day, as they did in the pilot, 
500 documents arc now scanned. All of a sudden, network performance is down 
to a crawl. Why? Well, one reason could be that the design of this system did not 
take into account the effect that large image files transmitted from the scanner 
through the network to the image server would have on network performance. 
Whereas before, small data files were the main network traffic, now large beefy 
image files are moving through the wire using up significant network bandwidth. 

There are a few simple solutions to this problem that can be defined as 
inexpensive and efficient. The inexpensive solution would require the scanner to 
be physically connected to the image server; that is, instead of the image server 
receiving images through the LAN, it would get them directly from the scanner. 
This would decrease network traffic on scanned images to zero and also speed up 
the storage of images on the server. 

This poses other problems, though. Merging these two components would mean 
that either Mohammed would have to come LO the mountain, or the mountain would 
have to go to Mohammed. Having the mountain move is fine for Old Mo', but the 
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person rcsponsihk Im the \Ccurity ul the images might not like the image scrvc.:r 
out in the open. On the other hand, Old Mo' might not like being dislocated from 
his desk and moved to lhc image server's secure location. Although this I'> a 
management issue. 11s significance to the successful system deployment should not 
be taken lightly. 

The efficient solution would not require any movement of people or resources. 
but would require that a second network "ring•· connected to the main "ring" he 
installed. The image server, lhc scanning worl-station. and a connection to the nw111 
network ri11g would he the solc components on this new "mini-LAN." All uscrs 
still could access images, with the benefit that the network resources on the main 
ring wou ld not be used during the transmission's intensive scanning process. Users 
wou ld not even know 1hat seanni11g anti storage were occurring. This method tl<>es, 
however, have its costs in hardw:lre, network sol'tware, and rewiring the scanning 
station. 

Workstation Client 

This is where the action is. The workstation in a client/server environment initiates 
almost all image storage and rctlicval functions. fl is the requester of image 
documents for display, pnnung, and faxing, as well as the main conduit of images 
that have been scanned or faxed imo the system. The workstation mus! present <• 

clear, easy-to-use, and consistent interface to all applications needed by the user. 
Therefore, for workgroup type applications that correspond to this tlic;cussion, it is 
quite common for developers to use an operating environment such as the Macin 
Losh, Wmdows for PCs, or X Windows for UNIX. 

By definition, this discussion requires that all components of workgroup soft
ware be "integrated." Applications written specifically for each of these uscr-intc
gmled interfaces must look and operate according lo certain guidelines, which, 
when held to, provide to the user both a smooth transition from one application to 
the next, as well as behind-the-scenes communication among applications and data. 
In the case of Microsoft Windows, one might make tbeassumption that it is possible 
to use software developed for Windows in tandem with software developed for 
DOS. nut this cannot he called fully integrated due lo the lack of both a consis1ent 
user interface and a background mechanism that all applications adhere to. 

Features fo r Integrated Workgroup Software 

Besides the consistent look of the software, what other features are important when 
deciding on Lhe suite of integrated workgroup software? 

Mobility of Images and Data 

The operating environment must allow the free exchange of any type of data 
between different applicauons. For example, data and images residing in a cus
tomer file created by "Bob" can be included in a report or presentation created by 
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"Betty." Bob and Betty may be using completely different software, but each can 
use lhe other's data to complete his or her own task. 

Ability to Display and Operate Multiple Applications Concurrently 

Since this discussion deals with soflwarc that increases a workgroup's productivity, 
these workgroups must use a variety of software products to complete their tasks. 
Many times. the user must work on a database in conjunction with image display 
software. It is imperative thal the screen "real estate," that is. the usable area of the 
screen, be maximized. ff not, users will be nipping between overlapping windows 
or resizing less frequently used windows in order to clearly view what they arc 
working on. This has the undesirable effect of actually decreasing productivity due 
to the constant housekeeping on the windowed desktop. 

fn the PC world, maximizing display real estate means enhancing two compo
nents: the video display card and the display monitor. The standard PC comes with 
a VGA display card and a 14" monitor sufficient for the DOS or basic Windows 
applications. If, however, you want to simultaneously operate using multiple 
windows, then increasing both the resolution of the display card and the size of the 
monitor allows you to concurrently view multiple applications, each in full-screen 
mode. lnefficiently flipping between applications has been eliminated. 

Ability to Perform ODE 

Any appllcallon used in this environment should he able to perform an opcrauon 
called DOE. or dynamic data exchange. This opcral100 allows links to be estab
lished belwcen dala liles of differcnl origin hut common relalion, thereby allowing 
multiple data files to aulommically reflect .. , single common chnngc. 

An examrle of this is the lmking of the data from a spreadsheet with the text of 
a word rmcci;sor. After the initial number crunching is done in lhe spreadsheet, the 
rcmn111dcr of' the work most likely will be done in the word processor. If. however, 
changes need to be made to the numhcrs, 1t would he very convenient ir (instead 
of having to exit lhe word processor, enter the spreadsheet, make the changes, save 
the changes, exit the spreadsheet, enter the word processor, and tinally copy the 
changes hock into the text) you could modify the numbers directly in the word 
processor, which would automatically update the spreadsheet with the changes. 

Object Linking and Embedding (Ol. E) 

As recently as five years ago, a computer-based customer file could be defined as 
any text-based informalion that could be entered into the company's database. This 
was fine as long as the work did not involve receiving paper-based documents, 
producing any spreadsheets, or creating any graphics. 

Today, however, what makes up a customer file includes such things as graphics, 
images, and spreadsheet data, in addition to the standard text-based information. 
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Each or these d,11a elements calls a different place home, hut they all meet 111 a 
primary locatton when the user wants them lo This primary location, or darn hub. 
can he defined as ;111 npplicauun with the ability Lo reference and invoke any other 
application \O that when a secondary applicauon appears. il shows a screen 
displaying the infonnat1011 that is directly relevant to the curn.:nt tusk. 

Let's say you work in the hum:m rei-.ourccs dcpanment of a large co111pa11y and 
maintain a dutabasc of all pcopk who have sent you resumes. Curremly. you 
receive a resume and e11tcr SOlllC of its information into your database and then put 
the resume into a folder. Let's also assume that all hiring managers can access your 
database to view the new prospects. When a particular prospect looks good for the 
joh, 1he hiring manuger ca lls you to get the resume. You then go to your file, and, 
assuming you refiled it correctly after the last request, pull it out, photocopy it, and 
send it off to 1hc requester. If you put it through interoffice mail, the hiring manager 
will finally sec ii half a day to a day luter. 

Let's say, instcml, you lmd n database wiU1 integrated image capabilities that all 
lming rnanuger.s could view. Now, when you receive a resume, you cmcr a few 
pieces of inforrnallon and lhen Sc~lll lhc resume into the database SO that it becomes 
just another piece of infomiation in this applicant's file. When a luring manager 
selects u prospect, he or she can view or print the r6\umc immechately. You arc 
free from the paper-pushing task del:ulcd above and no longer need to think of 
yourselr as a clerk. This example can be applied to almost any oflice function where 
a bolllencck is created when LJ1osc who need infonnation must request it from those 
who have 11. 

Printing Document Images 

Now that a decent laser printer is affordable for most workgroups, it would seem 
lhlll priming documents from a document imaging system would be fast and simple. 
Well simple it is, but fast ... sorry, that's not the case. That peppy laser printer that 
a workgroup uses to print text-based documents will become a silent monster when 
nskcd to print images. Instead or measuring performance in pages per minute, sit 
back, relax, nnd measure minutes per page. The standanl office laser printer was 
designed to efliciently print text, not pictures or images. This is not to say it can't 
do it; it can, with enough memory and patience. 

For those people who always nrc pulling that partially printed page from the 
laser printer. there arc products on the market that recognize this as a problem and 
do in fact speed up the print mg process. These products require you to purchase an 
expansion card for your printer (only a rcw of the most popular printer models are 
supported), which essenually replaces Lhc printer's parallel connector in the DOS 
and OS/2 environments. Print daUI arc sent to the card, which formats the dma, 
either images or text, and directs LJ1c printer to print the data, bypassing most of the 
printer's built-111 processing. Allhough this may cause some irregularities with 
normnl text printing, it 1s a definite improvement over the primer's internal image 
processing for those workgroups that need it. Images now can be printed at speeds 
close to the p1in1cr's maximum throughput. 
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Some solhvarc prmlucls requ1n: full printing engines to faci litate fast laser 
prin11ng ol image:-../\ I though the solLwurc manufacturer must develop its product 
around these components. they provide printing speeds up to the printer's adver 
tiscd spec.:ilu.:a11ons as well as an mlt.:gratct.I pnnung solution. TI1c standard con
ligurmmn 111cludcs e1>.pansiun c:lrds 111 both the printer and the computer to which 
the pnnter I\ c;on11ccte<l, bypa..,..,mg the par.tllel pons on both machines. One 
configuration even goes :;o far a:. to mcludc the scanner in this loop. which allowi. 
immediate pnnllng or scan net.I doc11111cn1s, making IL a kind of high-tech copier. A 
downsic.Je Ill this type or softwnre-p1111te1 integration is the imaging :.yMcm 's 
inabiluy to use the shared pnnl queues provided by the network software. thus 
delivering the above bcnclils only lo the pcri.on whose workstation is connected to 
the printer. 

Selection Criteria for Integrated Workgroup Software 

Many software manufacturer.; will soon he jumping aboard Lhe integmted work
group software bandwagon. Some might even claim LO suppon document imaging. 
To be sure that their claims are accurate. ask the following questions: 

l. Can you envision their product as the hub application used by all your 
network users? 

2. Can you link this product with the specific applications you need? 

3. What is the software developer's idea of integrated workgroup software? Is 
it fully developed and simple to use out of the box, or must it be customized 
through supplied or third-party development tools? 

4. Other than scanners, does this product require the purchase of expensive 
workstation hardware? Considering the number of users on your network, 
is this figure within your budget? 

5. Docs the product support the use of a common image file by multiple users? 

6. Does the product include image management and archiving features? 

7. Is integrated work.flow document routing important to you? 

These are not all the questions you need to ask, but this list can be a general 
starting point for your investigation. 

15.5 SOME FINAL POINTS TO CONSIDER 

The implementation of any successful workgroup process requires an under
standing of the way it's done now. How does information flow through the 
workgroup? How and where is the information changed or manipulated? What 
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positive aspects or the current work flow will you retain. and what negative ·''!'>Cl.I\ 
will you remove, replace, or redesign? Where arc Lhc cr.icks and bolllened.s in the 
process into which both 111forma1mn and money vani~h? What is missing m whal 
just doesn '1 wm k in the current process from the point of view of ho1h management 
as well as workers? Should the image lead the intcgratmn process, or rs the image 
just another, albeit more complex, piece of data? 

Next, it's important to understand the way it can be done with an 1WIPS. I low 
can your organi1.ation efficiently anu effectively use all I he new tools available in 
a Windows environment with existing image-enabled workgroup systems? Where 
can mnnunl, often clerical steps. be cli111111atcd and rcplaccc.l with a ~ys1cm's innate 
abi Ii Ly to son, process, and notify you or changing informal ion? I low C.'111 Lhe crncks 
you iclentilied be removed, and how can you guard against others from fon111ng? 
How quickly can u work ing system be implemented? C;1n you use your new 
workgroup Looi out of the box, or will you need lo spend time tailoring it 10 your 
needs? And do you or your client hnve the time? 

It is critical that management and lhe eventual users understand and huy illlo the 
workgroup concept They musl understnnd that a properly designed IWIPS is a 
productivity enhancing process and not Just a replacement for the Ille cabinet. TI1e 
system shou ld not be designed just to numic an old process but Lo create a new. 
more eflicienL, and simpler one. Its funclion ~md role within the workgroup should 
be well-defined and explained, with special emphasis placed on the added value of 
the image store. Too many times. Lhose using a system with image capabilities 
perceive iL as fun and alluring ("Wow, pictures on my screen!"), only to wake up 
Lo the realization that it was a very expensive one-night stand. The pcrcepuon of 
this sysLem, both within the workgroup and without, needs Lo be managed closely. 

In many cases, the selection of an integrated workgroup software may well be 
dependent upon a strategic design decision as to the long-term need for maintain
ability of the imaging application. For instance, the choice may be between using 
an inherently tightly integrated environment and an 111tegra1ablc architecture. rn 
the first case, the development path may be easier because of the uniformity of 
interface, bul its flexibility may be constrained by the capabilities of the underlying 
engine. /\.good example of lhis approach is Lotus Notes: Document I rnaging, which 
requires a Lotus Nmes server, but has built-in image-embedding features, which 
make an image part of an existing Notes document. In the second case, the 
developer may want to use a wider range of options, but will need to assess the cost 
of integration. /\.n example of a product that supports such an approach is Kcyrile, 
which, as a Windows-based package, offers the flexibility associated with that 
environment. In that approach, the development of image-embedding feaLures 
requires additional effort WheU1er that feature is valuable to an imaging applica
tion depends upon a variety of factors, including the oumbcr of times an image 
must be retrieved versus the number of times cextual information is suflicient. 

One of the greatest benefits of integrated workgroup image-enabled products is 
not so much what they provide in their box, but the potential they offer through 
their use of the Windows and OS/2 environments. With the currenl ability of mnny 
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new or updated programs written for these environments Lo share data with other 
similarly configured programs, or Lo be the launching pad for an organitaLion's 
workflow, the line between single-function programs and workgroup programs is 
becoming less clear. Today, the mark of a full-function product is not how much 
it can do, but how well it can integrate with other products. In the near future, you 
will not purchase a program hoping it works weU with other programs, but 
assuming it will. 
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Combining Microforms 
and Optical Disks 

Marc R. 0 1Alleyrand1 Ph.D. 

16.1 INTRODUCTION 

Regardless of the n:uure and archllecture of the infonna11on networ~. there are 
instances when, for operational, legal, or other reasons, electronic imaging comes 
in competition with conventional and computer output mu.:roform-bascd :.ystems. 

Because of the delays associated with microfonn production, most microform 
usage is found in either look-up or archival applications. In contrast. optical disk 
systems provide immediacy of access, making it possible to extend the use of 
imaging to transaction and other on-line applications. 

There are two c.hffcrcnt op1ions for capturing and retrieving documents when 
microforms are involved, and each has its m.lvaolages over the other. Everything 
else being equal, when requirements are for immediacy and speedy communica
tion, there is a strong argument in favor of optical disk installmions; when archiving 
is a m:ijor consideration, a good case can be made for the use of microforms. 

In many cases, however, an analysis of information retrieval requirements 
throughout the life cycle of a document often shows that both are desirable to 
support the business objec1ives of an organization. For instance: 

• ln financial npplica1 ions, optical disks allow the de,o;ign of integrated info1 ma
t ion systems, where data extracted from digitized paper records arc processed 
in a cost-effective manner. The dissemina11011 of reports gener:ucd as a result 
of this processing may be more cost-effective on microfonn than if retrieved 
through network imaging stations. 

• Jn legal areas, optical disks allow efficient information retrieval. However, 
the cost of storing inactive lites may favor the use of microforms for long-term 
retention. 

3.19 
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• In sales and marketing activities, optical disk sy~1cms can provide quick 
accus~ 10 inf'ormution in support of the org11ni1a1ion. Hul. because the need for 
1ns1U11t retrieval begins to fade, microronns provide an incx1X!ns1vc storugc 

medium for archival data. 

Clearly, optical disks and m1crofontl\ can nt ten tlc seen either as complementary 
01 competi ti ve rather than exclusive media (sec Figure 16. I). and many organ1.l:l
tions acLUally use both. There arc csscn11ally three wuys to gcncrutc and use images 

from documems. Figure 16.2 shows that documents. once captured. can either he 
printed on paper, displayed on a computer screen. urprinted on film. Opcratmnally, 
these d1ffe1enl methods arc not cqu1valcn1. 

The difference in infonnulion usage rcflcc1~ different orgamzmiorwl rcspons1-
biJi1ics; therefore. it is not unusual that docu111ents arc captured independently on 
both optical di sks and microform. This results in u suhstu111ial duphcm1on of cffon 
in prcparauon, 111dexing, and quality control . A heller solution 1s to replace this 
dual image capture procedure hy a process thnt combines recording m one medium. 
either on film or on optical disi... followed hy an nutomatic conversion to disk or to 
microfom1. An altcmalive method. concurrent image capture, uses specialttcd 
equipment that contains both a cicanner and a microfilm camera. Whatever the 
approach, Lhc result is the creation of inLcrdcpcndcnt microform/digital image sets 

(MDIS). This chnptcr corn pores these three methods from both an opcrallonal und 
financial perspective. 
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Figure 16.1 Comparison between application areas for optical disk and 
microforms 
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Figure 16.2 Paths for document retrieval 

16.2 GENERATING MDIS 

IMAGE PRINTED ON PAPER 

IMAGE DISPLAYED .... 

IMAGE PRINTED ON FILM 

RETRIEVAL 

Three MDI generation melhods hnve developed to meeldiverging business require
ments. Organizations that have an initial invenlory or microforms and wanl 10 take 
advantage t>f the opcratiomil benefils of digitized images may choose lo use a 
"film-then-scan" (rTS) approach. Operations that require a chronological audit 
trail am.I will generntc simu llaneous recordings on disk and microforms probably 
will use a "scan-and-film" (S&F) technique. Finally, organizations that need 
accurale backup files on microforms may want to use a "sca1Hhc11-film" (ST!:') 
methodology (sec Pigurc 16.3 ). 

Traditional M ethod: Film-Then-Scan 

The fi hn-1hen-scan method is oflcn found in organizations that have geographical 
or institutional obstacles thal separate direct interaction between microfilming and 
optical disk arcus. This method 1s also used in situalions where there is a subslantial 
inventory or filed material Lhat needs to be convened lo a digital fom1al As such, 
its implementation docs not require changes in microfilm or scanning procedures, 
because these two processes can proceed independently. Manufacturers of film 
scanners for such a method include Meckel and Sunrise for roll film and fiche and 
TDC for fiche formats. 

Page 136 of 168



322 Networks and /111ag111g Systems in a Wimlmved £11viro11111ent 
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Figure 16.3 Principle of a film recol'dcr 

Approach 

In the film-lhen-scan approach, microforms thal have been generated elsewhere 
are processed by a microform scanner (sec Figure 16.4). Standard work.flow can 
be described as follows: Documents are recorded on a conventional rotary or 
planetary c~uncra. The resulting lilm is processed and inspected. and nny filming 
errors are corrected in rctukes. Once the lilm has been accepted, it is sometimes 
duplicated for safety and then sent for scanning. The scaru1ed images finally arc 
submitted to quahly control and indexing procedures to ensure retrievab11ity of the 

individual images. 

OPTICAL DISK 

".-- ..M ~-@ 
/Indexing 

AlmScann• 

t RetakH 

Figure 16.4 Principle of film-then-scan approach 
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Advantages 

Advantages of the film-then-scan method are: II docs nol disrupt existing opcrn
taons, and it provides aaa efficient method to dagilize manual files. J\ssummg that 
the contenLc; of the film meet accepted quality standards. the conversion of the rile.'\ 
to a cligil17.ed format c;an be done in an unallended mode. which saves on operator's 
expense. In addition, if the nucroform:. are part of a computer-aided retrieval (CAR) 
system, the conversion may be faciliLatcd by importing Lhe index already used for 
the CAR system into lhc digitized env1ronmenl. Bven if the film qunlny is below 
'itandard, most film scanners can be equipped with an image enhancer so that 
marginal images, such as records or mullipun forms, can be brought bacl, to a level 
where they can be used. 

Drawbacks 

The major drnwback of the film-then-scan method is the same as that a.c;sociated 
with microfilming in general-namely, the inability to detect filming errors as they 
occur. These errors include missed pages or overlapping images; poor document 
registration; and poor-quality originals, sucb as receipts printed wilh dried out 
ribhons and multipart fo1 ms. Such errors are often objectionable, and it may be 
necessary to refilm the rejected material al significant additional expense. The total 
unit cost of such a retake, including searching for the originals and inse1ting the 
con-ected images in the filmed record, either by splicing or through indexing, ma) 
be an order of magnitude larger than lhe cost of image capture alone. In addition, 
indexing is often a dual operation, as rnicroform indexes seldom meet the precision 
required for the retrieval of images on optical disks, thus requiring a second 
indl.!xing activity at lime of scanning. 

Concurrent M ethod: Scan-and-Film 

While film-then-scan ml.!lhods can be implemented in separate sites, scru1-and-lilm 
techniques require the use of dual-purpose equipment, containing a scanner and a 
microfilming camera. These devices, most of which arc of recent design, arc 
manufactured by a variety of vendors, including Kodak, Bell & Howell, and 
Photomatrix for roll film. and TDC and Staude for microfiche. 

Approach 

In the scan-and-film method, the image of a document is captured on film and 
scanned at the same Lime. Figure 16.5 outlines two different uses for this approach. 
Because there is no control on the quality of the microform lhat is produced during 
scanning, there may be rare conditions where the microform copy must be of 
acceptable quality, requiring a separate optional quality control and retake. De
pending on the design of the document system, quality control of the recording may 
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Figure 16.5 Diagram of concurrent scanning and filming approach 

be tlonc un the lly by looking at a monitor aunchcd Lo lhe scanner or at a later time. 
Because of the linkage between the scanner and the microfilm camera, any errors 
requiring rcscannmg result in a duplicate image on film. 

Advantages 

The major advantage of lhis technique is that it is possible Lo identify document 
capture errors, such as skew and other misfecds, as lhey occur. TI1is allows 
immediate correction of the scanned image. and. tlepending on the economics of 
the correction process. may reduce the volume of rcfiJming that woultl be required 
under the film-then-scan approach. Furthem1ore, it is possible under certain cir
cumstances to calibrate the scanner so that it emulates the microfilm camera within 
a given range of exposure. Finally, because rilming is a sequential operation, the 
resulting microform can be used as an audit trnil. 

Drawbacks 

Because each scanned image, acceptable or not, generates a microfilm record on a 
scan-and-film device, it is not possible to prevent unacceptable images from being 
recorded on film. The significance of this depends on the purpose for the film copy. 
For instance, when the film is created only for audit trail purposes, duplicate frames 
recorded as the result of retakes are of litLlc consequence. However, if the film is 
to be used us the official copy of record, there may be a need to cross-rcfer'Cnce 
images on disk wilh 1hcir microfilm duplicale frames. Under lhese conditions, 11 

may be necessary 10 develop and reconcile two di fferenl indexes. Last but not least, 
scan-and lilm uevices are in the high end of scanning equ ipment prices. Therefore, 
the use of multiple scan-and-film devices may prove to be more expensive than 
other imaging equipment. 
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Advanced Method: Scan-Then-Film 

Scan-then film (ST(-) methods convcn digili1cd images to film without the draw 
backs associated with conven11onal microfilming. TI1ey use la.<;er· dnvcn devices 
called n11crofo1 m pnnters or f"1lm recorders. These device$ arc produced by manu 
facturers specializing 10 computer output equipment, such as iBasc and Anacomp 
for black-and-while imaging. Forcoloroutpu1, il is possible to use more expensive 
equipment by Oicomed and 111, which use a cathode ray tube (CRT) instead of a 
laser source, Ill a signif1c<1nl reduction in recording speed. 

Approach 

Scan-then-film methods, depicted in Pigure 16.6, capture digitized images of 
documents on an appropriate medium, such as optical disk or DAT, and use LhaL 
medium as input to a printer specifically designed to record digital signals onto 
film. 

At the present time, there are three types of recorders on the market, using lasers, 
CRTs, and electron beam recording (EBR). Most commercial recorders for docu
ment systems are laser-based machines. CRT and EBR systems, which are much 
more expensive to acquire and run, are used for specialized applications, such as 
high-end monochrome or color publishing. Because current laser-based installa
tions operate in a binary mode, they are not wcJJ adapted to the rcproducuon of 
continuous-tone materials. CRT- and EBR-based machines may be appropriate for 
that purpose, but their speed may be too slow for a given application, and their 
operating costs are substantial. 

EJ a 
Scanning 

t Quality Co•11 Alm Recorder Processing 

Retakes 

Figure 16.6 Diagram of a scan-then-film operation 
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Advantages 

The advantages of scan-I.hen-film methods are derived from the superior qualily of 
digitized images, which are lypicaUy eleclronically enhanced by the documenl 
scanner before being recorded on I.he digilal medium. Tn addilion, because lhe disk 
contains only valid images, the copy to film will be comprised only of relevant 
frames . This reduces the need for film quality control mentioned for the scan-and
film method. Furthermore, because the digitized images are fully indexed, there is 
no additional work required to generate an index to scan-then-film films. Finally, 
because the transfer is done under computer control, it is possible to merge data 
from different sources on the same film, including sequential numbers, electronic 
logos, title frames, and other machine-readable data. This provides the flexibility 
necessary for the production of composite documents for various applicalions such 
as desktop and workgroup publishing and reports on microform for distribution 
purposes. 

Drawbacks 

rilm recorder resolution is determined by the number of addressable spots, 1hus 
limiting I.he maximum resolution for a given image size. At the present time, most 
film recorders use bimodal monochrome lasers, which, because they are either on 
or off, require special dithering drivers to emulate the contiJmouHonc capabilities 
of conventional microfilm. Speed is also an issue when using CRT-based devices. 

16.3 COMPARISON BETWEEN THE THREE METHODS 

Depending on the situation, there may be overriding organizational considerations 
that dictate one or the other method. For instance, institutions such as libraries, 
which already have extensive microform collections that they make available to 
the public, would use the film-I.hen-scan technique; an operation with a high 
volume of transactions would benefit from a scan-and-film approach; and a 
micropublishing house might need a scan-then-film installation. However, every
thing else being equal, the three methods present different technical attributes. One 
of the major elements of comparison between the three methods is in the area of 
image sharpness as it is presented to the user. 

The industry uses different measures to quantify image sharpness. This reflects 
the fact that while maximum original size and optical quality of the image capture 
device are determined by the image capture system, the size of the displayed or 
printed document depends on I.he <.I isplay or printing device. Therefore, an objective 
comparison between the three methods requires a precise qualification of the output 
image. This issue is discussed below in more detail. 
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Quality 

Due to the difference in rcconlmg processes, the quality of <ligiuzecl and nondigi
tized images varies with the image capture technique. For instance, film-then-scan 
methods usually provide lower-quality digital images than scan-then-film hccause 
the digital images arc generated from film (i.e., is an adclitionul generation) rather 
than from the originab. At the same time, lhe quality of images generated through 
scan-and-film may not be as good as either, because the microfilm camera in a 
scan -and-fi lm device is usually of a rotary type, which yields a lower resolution. 

The comparison criteria ro1 the three methods focus on the qua lity of both the 
digi tized image and the rnicroform produced. This incl udes image sharpness, 
contrast, and integrity of the iinnging record. 

Image Sharpness and Resolution 

The method for measuring image sharpness depends on the medium and recording 
process. f or m1crofor111s recorded with a conventional camera, image sharpness is 
usually expressed in tenns of line pairs per millimeter (Ip/mm) and refers to the 
number of standard black-and-white lines that can be comfortably distinguished 
with an appropriate microscope. For scanned images, it is expressed in terms of 
dots per inch (dpi) and describes the number of picture elements per unit length 
that can be differentiated on the original or the number of separately addressable 
picture c lements that can be printed or displayed per unit length. These two methods 
of measurement arc diagrammed in Figure 16.7. 

A good resolution value for office documents on microfonns is J40 Ip/mm for 
images captured at a linear reduction ratio of 24 (noted 24X). This corresponds 

1 • 0 ~ u"'~l•/mm 

D 
Dot/Inch 

Figure 16.7 Defi ning image sharpness 
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numerically 10 an approximatl! sc~nning density of 300 dpi for an 8.5" x 11" 
document However. c.liffcrcnccs in image characteristics require a scanning den
sity of 400 dpi to match the resolution of a 140 Ip/mm. 

With Ii Im-then-scan and scan-and-film techniques. sharpness is determined by 
the quality of lhc m1crc1film111g camera. Two types of cumcras ure used most often 
lo generate the film. Rotary cameras, generally less expensive lo orerate, also 
inherently have a lower resolution. Planetary camcr:.is yield film at a higher-reso
lution recording, but at a higher cost than rotary filming. A third type of camera, 
called step-and-repeat, uses planetary film Lmnspons. 

ror applications that require image processing, such as OCR, only film gener
ated nn planetary cameras should be considered, und its resolution should be at 
lc;:ist 140 Ip/mm al 24X. J lowever, one should be aware or the economics of OCR 
lcchrn4ues: correcting recognition errors may he more expensive lhan direct key 
enLry. and this may eliminate the film medium altogether. Even if lhe type of 
document is such lhal film processing can be cost-effective, scan-and-film solu
tions may not be acceptnble, due to the fact that currently, scan-and-film devices 
on lhe market use rotary cameras, yielding mm of lower resolution than if genera led 
by a planetary camera or wit11 a high-re.solution film recorder. 

For microforms generated by Ll1e scau-Ll1en-lilm method, resolution also de
pends on the recorcLing process. CRT-based recorders are limited by lhe imaging 
screen definition. Resolution of laser recorders is Limited by Ll1c size of lhe 
recording spot. A quick calculation shows that a recorcLing at a reduction ratio of 
24X,yicJdingan image sharpness equivalent lo a 300 dpi scanning density, requires 
a spotof3.5 micron, which is well withfo the capabilities of commercially available 
laser recordings. The same image recorded al a 96X reducliou would require 
submicron spot size. 

Contrast 

The ability Lo record different shades, one of the strong advantages of microforms, 
is not a primary consideration for most present digital applications. Wilholllspccial 
treatment, gray scale reproduction is potentially better on n:llcroforms generated by 
filrn-U1en-scnn and scan-and-film Lechniques than by scan-I.hen-film melhods. For 
scan-thcn-fiJm applications, CRT-based machines are better adapted because clec
Lronic imaging is essentially a binary recording. The use of dithering techniques to 
simulate shades of gray on a laser recorder, as well as the possibility of modulating 
a laser beam, should give laser-generated scan-U1en-fil m ftlm similar tone rendition 
capabilities as film-then-scan or scan-and-film. 

Record;ng Integrity 

By necessity, correction of conventional microfilming errors requires refilming of 
correction frames and their insertion (splicing) in the appropriate place on the 
microform record. Error correction on microfiche requires the refilming of entire 
cards. The resulting loss of physical integrity of the film has significant importance 
when film is used for archival purposes, because the strength of most splices decays 
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over Lime. )'lclc.Jing c.J1sconncctcd su1ps of lilm. The presence of splices may also 
raise issues of authen1it:1Ly or the correctctl frames and weakens the argu1m:m for 
using m1crolonns as archival ev11Jcnce. Recording integrity can be prcservetl m the 
scan-and-lilm technique 1fthe film 1s used only as an audit trail, and not as an active 
retrieval tool, thus eliminating the need for splices. 

In contrast, scan then-film methods provide the ability to generate splice-free 
microfilm, bccnusc film recording is performed only after the image capture 
process has been complc1cd <1nd verified. 

Opera tional Considerations 

In mnny applications requiring the production of micrororms, quality criteria arc 
overshadowed by opera1io11a l issues related Lo worknow :.ind efficiency. The 
following discusses some or the major factors that innuence the selection of one 
method over the others. 

Indexing 

Re1ricvul of digiti7Cd documents requires a precise dtrectory of the recorded 
electronic document; therefore, indexing designed for microform applicauons is 
often not detailed enough for digitized images. Consequently, if documents have 
to be stored both on film and digital media, indexing first for Lhe digital medium 
and then extracting lhe dala required for the microfonn application will eliminate 
the need for two differenl indexing activities. 

For that reason, scan-then-film methods have a cost advantage over chc other 
techniques. The automatic exLraclioa of microform index data from the digital 
image base con be performed automatically, so the creation of that index is 
practically "free," requiring onJy thal the extraction process replace lhe address of 
digital images with lhe location of the corresponding microform. This replacement 
is, by nature, automatic with the scan-then-Cilm method. This is noL the case in a 
scan-nnd-nlm system, because occasional insertion of correction frames in micro
form distorts the one-on-one relationship between the digitized image and fi lm. 
This distortion must be manually identified and corrected in the index, causing 
additional costs to ensure accurate retrieval. 

A second cost benefit of the scan-then-film and of lhe electronic portion of the 
scan-and-film technique is that it allows "heads-up" indexing, where the process 
is done from the digital image as it is displayed on a computer screen. This process 
has been reponed to be 30 percent faster than the more traditional "heads-down" 
indexing from original paper documents. ln the case of a fLlm-then-scan approach, 
this benefil cannm. obviously, offsel U1e cost of initial microforrn indexing. 

Quality Control 

Quality conLrOI is probably the second largest expense in microfilm production. As 
such, the scan-then-film method is lhe most effective, as it ensures that the recorded 
image is of an acceptable quality before it is committed to film. The immediacy of 
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Lhe image display facilitates a concurrent quality control, which, in the case of 
film-then-scan methods, is not possible. 

Such concurrent quality control is possible to some extent with scan-and-film 
systems, and some etTors can be caught immediately. However, practice shows that 
some errors will be caughl only during indexing, which usually does not occur 
during the scanning process. Such errors require the creation of new frames lhal 
will be physically located on a different piece of film. 

Titling 

Microfonn standards require lhal they be identified by eye-readable title frames. 
In Lhe film-then-scan approach, these are created by printing large-size targets, 
which are inlerfiled manually wilh the documents being filmed. In the scan-and
film and scan-then-film methods, these r-.irgets can be generated directly on the 
computer lhal is driving lhe scanning device, thereby reducing the production cost 
of the digitized record. However, unless the scan-and-film device has electronic 
titling capabiliLy, these targets still need to be inserted in the workflow. 

Format 

Microforms are used in different formats, including standard roll film, microfiche, 
and aperture cards. Depending on the application, one format wil I be prefen·ed to 
another. For instance, office applications use mostly 16mm roll fiJm; micropub
lishing mostly microfiche; and engineering drawings either aperture cards, micro
fiche, or 35mm roll microfilm. 

In the film-then-scan approach, the creation of the microform requires a different 
Lypc of camera, and the resulting ruicroform can usually be fed to the same 
microform scanner by simple mechanical change of film transport. In the scan-and
film case, recording devices are, by construcLion, single-fo1111al machines, for either 
roll film, microfiche, or aperture cards. 

In contrast, film recorders used for scan-then-film methods are multiformat, 
allowing the generation of film, microfiche, and aperture cards by simple substitu
tion of film transport. 

Management 

The management of a document capture process requires keeping Lrnck of the status 
of the various processes involved, from document preparation to duplication and 
disLribution. While the lilm-Lhen-scan rneU1od can be automated as weU as the other 
two, the scan-then-film method is the most effective of all, because the film is 
created only when the document capture cycle, including indexing and quality 
control, has been completed, thus simplifying management of the overall work
flow. 

In addition, because all data in a scan-then-film installation are kept in a digital 
form unlit final output, they can be routed electronically under workflow control. 
This makes it possible to reach higher Lhroughpul than with the two other methods, 
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correspond mg to lower personnel coMs for deli\ en.:d images (i.e., initial c.:;1ptm~ 
and retake). 

F111:1lly, from a production bad.up standpoint, it is much easier to b:1ck up a 
film-then-scan or scan 1hcn film Opt'tallon than a scan-and-film installation. In 1hc 
first two c:ises. fa1lun.: affccung document caplltre C<.in be badcu up at a relatively 
low wst by srnnuby units, and failures of mic1 ofor m scanners or film recorders can 
usually be repaired before backlog from documem capture become:. uhJcctionahlc 
Jn the c;can-aml-rilm method, ddicicncy in either type of recording results 1n 1hc 
disruption of the totnl work now, unless cxpcnsivt! standby equipment 1-; avu1lahlc. 

16.4 COST COMPARI SON BETWEEN 
THE VARIOUS METHODS 

Equipment 

From an equipment standpoint, both film-then-scan and scan-then-film techniques 
can operate in a cluster mode, using groups of input devices (microform cameras 
and scanners) to feed their output into one conversion device (microform scanner 
or film recorder). These techniques can therefore be adapted to large production 
installations with centraliLed or decentralized scanning. In contrast, scan-and-film 
methods that use camera-scanning assemblies operate best in a centralized scan
ning environment. 

Consequently, the share of the conversion device (microform scanner or film 
recorder) in the overall cost for scan-then-film and film-then-scan techniques will 
likely be lower than for scan-and-film methods as soon as production levels require 
more than one scanning workstation. 

Personnel Costs 

From a staffing standpoint, all three methods require document preparation, the 
cost of which is approximately the same for all. Indexing is more expensive for 
film-then-scan methods than for the other two, due lo the need for a dual index for 
both the film and later for the digitized imugc. 

Cost comparison between the three methods involves quantification of the 
different operations in the entire workflow, from document preparation to final 
delivery of film, including chemical processing, quality control, and equipment 
depreciation. This quantification is strongly application-dependent While iLs pre
cise deternunation may require a thorough cost anaJysis by a consultant familiur 
with both microfilm and electronic imaging woddlows, it can be shown that in 
most instances, there is a level of production above which lower personnel costs 
resulting from a higher throughput of scan-then-film equipment more than offset 
the higher equipment costs, thus making that method the most cost-effective of the 
Uu·ee. This is demonstrated in Figure 16.8, where, using the production figures 
corresponding to labor-intensive document capture and conservative microfilm 
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Figure 16.8 Cost comparison between microform and digitized production 
methods 

equipment costs c;hown in Figure 16.9. the cost per frame for scan-thcn-r.Jm, 
initially higher Umn all other techniques except for the scan-and-film. eventually 
drops below the cost of conventional microfilming (FO) due to the higher staff 
productivity. To provide a balanced comparison. Figure 16.8 also provides a 
comparison with sc;an-aod-lilm, film-U1en-scan, nnd scan only (SO). 

16.5 OTHER CONSIDERATIONS 

Regardless of cost advantage, the identification of the best method depends on 
application requireme11ts, which will need to be weighed. A method for selecting 
the best technique may be to weigh the various characteristics for a particular 
operation, using a ranking similar to the one provided in Table 16.1 . 

I I ere again, because the choice of selection criteria and their relative weight must 
reflect business priorities, 11 may be necessary to secure the help of an experienced 
consultant. Some of the most common selccuon criteria are given m the next 
section. 

Equipment Sharing 

The model used in rigure 16.9 assumes a one-on-one relationship between film 
and scanners, which may overestimate the equipment cosLc; or film-then-scan and 
scan-then-film methods for higher production volumes. Often, an issue will be 
raised as to the value of shared equipment. 
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WORKFLOW ASSUMPTION<; 

P1eparallon 

On!>laphng 150 Documents/hr 

Ma1king 100 Doeumcnts/h1 

B:llehing 100 DocumcnLs/hr 

Indexing l50 Doc11men1s/hr 

P1eparnt10n Duplt~alcs 25,000 [mages/hr 

Filming 500 Pagc~/hr 

Scanning 2,000 Images/hr 

Processing I 0,000 Imagc!'/h1 

Duplicating 25,000 Images/hr 

Quali1y Control Film 1,500 Image~/hr 

Quality Comrol Duplicate 30,000 Images/hr 

Quality Control Scan/Indexing 100 Docu mcnt s/lir 

Retake Film 100 Documents/hr 

Recording 2,500 Images/hr 

Packaging/Shipping 25,000 Jmagcs/hr 

Hourly Rate (with fringes} $18.00 

Document Assumptions 5 Pages/document 

5% Error rate 

Equipment CosL~ Capital Cost ($) 

Microfilm Camera 10,000 

Film Processor 10,000 

Camera/Scanner 100,000 

Scanner 15,000 

film Recorder 1,250,000 

Figm·c 16.9 Hypothetical production assumption for cost comparison 

Only scan-lhcn-film tcclmiques can offer the benefits of true network document 
capture instullntions. as scan-and-film equipment cannot share its microform 
portion. In the case of scan-then-film installations, it can be shown that they can 
yie ld lower overall cost per image than the use of stand-alone techniques. Further
more, network installations make it possible to rearrange workOow to accommo
date operational requirements, espee1ally in case of equipment breakdown. 

Database Reconciliation 

Another cost element that further increases the cost advantage of the scan-then-film 
technique is Lhe cost of matching microform and digital databases. This reconcili-
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Table 16.1 Summary of realures of microform and digitized image produc
tion methods 

Features 

IMAGE Q~LITY 

Resolution 

Contrasl 

OPERA TrONAL CONSIDERATIONS 

fm.lcx111g 

Quality Control 
-

FTS 

2 

2 

-
3 

-
- -

3 --
3 - -_ Electronic Titling ________ _,_ 

Formats --------------
__ Management 

Costs-Low Volume -------
Costs- ll igh Volume _____ _ 

OTHER CONSIDERATlONS --
Data Extraction 

Database Reconciliation 

__ Records Management and Archiving 

2 -
3 - -
l 

2 

---
3 

2 
3 

3 Document Composition 
~------"----'-

Rank 

S&F STF 

3 2 

3 

3 

--
2 

2 ----
2 --
3 -----
2 

2 

3 

2 

3 

2 

2 

-

l 

3 

1 

a ti on cost is nonexistent in the scan-then-film method because the film and its index 
are generated from the digital database itself. Reconciliation is an added cost for 
the two other methods, and, for large databases, Lhal cost can be quite substantial. 

Records and Archive Management 

Because microforms generated in a scan-then-film mode can be produced to 
represent the most recent version of a document file, that technique is appropriate 
for file consolidation for archiving, using the digital database index to eliminate 
automatically unnecessary documents and generate archival records on film and 
produce the appropriate index at no additional cosl. 

In addition, film recorders produce high-resolution images; therefore, the ar
chived files can be scanned back into a digitized system and produce images with 
acceptable quality. Furthermore, iflhe index has been preserved in a machine-re<.td
ablc form, this rescanning can be clone with minimal intervention. 
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Data Extraction 

ln many applic.111on!>, data cont:uncd in captured image:. must he extracted, usually 
by optical character recognition. for future processing. Unless the micmform has 
been gcncrateJ spcc1ficully with thal requirement in mmd. image quality often will 
not be sufficient to ensure acceptable levcb of accuracy. Therefore. only the digital 
recording of a scan-and-film device and scan-then-film installations will be accept
able. As already mcntioncd, economic consideration of the rl!lative costs of OCR 
error correction an<.! keyboarding may be a determining factor foi this selection 
criterion. 

Document Composition 

In applications involving heavy document editing and final output to film, scan 
then-film equipment offers a unique advantage over the other two. In publishing 
in pnr1icular, it i!> often necessary to merge documents from different sources and 
reformat them. 'nte resulting document, such as an updated technical manual, 1s 
then reproduced for mass distribution. 

Because scan-then-lilm 1s mostly an electronic process, it allows the use of 
desktop and workgroup publishing techniques 10 create final documents, which can 
then be output in an approprialc formal for micropubLishing or photocomposition 

Selection of Best Method 

From this discussion, it is apparent that the selection of an appropriate method for 
creating microfoml/cligitized image sets is a complex process, in which opcmtional 
and other benefits must be carefully weighed. In particular, one must be aware that 
the potential cost advantage of one method must be fully assessed over an entire 
product cycle, not just during the production of the set. For instance, in publishing 
applications, the nexibi lity offered by electronic editing far ouLweighs, beyond a 
certain production level, the higher inilial equipment cost of scan-then-film sys
tems. Using the same data as those used for the model depicted in Figure 16.9, it 
can be shown that scan-then-fi lm techniques can become competitive for produc
tion levels approaching 50,000 pages per month when operational criteria, such as 
quality, flexibility, and management of the workOow, are added to pure cost-per
frame considerations. 

16.6 APPLICATION TO COLD TECHNOLOGIES 

Computer-outpuHo-laser-disk (COLD) technologies arc the computer data 
cqujvafent to source microfilm, intended for the storage and retrieval of computer 
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reporls. In COLD systems, computer repo1ts that traditionally would have been 
output to microform through computer output microform (COM) technologies arc 
directly recorded on optical disk. As such, it is vastly superior to earlier inefficient 
and low-qualily digitizing methods in which computer printouts were scanned so 
that their electronic images could be searchable. 

When compared to computer output microform, COLD technologies benefit 
from the same medium advantage that optical disk has over source microfilm. Cost 
justilicntion of a COLD installation, based on a comparison between cost-per-out
put pages, is a straightforward operation. 

Currently, there are several COLD packages on the market and, depending on 
Lheir features, they can provide intelligent information retrieval. In fact, COLD 
software are database management systems bundled with optical disk drivers 
designed to read input computer data submitted in a report fonnat and to display 
them in a variety of ways, including traditional tabular layouts. As such, they can 
be found in a multiplicity of configurations, for either direct computer input or for 
batch processing from magnetic tape, the traditional input medium for COM 
recording. 

There is, however, in spite of its technological similarities, a major difference 
between COLD and document imaging. In contrast with scanned images, COLD 
data are received and stored in a machine-readable form. Any graphical attributes, 
such as logos and forms, arc added through external merge. Because of this 
difference, file formats between COLD and scanned documents are different, and 
the dissimilarity in retrieval patterns makes it rarely reasonable to store both types 
of data together. 

16.7 CONCLUSION 

/\s it has been shown, there is no fundamental reason why microfomlS may not be 
part of a full imaging system. As a bacb.'1lp, they offer the possibility of low-cost 
emergency support. However, ii must be understood that such a backup mechanism 
must be designed with consideration for recovery. Under these condilions, U1e 
design of the imaging system must take into accounl the processes U1a1 will be 
necessary to " reload" the central system, once the emergency bas passed. 
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Deploying an 
Imaging Network 

Mark Roy 
Bitcx Corporation 

Editor's Note 

Imaging is 11ow a faic accnmpli, and its implme11tation in a11 organi'l,ation 
network is essentially an integration effort with the rest of the orga11iza
Lion 's communication system. Two considerations, intemetworking and 
inter- operability, are at the heart of such an integration. 

!11temetworking relates to the combination of local area networks and 
wide area networks. Interoperability refers to the ability of users of an 
internetwork to exchange data in a transparent maJLner, wit/tow considera
tion of intermediary hardware a11d network systems and protocols. At the 
present time, the only reliable methodology for designing interoperable 
systems is to use the ISO seven-layer model, described in Chapter 3. 

Most important for i111eroperability in local area networks are the 
services offered by layer 3 (network) and layer 4 (transport) protocols. 
These services will often be bundled with software 1hat comrol higher 
levels, such as Xerox Network Service (XNS), which roughly spans between 
Layers 3. 4, 5, and 7, or TCP/IP, which covers all layers from 3 to 7. 

Ensuring interoperability wit Ii mainframe-based networks requires spe
cial Jzantlli11g, depending on their arcltitecwres, as explained in Chapter 9. 
Successful interoperability depends on two different consideratio11s: 

J. Ability of two different protocols to coexist on the same network. 

2. Ability of two different implementations of the same protocol to 
illferact. 

337 
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There is no general methodology to ensure such interoperability besides 
a systematic compliance testing, using all possible combinations of software 
available on the networks. Such testing will be greatly facilitated by (in fact, 
will often require) the use of powerful network and protocol analysis tools. 

This chapter addresses some of the issues that must be considered when 
combining lANs and WANs, using the example of an insurance claims 
processing application to do so. Its perspective can be used for many 
enterprise-wide implementations. 

17.1 GENERAL SYSTEMS 
DEPLOYMENT CONSIDERATIONS 

Among the myriad considerations necessary for the successful deployment of an 
imaging system is the impact that imaging will have on existing platforms. 
Regardless that LAN technologies may currently exisl in an environment, it's likely 
that the increased demands of imaging will require major changes in platfon:ns and 
the infrastructure. The technologic criteria notwithstanding, close attention to the 
details of personnel ergonomics and the process enhanced or replaced by imaging 
must be analyzed. In many cases, as staled throughout th.is book, imaging technol
ogy dramatically changes the means by which a company conducts its business. In 
the discussion that follows, examples of an insurance company dental claims 
processing application will illustrate the impact of the various decisions that must 
be made when using imaging systems. From this example, applications for other 
industries, such as banking, brokerage, service, and manufacturing, can be extrapo
lated. 

The criteria for the dental claims application arc based on some simple factors: 

• Ninety percent of imaging retrieval will occur within thirty days of initial 
input. 

• That same 90 percent must be available within twenty seconds of request. 

• All data must be stored for up to three years. 

Before delving deeply into the specifics of each criterion, a brief overview of the 
critical components will provide a good starting point. 

Data Storage Considerations 

The imaging system you choose will prohubly use a combination of storage 
technologies including disk, tape, and optical media. The choice of one. many, or 
all of U1cse technologies will determine the capacity and environmental criteria for 
Lhe system. Jn general, imaging systems wi ll use a combination of magnetic and 
optical storage for regular image access. Specific process requirement~ will deter
mine the need for local or near-line storage. 
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Using the criteria list for the dcnlal claims applicauon. the high-speed access 
afforded by magnc11c dis!- storage wi II provide the rcsponsivcne:.s required for this 
applica11c111. 111c hnsclinc for chs!- siting includes lhe size of the image to be storccJ 
as a factor of the image storage formal chosen (fIFF, DDfF. IOC' A. etc.). whether 
or nm the images include high-resolution gray scale or color (X-ray and photo
grnphic support documcntat1on), and the vohune of claims to he processed w11hi11 
a thirty-day pcriotl A~ will be discussed later, disk sizing will also be affected by 
lh1.: decision for centrnlizecl versus tlisu·ibuted system implementation. All this 
n0Lwithstanchng.1hc s11ing of magnetic disk storage is a major decision, ns 1rnag111g 
systems qu1ck ly consume gigahyles of disk space. 

Optica l storage and retrieval (OSAR) systems provide economical storage or 
data for archive anti long-term retrieval and nnalysis. Optical disk systems typically 
perfom1 more poorly than magnetic storage based on the highly mechanical 
"jukebox" methods used for disk selection and mounting. Optical systems have Lhc 
unique :1dvantagc of data integrity over extended time frames. Unlike magnetic 
storage, once an optical disk as encoded wilh data, the data will not be deleted. Even 
highly secured magnetic storage degrades over time as the ability of the medium 
to reliably hold a magnetic charge wanes. 

Retrieval Times Impact 

Not all issues regan.hng retrieval are limited to the magncuc and optical subsys
tems; Lhe overall implementation must be carefully considered. However, a com
bination of well-meshed technologies is critical to optimal perfonnancc. A 
complete analysis of workstation. network. and storage is necessary to fine-tune 
the system for maximum responsiveness. Once nil components in the system have 
been integrated, the weak link in the chain is generally the optical subsystem. 

Optimized Use of Resources 

The most rcliublc implementations of imaging use this powerful combination of 
magnetic media for high-speed, short-term storage and optical cLisk for long-term 
data management. Many smaller systems can be used on existing LAN systems. 
Add-on optic:il subsystems to a variety of servers running an equally wide variety 
of network operating systems can provide an economical means to provide mag
netic, optical, or combo storage systems. Depending upon the demands of your 
implementation, you may choose to use existing LAN servers for one of many 
magnetic storage requirements for imaging. These include, but are not limited to, 
scanning, indexing. and shorHenn retention. 

Centralized versus Distributed Criteria 

The naLUre of a business has a major impact on the choice to centralize or distribute 
the system. Obviously, a single-location real estate office will centralize. In the 
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dental claims application, il may or may not be advantageous 10 distribute certain 
portions of the system Lo regional sites. Once again, the complexity of maximizing 
performance coupled wi1J1 Lhc need to economize where possible will be greatly 
impacted by this decision. 

Legacy Systems Integration 

Ir your company is I ike most, you' II not have the luxury to start wich a clean slace. 
Legacy systems from small PC LANs to large global networks will have already 
been built. Equ~tlly large and politically complex fiefdoms Lo suppon these systems 
will provide a variety of supporters and tleu·actors to the use of imaging technology. 
Tn most cases, linkage with these legacy systems is necessary to avoid duplication 
of data already managed aJld maintained. /\It hough not nll components of legacy 
systems are reusable for imaging, it is generaUy possible to integrate the absolutely 
necessary parts th.rough gateways or front-end applications. 

17.2 INTEGRATION WITH CURRENT SYSTEMS 

PCs, Minis, Mainframes 

Integration with legacy systems is a major challenge. Successful installations use 
the dynamics of the graphical user interface (GUl) on the PC LO build interfaces lo 
mini and mainframe applications. f'ront ends using GUI application generators 
buffer the user from the text-based application while concurrentJy capturing and 
submitting the entered data and communicating to otl1er applications in the GUI 
environment. For maximum capability, systems larger tJ1an PCs should be LAN 
attached. Application software for async and 3270 terminal emulation over LANs 
is readily available. Although not absolulely necessary, LAN access to larger 
systems provides a more easily installed and maintained physical infrastructure, 
although nothing precludes individually wired async or sync connections. 

ln the dental claims application, a claimant requesting infonnation provides a 
group claim number and Social Security number for identification. The customer 
service rep enters these data into a GUI dialog box. Jconized on the GUT desktop 
is a 3270 emulation application that sends the info to a CICS application on the 
mainframe. The returned data from the mainframe are captured and displayed 
graphically, wit11 option buttons providing a variety of choices. In this instance, Lhe 
claimant requests a copy of the original claim form for submission to a secondary 
insurance carrier. The customer service rep clicks a button, which initiates the 
address; then other claim information is loaded into a boilerplate cover letter. An 
image of a claim form is populated wilh the claim information, and lhe whole 
package is sent to an outbound fax server for transmission to the claimant. 
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SNA Wide Area Networks 

In general, Lr::uJ11ional SNA wide area networks (WANs) are noL capable ol holdmg 
up under 1hc rigors ol image traffic; nor were SNA networks designed for imaging. 
This doe!> no1 mean lhat the entire SNA network mus1 be abandoned. Many 
companies with large-scale SNA WANs have also implememed private backbones 
of 56KB, fractional TI, full TI, and even T3 links. The more tratfoionul portions 
of this network infraslructure, low-speed ruult1drop lines, will nol be replaceable. 
The portion that is capuhle of reuse in a LAN backbone, however. can be reused 
for imaging. 

Token Ring and Ethernet 

Traditionally, image systems require a high bandwidth for reasonable response 
time rind input Lraffic. Even wilh U1e bandwidth available in Elhcrnet ( IOMB) and 
Token Ring (4MB and 16MB), portions of tl1e image system providing high-vol
ume services such as scanning and indexing will be designed into small segments 
with only a few worksLations. 

Tl is advisable tlla1 tlle LAN infrastructure include both Token Ring and Ethernet 
capability for maxunum connccLivity. Witll this philosophy, image components with 
preference for one medium type or another can be included in your nux. The ability 
for workstations on one medium to communicate wilh servers or services on the 
other will be supported by routers providing the physical translation services and 
relying upon the upper-layer protocols of the ISO OSI model for communication. 

17.3 NETWORK INFRASTRUCTURE 

The previous section opened the discussion on lbe issues of network infrastructure 
capacity and pointed out that, in many cases, portions of iliat system mny need LO 
be replaced or aba11doncd. How does one decide what to save nnd what to discard'/ 
And from that which is saved, must it be rearchilected for the new environment? 
Beginning witl1 the low-speed SNA or async networks. these architectures will be 
examined, and a migration path toward tlle more robust networks needed for 
large-scale imaging will be suggested. 

Low-Speed Network Overhaul 

As stated earlier, low-speed networks lack sufficient bandwidth to support the 
volume of data generated by imaging systems. Low-speed networks, designed for 
ASCH data or SNA 3270 block mode data streams, arc optimized for short bursts 
of text information, with even shorter acknowledgments. In contrasL, an image 
containing both sides of a personal check at 300 dpi resolution could be as large as 
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50,000 bytes. Low-speed mullidrop SNA networks, or async networks with statis
tical multiplexors, must be abandoned and rearchitected for imaging traffic. Like
wise, the terminal equipment used for the interface with the systems must also be 
replaced with a workstation capable of providing the rich graphical displays 
necessary for imaging. The restructuring of the end-user facilities will usually carry 
the largest budgetary balance. The geographic dispersion of your system and the 
choice to build a centralized versus distributed system will also factor into the cost 
of telecommunications in your network. 

Meshed Architecture 

Since imaging will be highly reliant upon a LAN/WAN system, a sufficient degree 
of redundancy and bandwidth availability is necessary in the successful implemen
tation. A meshed architecture will provide maximum capacity. Figure 17.l repre
sents a traditional SNA network system using modem multiport DSUs on 56KB 
multidrop lines. How could this network be redesigned for imaging? 

Since the mainframe is no longer an integral part of the connectivity, it is 
removed along with the 3x74 cluster controllers at the two remote sites. In addition, 
since LANs cannot be multidropped, the two remote offices will receive private 
links from the network. This means an additional central site DSU must be 
employed. The redesigned network looks like that shown in Figure 17 .2. 
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Figure 17.1 Traditional representation of an SNA network 
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• Much of the SNA WAN has been preserved and used as the new 111fras1ructurt: 

for the LAN/WAN needed for imag111g. 

• Many management systems have al<;o been preserved, thereby reducing 
trnining to suppo1 L thc new network. 

• Meshing can be nccomplished 111 two ways, as diagrammed in Figure 17.J. 
One (Figure 17.Ja) continues lo use Tl nodal processors and channel hanks 
fm low-speed LAN/WAN links, and the other (Figure 17.3b) provides d1rct:t 
connectivity 1nto the routers. In citbcrcase. the scenario and effect 1s the s:unc. 

The power of this design comes from the t\bility to recove1 from the loss of a 
miljor teased line. In the meshed nodnl processor design, the loss of a single TI 
docs not disrnpt the network, since the nodes illlocate and redirect dw11nels over 
the rem:iining links. The lim1ta1ion of this design is its lac!. of bandwidth load 

sharing, which is performed dynamically in the meshed router design. All band
width in the nctworl. is in use continuously unlil a l ine loss is detected Then, 

rcdircclion of datn occurs, such as a meshed T 1 nodal system. Many system designs 
incorporate a combination of both designs in the network. The meshed TI design 
allows for the conlinuation of older systems, whicb may not hnve outlived lhc1r 

usefulness. 

Advanced Bridges and Routers 

Since the base method for connectivity for imaging systems is local area networks, 
a decision must be made as co the use of bridges or routers. Using the classic 

T-1 
Nodal 
fltoCEl$$0r 

T·l Leosed 
Une ~ 

EJ 
Carrier I 

Network ..... 

·~ / ~ M24 Service 

Figure 17.2 Exam 1>lc of a redesigned networ k 
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a) 

b) 

Figure 17.3 
network 

R = Router 
D = DSU 
C = Cha Bank 
T = Tl Node 

~--

/ 
[_R t------1 

Meshing options: a) meshed Tl network; b) meshed router 

definition, a bridge is a device used to link like networks and a routerused forunlike 
networks. ln addition, a router can consolidate multiple simultaneous interfaces, 
while a bridge is a two-interface device linking LAN A to LAN B. The ability of 
modern routers lo provide all the functions of bridging while also providing 
interface consolidation and translation between network types makes the choice of 
routers easy to make. 

What brand of router you choose will be based entirely on the complexity of the 
network implementation. If you are not already familiar with the concepts of 
TCP/IP and internetwork routing, a considerable learning curve must be accom
plished. The power of routing systems allows LAN capabilities to be dispersed in 
powcrrul high-speed networks in local geographic areas (campus network) at 
speeds of I OOMB or more and over the WAN al speeds of l .5MB and up. As WAN 
technology and U1e communications infrasLructure improves over lime, Ule differ
ences in capacity will diminish. 

Network Management 

Like all network resources, the ability to manage the image system components is 
critical. Tools to analyze capacity and performance, and manage administration 
and security will typically come directly from the manufacturer. In many cases, 
software agents that can provide an interface with SNMP-based management 
syslems will provide a reasonable means to provide fault and alarm monitoring. As 
more advanced management systems based upon TSO or OSF/DME models 
emerge, a more rich and heterogeneous managemenl environment will be avai I able. 
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Under these cond11 mns, a pcrfomrnncc alarm event may cause the automatic 
galhcnng of stat1st1cs for analysis and subsequent acLion by the network designer 
Or a capacity L11gger may mitiatc the order for a magnetic or optical suhsystcm 
upgrnde. Regardless of the mechanism used. an imag111g system and 11s network 
1nfraslruclure must be manageable lO maintain the desired levels or pctfonnance 
and administer to 1hc ongoing capacity needs of lhe sys1em. 

High-Speed Transports 

As imaging capabilities begin Lo permeate a network, the demands for greater 
bandwidth will be incvitnble. Although high-speed networks for LANs exist today 
(Ethernet, Token Ring, FDDl), the same is not necessarily true for the WAN. 
Currently, the most economical communications link is the TI, operating at 
l.544MB. Tis arc not necessarily inexpensive, but compared to the next level of 
WAN link operating at 45MB (a T3 line), T ls are the level of connectivity that 
most companies can afford. Although a company can build a meshed network as 
described earlier, all the work necessary to manage lhe data relics on the capabilities 
of the router. Many companies building LAN/WAN systems are looking to the 
communications carriers for bcller WAN capacity. By doing thi:i, the rouLers can 
limit themselves to the functions or interface and protocol management, while the 
WAN handles the high-speed transport of the data. 

The carriers are currentJy developing, and in some cases have limited deploy
ment of, certain high-speed systems that will sec greater usage shortly. One or these 
is frame relay, diagrammed in Figure 17.4. 

Jn a frame relay network, the address of each private node attached to the 
communications cloud is also known to the carrier system. rn this way, an 
addressing function similar to that used on the LAN is used by the carrier to route 
traffic. Jn this system, the private a11d public networks work cooperatively to 
manage the data and assure accurate, efficient delivery. A frame relay system 
operates very similar to an X.25 network with a few exceptions. Frame relay 
operates over very high speed office channel (OC) links mnning at speeds begin
ning atT3s 45MU and upwards. This is not to say that X.25 networks cannot operate 
at these speeds, but the error co1Tection employed by the X.25 network imposes a 
performance overhead not needed in a modern fioer optics based system. Frame 
relay employs the reliability of this fiber network Lo impose no management 
overhead. Instead, the integrity of the data must be verified by the pri vale nodes. 

Once again, the cooperative nature between the LAN and WAN systems allows 
high-volume systems such as imaging to effectively incorporate a distributed 
architecture with minimal impact on system operation. 

Traffic Modeling 

Many companies employ tools for traffic modeling to optimi.le performance. This 
is very prevalent in SNA networks. Note that older modeling tools may not be 
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/ 
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Frame Relay 
Network 

Figure 17.4 Diagram of a frame relay 

upgradable to LAN modeling. However, several good modeling tools can perform 
LAN, SNA, sync, and async analysis. As with SNA tools, the ability to accumulate 
accurate traffic data is key. Look for tools that allow the importation of traffic 
captured by protocol analyzers. Most analyzers provide a utility to export captured 
data and statistics to an ASCU file. It is necessary to capture data over time and 
provide the tool with statistically accurate data for good modeling to occur. Without 
an import feature, your tool is nearly useless, because the data upon which its 
calculations will be based are raw estimates. An import feature also relieves you 
from entering pages of statistical data. 

17.4 PERSONNEL ERGONOMICS 

There's no getting around it: Even the most sophisticated imaging system needs 
operators to perform key functions. Although Lhe workflow software and process 
by which the work is done may have changed, the impact on the operators must be 
taken into account for a successful implementation. This includes not just the 
ergonomics of the workstation, critical of course, but also the psyche of the 
operators themselves. 1n some situations, the radical change brought on by imaging 
requires adjustments in how people measure their success, and how they are 
measured. 
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Workstation Platforms 

An obvious necessity for imaging is a workstation with sufficient power and 
facililtcs Lo generate the visual presentation of the data and applications. Questions 
quicbJy arise regarding the sizing and scalability of the workstation. Serious 
cons1cJcration must be invested in the worhtalion decision, as thb line i1em 
generally represents a large percentage of the image system cost. 

For maximum funcuonality, the chosen platform should be scalable in terms of 
memory, graphics, and storage. Likewise. the operating system and GUI should 
allow upward use of the same application soflw~1re. These decisions will clim111atc 
U1e need for expensive platform replacement as requirements change :11\d climinmc 
the need for cosily retraining on new software systems. 

Low Performance 

Low-performance workstations should be given only to the most casual users. 
These people generally perform mtermjuent access of images and are under no 
response-time constraints. Researchers and anaJysts may fall into LJus category. 
These workstations may conwin Motorola 68020 or Intel 80286 or 386sx processor 
types. They may or may not use a software compression application to dic;play the 
images. Good resolution monuor:; of VGA level will suffice, although color may 
not be required. Baseline RAM and hard disk subsystems and llUrumal network 
conncclivity arc provided. These workstations provide the best economy ror a wide 
group of users. Because of the smaller low-rcsolulion monitors, a good Loom 
facility is necessary lo obtain better image readability. 

Midrange Performance 

Midrange systems apply to those persons with regular access needs who are not in 
a customer service or highly visible position. Administrators and application 
developers may fall into this category. Midrange systems typically have Motorola 
68030, Intel 80386, Sun SPARC, or Mips R4000 processors and higher. These 
workstations have high-resolution monitors, often color, al or about the 17" range, 
better RAM and hard disk faci lities, and use software-based compression for faster 
image display. Although not of the highest resolution, good zooming and access 
to other peripherals such as modem and fax pools are generally available. 

High Performance 

These systems arc used in areas where maximum performance is needed when 
imaging is highly visible or customer service is in operation. They generally are 
based on RISC platforms such as Sun SPARC, Mips R4000, DEC Alpha, I IP9000. 
IBM RS6000, and others. High-resolution 20" monitors wllh hardware-based 
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graphics accelerators provide quick display of image graphics. The speed of the 
processors supports rapid interaction between applications. Due to the size and 
resolution of the monitors, zooming is not as necessary as with other platforms 
because the image will be clearly displayed and should be easily read. The 
personnel impact ofusing even slightly lower resolution screens when high volume 
is required should be considered. The result may be frequent breaks for users due 
to eyestrain and other related symptoms. 

Compression M ethods 

The method used to display images may be based on the use of software compres
sion and decompression. The decision to use these drivers should be based largely 
on both the capacity of the workstations and subsystems. It is necessary to work 
closely with the image system vendor to deploy such systems. 

The use of software compression impacts a LAN/WAN system as well as lhe 
workstations. At the workstation level, additional CPU and memory resources are 
needed to generate and present lhe display. This in tum impacts overall workstalion 
performance and degradation as image retrieval and density increases. Compres
sion has exactly the opposite effect on the network infrastructure. Since the 
compressed image represents a smaller data record, the network can transport 
compressed images faster as the amount of data is diminished. In addition, images 
that are stored as compressed files on the magnetic or optical subsystems consume 
expensive i:esources at a lower pace. 

In a utopia, images would be compressed at all points in the underlying 
infrastructure until reaching the workstation, where decompression would occur. 
As major vendors work to resolve this problem, the ability for "smart images" to 
traverse the system will become more of a reality. At this stage, however, it is 
necessary to carefully assess the ability of your chosen vendor's product to work 
with a variety of software- and hardware-based compression and acceleration at 
the workstation and storage points. 

17.5 SYSTEM STRUCTURE 

One of the greatest decisions you will face in your design is that regarding the 
centralized or distributed structure of your system. Much of this decision will be 
based upon your company location(s) and political structure. A small one-location 
installation will have limited cause for concern; a large insurance company wilh 
two or more data centers and regional offices will have a larger task with which to 
grapple. There are many pros and cons to each approach. Again, a careful exami
nation of your criteria for performance, access, and telecommunications must be 
made before making this determination. 

Page 163 of 168



Deployi11J: t/11 lmt1J:i11g N<'lwor/.. 349 

Distributed Theory 

The choice to t11 ... Lnbute an imaging syscem i.hould he based on a business need for 
fast respon-;c time. opumal network utilization, maximum regional mail service, 
high <lisa.,lcr recovery. and :ihility through workflow design 10 dislributc post -scan 
ning ac11v1ty around the :-.ys1cm. 

In the dcnwl claims example, a distriburcd system would provide a means for 
rcg111nal collccuon of cluirn information either by mail or fox. Malled claim rorms 
would be scanned and entered into a queue for indexing and further adjudic:ttion. 
In the pros and cons sccuons that follow, a discussion of the salient points should 
help you deter mine if' a distributed system would apply to your plnn. 

Distributed Approach-Cons 

Distributing an imaging system is a more costly implementation. This factor will 
permeate the distributed system at every level, which is not to say that a distributed 
system is a poor design, but that the bottom line costs will be greater. 

Higher Systems Cost Although all components of che distributed system need 
not be duplicated at each site, many systems componeots, such as local magnetic 
storage will be necessary. lt may also be the case that a fully distributed system 
will have multiple scanning, indexing, and optical storage components. This 
equipment and the staff necessary to perfonn the various functions will need office 
housing as well. Even though you may place these users in low-rent suburban office 
space, the duplication of that office space has a direct real dollar cost. 

Dislocation of Staff Presuming your infrastructure may currently be centralized, 
you may exrerience a dislocation of staff while converting to a distributed system. 
Even if currently dislributed, it may be necessary to dislocate highly trained 
personnel lo various locations during the implementation for Local training and 
installation oversight. Finding personnel to perform this function may require 
additional staff or using consultants for successful deployment. 

Cost Center Allocation Many companies are divided by profit and cost centers. 
The major components of an image system will be expensive and require knowl
edgeable management. Typically. these support functions will be hnndled by a 
centralized 111fom1ation syMems group, the cost center of which is likely to differ 
with the regional locale. Allocation of environmental and oilier expenses wi ll 
require negotiation with internal groups. 

Cultural nnd Politic.'ll Perturbations One or the key reasons for dislributing a 
large-scale application such as claims fonns processing is the ability Lo distribute 
workload among a wide geograph.ic group based on time zones or cost of personnel. 
The ability to effectively manage important issues among these disparate groups is 
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more diffu.:uh. Credi! for work done on nonlocal accounts must be inclutlcd as part 
of 1hc overall rewartl strm:turc to assure continuity of service to cuswmcr~ 

Distributed Approach-Pros 

The issues that make a distributed system attractive are the high performance and 
resilience to regional problems or issues. Local databases on magnetic storage will 
respond rapidly to requests. Since optical storage is typically slow, retrieval across 
the WAN to a centrally located OSAR will provide reasonable response time. A 
bllzn1rd in 1he Northcusl does not preclude the claims in their work queue from 
being distributed to locations in the South. 

Smaller Databases Since the databases arc small and contain only the minimal 
amount of dat~t needed locally, response tunes are max1miwd. LAN\ nm JI high 
:-;peed to make llUick work of scanning and indexing funcuons, database backup, 
and image retrieval. 

Disaster Recovery Even though local backup of darn will occur, no1h111g pre
cludes the duplication of the database 10 a central repository. With this mcchnnism 
in place, the loss of a site lo disaster allows an alternate site to assume its data and 
function. A distributed system provides the highest level of system availability. 

Lower Occupancy Rates Granted, there will be more locations to suppon, but 
it's likely lhut the distribution of the imaging system is in line with a solid business 
case for distributed sites to sustain your business. For this reason, smaller suburban 
sites in regional locations will probably reduce site and environmental costs. 

Best Customer Service Since the database and personnel managing the data are 
geographically close to the customer, normal business hours for support will apply 
locally, and data entry problems can be quickly resolved. In general, service to the 
customer is faster due to the close proximity. 

Mailing Zone Optimization In those instances where the use of the postal system 
for original documentation gathering is necessary, short transit limes to regional 
locations will assure that critical data are entered into the system in a timely manner. 

Centralized Theory 

The centralized method for design minimizes overall cost. Collocation of expensive 
resources, skilled staff, and the necessary environment allows the construction of 
a system with large capacity. Political and cost center problems are moot, as are 
issues regarding system management and maintenance. A centralized system 
represents a single point of failure for the entire network. Alternate network rouLing, 
equipment, personnel, off-site storage of backup data, and a slrong disaster recov
ery plan must be considered. 
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Centralized Approach-Cons 

Disaster Recovery The negatives of a centralized approach lo the construction of 
an imaging system arc not unlike that for auy large data system. Should a major 
system component foil. or the environment housing the imaging system become 
unusable, the ability to convert to a backup system will include wnsiderable 
downtime. As an environment becomes increasingly more complex. the cost of 
disaster recovery services becomes more expensive. 

Delayed Outa Entry Since all input lo the system will be performed in a central 
site, the problems with mall delay will be pervasive. Regardless of where in the 
world you locate your data center, there will always be a band of mail zones that 
emanate outward to the fringes of the customer base. Subsequently, customers 
living on the fringe areas will always be subjected to a delay m service because of 
the added time to get their input darn processed and/or returned. 111is assumes there 
is no inbound fax capacity; if input supported by fax is available, then a centralilcd 
system has no impact. 

Staffing Needs A celllralizcd i;taff may at first seem to be a plus since you will 
reduce headcount and eliminate redundant Lraimng and personnel overhead. But 
further analysis shows Lbat processing of documents for the business will begin and 
cease with the dnily working hours of the personnel in lhe data cen1cr locale. Thus, 
a contincntnl U.S. West Coast operation would open for business three hours after 
the start of business in the East and discontinue operations two hours prior to the 
end of business in I lawaii. Even with extended hours and additional personnel, 
I here will always he dead periods when service is curtailed. 

Data E rror Resolution Needless to say, humans will occasionally make data 
enlry mistakes. Either the submitter has incorrectly populated a field or the 
keypunch operator has fat-fingered the keyboard. In any event, the ability to quickly 
reach the party who made the mistake and correct it will generally be exacerbated 
by the geographic separation of the parlies. 

Centralized Approach- Pros 

High Productivity Since all submissions will converge on a central location, 
productivity will reflect the high degree of experience of lhe operators in the 
business process and methods used to operate the equipment. Expcnsi ve high-speed 
systems can also be purchased to further improve performance and productivity. 

Lowest Hardware Cos t Only the equipment that is required to populate the 
workers' desktops and provide short-term magnetic storage and optical service 
need be purchased. The system can be fine-tuned and easily managed due to the 
tight correlation bet ween system use and capacity. Unlike the distributed approach, 
each component is used to maximum advantage with little wasted capacity. 
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Lowest Tclccommuuications Costs There may in ract be no tclecommunica
Lions cosl ror a cc111ralizcd image syiilem unless fax inpul is promoLcd by supplying 
an incoming 800 number. Since Lhe network infrastructure supporting the system 
is locaJ to the oflice or campus. 1clccomrnunicalions costs will be minimized. To 
leverage image capacity. some telccom cos1 mt1y he incurred ror linkage with large 
customers or suppliers. Even here, ~1grccments that share costs or quid pro quo ror 
storage on a system can limit leased-line expenses. 

Central Stora~e of Orig inals 13ccausc all 01 iginals are storell centrally, retrieval 
Lime, even ror pt1pcr backup, is rellucecJ to the minimum. A high degree of customer 
service is assured by centralized storngc and processing. It is necessary 10 include 
a secure environment for backups and paper documeot.alion. If lhe documents arc 
legal in nature. there may be no choice hut to keep the paper originals; if this is 
necessary, it is bes1 to use a ncnrby storage facility. 

Redundancy Eliminated /\ny redundancies that are necessary for even the most 
rudimentary distribuLCd system are eliminated when using the centralized ap
proach. As wiU1 any large-scale cenlnllized system, maximum efficiencies ru1d 
benefits of scale will inure to your benefit. All areas of your implementation will 
be affected including facilities, systems, and personnel. In many cases, after initial 
implementation, headcounls are further reduced as U1e conversion process wanes. 
The personnel needed Lo maintain the business process established by U1e image 
system is generally about 50 percent of the sl1lrti1p staff. This does not include the 
staff needed for the infrastructure system. 

Improved Management Collocation of U1e image system with other large sys
tems and tbe support network allows for a tight i11lcgralion of real-time manage
ment and the logistics Lo provide ongoing maintenance and repair. This wiU 
manifest itself in a high degree of system availability and perfonnancc. 

17.6 CONCLUSION: THE CHOKE POINTS 

Throughout this discussion, the pros and cons of each approach, and the highlights 
and traps or each decision arc biased by the general need for performance that meets 
or exceeds the need to support the business process. H's dirficult to be specific 
regarding the impact of each componelll decision, because each implementation is 
unique. The personality or the system you build will be affected by your legacy 
systems, political perturbations, and a less than optimal budget. But, a few genera l 
rules apply to any system. 

In real estate, the mantra is "location, location, location." In thjs endeavor, 
"planning, p lanning, planning" wi ll determine how well your implementation 
performs. AIU1ough it's difficull, analyze ns best you can the volume of images that 
may be entering the system, multiplied by the density of the image format you will 
process. For example, a personal check measuring 2" x 6" comprises 12 square 
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inchc-.. At a resolution of 200 dots per in..:h, each square inch needs 40.000 hits 
(200 x 200 = 40,00()) of stornge, or 5,000 byres (40,()(}0/8 bits per hyte). Thm •• a 
single side of a personal check will require 60,000 bytes or 58.59KB per side. 
Assuming that 10.000 ched.s per day may he processed, :i thirty-day magnetic 
storage system of I 8GB will he needed. And that's only to store the images or the 
front :.1de of ched.s! ! 

Likewise, cxnmine closely the throughput of your network system. Carefully 
analyze the true pe1 fonnance of Ethernet, ARCnet, Token Ring, and/or FDDI 
systems. The combination of physical system performance and protocol will impact 
the ability to process the maximum number of images. If these data also flow over 
a wide area network, n1ake real istic assumptions about the throughput of a WAN 
link. fn general, the greater the bandwidth, the better. Although expensive, be 
prepared to purchase the fastest links you can afford, and then adjust your applica
tion to tai..e best advantage of what you've got. Few companies can afford T3s 
between sites. But even with a Tl or multiple Tls your decision to use data 
compression to improve price/performance of the workstations will also help to 
reduce the demands on 1he network infrastructure. Capacity-planning tools should 
be used and programmed to assume the latency delays associated with each 
component in the network. 

If sufficient forethought is exercised, and informed decisions are made about the 
process to be converted and the methods used to support that process, you will find 
your implementntion of an image system both rewarding and profitable. 
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