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ABSTRAC
Presentation systems that utilize color images are effective in marketing products and

planning new products, etc. More effective presentations are made possible not just by simply
providing product information utilizing images but through image simulation that creates images
of a scene that places a product in the environment in which it is used or a scene with the color or
pattern changed. Here we explain technology that extracts an object from an image, synthesizes
an image with a partial image embedded in a background image, and performs color simulation
to change the color of the object or the light source color as the typical image processing needed
for this sort of application.

1 INTRODUCTION

The environment surrounding computers is changing greatly. In addition to the
improving cost performance of the computer itself, progress in communications and storage
media such as optical disks and CD-ROMs means that computers are no longer limited to just
numbers and encoded data and now handle multimedia information consisting of images and
sound with relative ease. Against this background, image processing applications have continued
to expand from traditional fields such as industrial applications, medical applications, remote
sensing, etc. to the broader fields of general industries, education, and publishing.

One of these new applications is the presentation systems. If the word “presentation” is
defined as “presenting information pertaining to a certain concept or thing to another person in a
persuasive form,” the applications for a presentation system can be numerous. It includes an
electronic overhead projector that supports a presentation at a conference and an electronic
catalog used for product sales promotion () a visual simulation system whose main objective is
creating consensus among participants®, a design simulation system®™ and the like.

The features shared by these systems are:

(1)  Information created by an information originator (author) is utilized by a recipient

(reader), and
2) From the perspective of image utilization, the emphasis is placed more on the
aspect of an image as a medium for conveying information to a human being
rather than the image as the object to be sensed and analyzed.
Because of these special system features, the functions and properties required for image
processing [when used in presentation systems] are different from those of image processing for
industry. For example, they require an interactive process in the creation (authoring) process,
and greater use of color images with their stronger ability to appeal to customer senses.

This discussion will use a presentation system that supports product sales as an example,
and we will outline the image processing needed to do so. Even though computer graphics is one
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extremely useful technology in this application, in this article we will focus on the processing of
natural images and will not discuss computer graphics.

2. SALES SUPPORT PRESENTATION SYSTEMS
2.1  FUNCTIONAL ARCHITECTURE

Let us consider a presentation system that supports product sales. Consumer needs have
become more complicated in recent years, and production and marketing have become integrated,
so there is an increased need for systems to effectively provide product information and support
sales. For example, given the variation in product types, colors, patterns, optional components,
etc., the trick is to provide support so that the consumer obtains the necessary product
information in an appropriate and speedy manner and can easily make a selection that meshes
with his own desires. As the differences in the basic functions and performance of a product
diminish, the importance of design in terms of shapes and colors rises. Presenting thisin a
visually appealing manner indispensably requires the use of images as the medium.

In order to position the functions of an image-based presentation in a sales support system,
the sales support system is modeled using three functions: information provision, image
simulation, and ordinary tasks such as quotation of estimates, order placement and the like.

First, with information provision, product information is interactively provided as
multimedia information using images, sound, text, etc. Here, the use of hypermedia has been
studied as a way of to allow easy access to the necessary information via a friendly user
interface.’” With hypermedia, links are established between relevant information, and all the
desired information can be successively found by following the links.

Next there is image simulation. This is the function of creating an image of a scene
showing a product placed in the environment in which it is actually used with the product colors
or patterns being changed. This is the part where the advantages of digital image processing can
be maximized.

Finally, the usual business processes take place for a product customized by a consumer
such as providing a quote, placing orders, etc.

2.2  IMAGE SIMLATION FUNCTION

Classic examples of image simulation are: image synthesis wherein a product
(component image) is embedded in a background image; color simulation wherein the object’s
color, the color of the light source, etc. are modified; and texture mapping wherein patterns,
material types, etc. are changed. Photo 1 shows an example of image synthesis. Photo 2 shows
an example of a simulation to change an object’s color.
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Photo 1: Example of image synthesis: the automobile is superimposed on the upper left background photo and
combined.

Photo 2: Example of object color change: automobile body color is changed from red to yéllow.

Regardless of whether an image is synthesized or the color is changed, it is necessary to
first extract the region of the object that is to be processed. The extracted region is usually called
a mask, and image synthesis or color modification is done while referring to this mask. Also, in
texture mapping, in order to obtain a high-quality image, it is necessary to estimate the three-
dimensional shape of the surface of the subject object. Additional processes that must be
performed before performing image simulation include color analysis for modifying colors. We
will refer to this series of processes as image structuring since these processes entail extracting
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structures with physical meanings from an image. Figure 1 shows the relationship between
image structuring and image simulation.
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Figure 1: Image Structuring and Image Simulation

3. IMAGE SIMULATION TECHNOLOGY
The typical image processings necessary for image simulation are extracting the object
from an image, image synthesis, and color modification. These are explained next briefly.

3.1 EXTRACTING THE OBJECT FROM AN IMAGE

The process of cutting out a specific object from an image is the problem of image
segmentation or image contour extraction. This is an issue that has long been studied in the field
of image processing. The automatic extraction with satisfactory precision of images
photographed under ordinary conditions is virtually impossible. It is a vexing problem.
However, the application discussed in this paper does not always need automatic extraction. It is
acceptable if the extraction efficiency is merely improved by a human and a computer working
together interactively. What is needed is a practical solution lying somewhere between manual
extraction wherein the contours are specified pixel by pixel (the extraction is accurate but is
extremely time and energy consuming) and completely automatic extraction (difficult except
under special conditions such as the background color being constant, etc.)..

With this in mind, a proposed approach involves a person indicating the general contours
of the object, a recursive threshold value method being employed on the contour region (the
indicated contour is broadened), and a precise extraction being performed.® The recursive
threshold value method is a color image segmentation method proposed by Ohlander, et al. Ttisa
method that sets a coordinate axis in a three-dimensional color space and performs threshold
value processing starting from the axis with high histogram segmentability, and splits the
region.(s)

Also proposed as a system for interactive extraction using color information is a method
in which a representative point inside the object and a representative point on the outside are
expressly specified by a human.® Generally, more than one representative point is specified
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inside and outside respectively, but in the simplest case, as shown in Figure 2, there is one point
each. In this case, the color of both representative points is positioned in a three-dimensional
color space, and a plane orthogonal to a straight line connecting these points becomes the
discriminating plane, thereby distinguishing between inside and outside the region.

1] Discrimination plane
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Figure 2: Interactive extraction system utilizing color information

(a) Localize object area to be processed (inside rectangular frame). Specify internal representative point P and

external representative point Q.
(b) Using a plane orthogonal to the line connecting P’s color and Q’s color as the discrimination plane, segment the

region.

A very interesting approach from the perspective of computer vision is a system that
extracts contours using an (active model).” This model, called SNAKES, constructs an energy
function using (1) a force (internal force) expressing the properties of a contour line such as
smoothness, (2) a force (image force) that attracts towards lines, edges and the like in an image,
and (3) a constraint force (external force) from outside. The contour is extracted by finding the
curve that minimizes this energy. The initial value (location where the SNAKE is initially placed)
and the external constraint force are interactively provided by a person. The algorithm is
therefore open to persons and higher-level tasks.

Similarly, an algorithm has also been proposed that constructs an energy function based
on the properties a contour line should have and edge information extracted from an image, and
extracts contours using the interconnected neural net proposed by Hopfield, et al. ® This
algorithm also uses an approximate contour that is interactively specified as a guiding
information.

3.2 IMAGE SYNTHESIS

There are many variations of image synthesis, but to generalize broadly, image synthesis
can be divided into those that combine two natural images (such as embedding the image of a
cut-out object in a natural background image) and those that combine a computer graphics (CQG)
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generated image with a natural image (such as embedding a CG generated image of a building in
a natural background image). ‘

There are further variations in combining natural images. For example, the object may
simply be superimposed on the background, or the synthesis can be performed after performing
geometric transformations (affine transformation, transparency conversion, etc.) in order to
correct the differences in perspective. The synthesis can also be performed while taking depth
into account. In this case, segmentation is first performed on the background 1mage so that what
is in the foreground remains in the foreground even after the synthesis.

Alpha synthesis is used when combining a semitransparent object or to remove
jaggedness that appears at the boundary between the object and background.(g) With alpha
synthesis, the brightness of the combined image is calculated using the weighted average of the
brightness of the object and background. Research has also been performed on component image
files to increase the efficiency of creation of combined images.!'”

CG images and natural images are often combined for landscape simulation. Methods
that have been studied are a method that first utilizes map information to find the camera’s
position or angle vis-a-vis the background image and then creates and synthesizes a CG image
that is geometrically aligned, and a method that applies a haze effect so that distant objects
become less clear and therefore provides images that are optically coordinated.""

3.3  COLOR CHANGE SIMULATION

Color change simulation changes the color of an object in an image or changes the color
of the light source. Creating realistic images requires changing the colors while keeping the
object’s natural highlights and shadows.

A method that uses a look-up table (LUT) has been proposed as a simple algorithm for
object color changes.(9) This creates a polygonal LUT for each color component - red, green,
blue (RGB) - based on the representative color (reference color) of the object before the change
and the color after the change (target color). The LUT is used to change colors.

Another color change method that is often used is one in which the RGB values are
temporarily converted to hue, saturation, and luminosity (HSV or HSI), and converted back to
RGB after hue (H) is changed to the desired value.

A method that has more physical underpinnings is a method based on an object’s
reflection model."® This utilizes the dichromatic reflection model"® proposed by Klinker, et al.
It is effective for changing the colors of materials such as a plastic. According to this model, a
monochromatic object’s color vector C, as shown in Figure 3, is distributed in a parallelogram
formed by object color vector Cy, (created by diffused reflection) and light source color vector C
(created by mirror-surface reflection). The Cp and Cs vectors are extracted from the distribution
data of C by some method, and the component values (My, M) for both vectors are obtained for
each pixel. After the object color vector C,, is changed to the desired color Cy’, the post-change
color vector C? is reconstructed for each pixel using (Mb, Ms), thereby changing color while
saving the highlights.

By changing the light source color based on this model, changes in the light source color
can also be simulated (however, only for point light sources).
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Figure 3: Object color change system using dichromatic reflection model
(a) Object color C is distributed over a parallelogram drawn by object color vector Cy, and light source color vector

Cs.
(b) After changing the object color vector to Cy’, the object color C’ is reconstructed.

4. CONCLUSION

We described the techniques for image processing needed in presentation systems.
Although not referenced due to space limitations, image compression is the technology upon
which presentation systems must be built. In connection with this, international standardization
of compression methods based on the discrete cosine transform (DCT) is moving ahead. There
has been much recent discussions about this. :

Interactive processing is mandatory in image application systems that center on
interactions with humans. In this sense, approaches introduced in this paper such as the
SNAKES that combine computer vision techniques with interactive processing are very
interesting, not just in terms of new developments in vision technology, but also with regards to
their practical usability. We also hope that the fusion of existing resources in computer vision
with computer graphics techniques will find its use in the coming days in the new applications
described in this paper.
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M (BESNZWRIAETKOETES) (oxt
L, #BLLEWEELEH L CEHEMEE L%
TIFEPREEINTVDY, EaRL L X WH
@&, Ohlander HIZ X VIREEINH 5 —H
BOYXTRA VT = a VET, 3RTBZERIZ
WY ZEEREREL, X 7T A05HN
DI B NELC L & WERLER % it L5385
ZT> TV HETH B,

Tz, BIFEREFR L3R LR &
LT, NEMONHOREE LD FE %
ANBEDGIIRES 5 HEDPRESN TN B,
—MIZiE, RERIAE - A2 hFhEsdE
RETE 50, —FHMREA R, H2ITRT
LI EhEN1EmLR D, ZOBE, TE
Hof% 3RTCBZEMICEREL, ZhbiiEs
EMICESY 5% sy Fm e LT, ko
A, SoHBIETT.

AYE2—=F YT 3 YOIVEDH S OB N
77a—F& LT, BETFI (active model)
WX BEEBH D H X058 5. Snakes & &1t
FoN7zZDEFNTH, (1) Boh sy
WEMORFOUE K3/ (internal force),
(2) EgEFDOIAL 2Ty VR EIE&5E
%7) (image force), B L (3) #ErbD
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(a)

(a) mExgEEE T -7 74 XL GERHEN),

#5FmE

(b)

PEOM RS P LARONER Q ZHET 5.

(b) Pt QOm*ERERICETY A FEA#ITHE LT, HESHZTH.
2 @EFEREFALMEROTH LA

il 7] (external force) 7*H TR IVF—EE%
WL, ZOTRNVF—EE/MET B HlI#E K
HHZEICL s TS TmbLT 4. WHifE (0
&1 Snake % {& { L&) &AMERH O DTS
&, MEERIICARMAG 252 ETE, NHR
ERY 27 LRGN T VT ) AL bz o
TW5.

FRES, BREROFONEHE L g, 5
MLy VERICESEIANT BB LH
B L, Hopfield &2 X Y2 S N-AHERKEE

— S Aky ML VREHB T 7TVT
YALLPEENTVBEY, ZOT7NVIT) XA
ThH, WEEMICIEE SN OWREE A N
FHE LTHWTWAS.

3.2 EBAERK

BE{EARICIE, WAWART —ANEZ bR
b, RELBFBETIUE, I B LAH%

g %5 & 70 A BRI ORI DA T BIA
WﬂiwAmt DIV TTG I LT A

(CG) TER L7-BEY L Ex ERBAEOD
iz AL CG & BARMODOARIZT T 5N L
L
HAME L DS TS, ARY % HIE R
ICEEBART AHAL, HLEDOEVERHIET S
tb,%ﬁ%&x%(774/%@,ﬁﬁf%
&) EMAIZHERT AHEVPHSH. HIZ
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TEBIIT LT I A YT —a va2f1o T
BE, FHICHAEREWHBFEIIRD LI %,
BATEREZELLAR M ITDR TS
ERWEE AR T HHER, ﬁ%%a“ﬂ
DEFRIHET ¥+ F— (BERKOXEEY) %
WYL -0, e BHDOT 7=y 7 3HW
N5 a EETIE, HEMEBFROEED
FBEAMFETHICEL 5T, BREOEE*FET
b, Fi, AREEHER AT H20D,
g7 7 A VORFED R STV 5B,
CGCHfg L BARWMOEHIE, |BYILL—
TavIZBWTALHAWLNRS, ZZTE, #
HiEHZFH L CEREICTT 50 2 7 OALE
RPEXEZRDTEE, TN ERMHREEHE
N5 X HICCCMEIER LAY 5 hHE T2
BEDPLEEHLEIEINLTVL EW) EHE
REREL, RFEHLEENENL L) %E
AT ) HEMFIIE I T B,
3.3 BEEYIaL—Yar
BEEFRYI 2 L—Ta T, WEFoW
HROEOEFER, HEOBDOEEYITH. V7T
WS E R T B0, Wik T4
FRBREFERICE ST TOEFERZITHIL
WLEL 5.
MEBEEEDOES T NVITY AL E LT,
Wy 2Ty TF—7N (LUT) 2k B hER
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/

Z-p C= M,C,+ M.C,
/ /
s / /

2 miec,
M,

R

(a)

/

EEHR [/
wEec KL N
M, M,

B
(b)

(a) %ﬁm%cm,mwéNabwat%ﬁéN&bwafﬁané¥ﬁ@mﬁiuﬁﬁ¢b
(b) WfkE~Xs V% CICEER, Wikol C TR T 5.

3 2B8REEFNICLIMPEEBTELAR

REINTNDY., Zhud, 7, &, #F (RGB)
DEBRTIIT L, WROEHEFOMFEE (K
) CEEEOE (BE) »5Hiko
LUT 21 L, ChEAWCTBEFER2{T b
DTH 5.

F7:, RGBIE%# o 72 A, faifl, M, B
BE (HSV & B\ i3 HSI) (2Z# 1, ta48 (H)
TP DMEICETE L 72 RGB (i 25 | ¢,
BEEZTIHELSRHVL RS,

LOYENEMSTERF S HEE LTI, B
BORGTETIVICE D HENH L2, &g,
Klinker 52 X D2 S W7z 2 K& €70
(dichromatic reflection model )™ % F| 3 2% 3
DT, TITAF v 7 EOMEDBEFRIZER)
THbhb. TOEFMILIE, BaPihkotm~
7 bV CIE, B3IRT L), mLEBESC
Lo TETYHRERY bV C, &, 8 K4
WX o TAEFTHHFBNY ML C, TRONS
WATBFD EIZ5H L TnWb. C D547 —
ThH, MOPDHEIZE-TCB LU C,
DR PVEHHL, FEEICOVWTH Y |
WD RE (M, Ms) %KD TH L
WiEERs MV C, 2FTEDE C) ICEFR L2
%, (My, Ms) VT, ZEFEIHLEER
DERZ PV CEEBKTAZLIZEST,
NATA MERIFELIBEEITTZ .

CHDETNVIZEDE, KFEOEE L7212,

HIREOLES (B LELFEOBHEDAH)Y I 2
LsEltcEs,

4. bV

TVEY T =2 a VY AT ATULELZLHE
FRB DI DNV TR 7z. B D HIR Tl
NLIZEDNTERD LD, TDE>BV AT
LEHEETHICHRLEMSE L 25HME LT, W
BIEMOFM A DA, ZhizonwTit, Eisko
Y4 %M (DCT) (250 < EM AR o E gt
EPEDOLNTEY, BE% < DFHHARS
n5s.

AN EDA v 55272 g wpdula b 7 B THIE
B Y AT L Tid, MRERMBEASUSR L 12 5.
CDERIZBWT, AR TS L7 Snakes 0
LBV —F T 3 DR &R
THAEEDLT TO—FiE, €V v HfioH
LB EV) 2 TR L, ERMELS b B
®WY. F/z, aVE1i—F ¥V 3 v OBEOH
ENIAYE1—=F 27574 9 7 AOEH & ES
L, 4k, ARCl~7/7z% ) 287 %5 H 0%
THE,PSIN T bD LS NS,

X ik
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T a YV AT A" EIEE 40 [ 4K (1990-03) .
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89-CG-39, pp.1-7 (1989).
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