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Information Retrieval:
Research into New Capabilities

In 1945, Vannevar Bush published his seminal article “As We May Think,” 143
in which he envisioned a device called a “memex” that would transform a

desk into a portal to the world’s stored knowledge. It would be possible

not only to access information but to record one’s trail of investigations

and share those associations with others.

In the past four decades, résearchers in the little-known field of informa-
tion retrieval have struggled with technological and scientific issues in their
attempt to create systems with some of the capabilities of the memex.
While Bush’s dream was initially described in terms of microfilm and
mechanical devices, today’s designers have microcomputers, fiberoptic
networks, and laser discs. Technologically, we are much closer to the
paperless society described by Lancaster (1978). More important in many
ways, however, is the fact that computer science has emerged as a key area
of research in the new information age and that the field of information re-
trieval has matured into a cross-disciplinary investigation of the problems
of text analysis, indexing, knowledge representation, storage, access, and
presentation.

For years, work in information retrieval has been limited by the available
tools. Today, computer hardware with tremendous speed and storage
capacity has become easily affordable. Now there is a chance to use inno-
vative approaches to develop new retrieval software and to test that out
with large collections of information.

Microcomputers and optical discs have captured the imagination of com-
puter scientists and users alike. What is needed is a coalescing of those two
developments with the fruits of retrieval research, to make a quantum leap
beyond current systems in all three areas. The result will be an exciting
range of products bringing us another step closer to what Vannevar Bush
envisioned.
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Focus

Papyrus, the world’s first paper, revolutionized the recording of informa-
tion. Today, CD ROM is starting a similar revolution. Providing access
to that information, however, becomes even more important, due to the
sheer volume of material involved.

This chapter focuses primarily on research issues relating to access
methods'and techniques developed in the area of information retrieval.
The discussion will center on models, on experiments testing system
effectiveness, and on indexing/retrieval/interface methods. For additional
information on these subjects, you can consult works by authors such as
Heaps, Van Rijsbergen, Salton, and McGill, listed in the bibliography at
the end of the chapter.

Research Issues

Information retrieval (IR) is a cross-disciplinary field investigated by
librarians, linguists, psychologists, and computer or information scien-
tists. Two of the closest areas to IR are the study of database management
systems (DBMS) and artificial intelligence (Al ). What is distinctive about
IR is the need to work with:

0 Unstructured data, unlike the structured data of database systems.
0 Text, possibly in concert with numeric and image data.

O Very large collections, often larger than those handled by a DBMS, and

much more heterogenéous than those investigated by Al researchers.
o Effectiveness of access, measured experimentally.

Certainly, DBMS and Al researchers confront some of these issues, but
they are not necessarily of central interest to them. The second point is
clearly important for linguists; the third, for library and information
scientists; and the fourth, for cognitive psychologists.

Representation

How information is viewed by system designers and users is one of the
key differences between the areas of DBMS, IR, and AL Figure 1 illus-

trates the distinction in terms of a collection of bibliographic citations.
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BIBLIOGRAPHIC CITATIONS T
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Figure 1. Representations of citation data in database, IR, and Al systems

A good deal of attention has been given to integrating IR and DBMS tech-
nology. Dattola (1979) developed the FIRST system, which merged a net-
work database and a clustered retrieval system. Crawford (1981) advocated
the adaptation of the relational model for IR purposes, and with Macleod
(1983) viewed IR as a database application. Developers of database sys-
tems, such as Stonebraker (1983), have made special adaptations to better
support document processing. Although some DBMS techniques, such as
B-trees, have been integrated into IR systems, an elegant merger of the
concepts has not yet occurred.

Other work has focused on the nontextual data relating to documents and
shown the value of that additional type of information. Citation data can
lead to cocitation diagrams, such as those developed by Small (1980),
which highlight the interrelationships between areas in a field. Bibli-
ographic coupling, explored by Kessler, is also of value. When these rela-
tionships are used in concert with descriptive and textual data, the result-
ing representation, according to results with two special test collections
which this author developed, can lead to even more effective retrieval.
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" Text Precessing

Text appears in manuscripts, journals, reference works, periodicals, re-
ports, newspapers, correspondence, and other forms. Computer methods
that aid in the creation and layout of text, such as word processing, elec-
tronic messaging, and photocomposition, have led to the increased avail-
ability of machine-readable texts. Standards work, as in the Electronic
Manuscript Project, will accentuate this trend. Attendant issues of analyz-
ing, indexing, storing, and accessing text have been central to much of the
work in modern IR.

The simplest way for a computer to access text is to search it sequentially,
much as people scan the words on a page. When people search through
text collections they are able to decide whether Jocated items are relevant
to their particular search need. Computerized retrieval systems should
find exactly those items that are relevant—ignoring items that are non-
relevant. That is to say, they should have high precision as well as high
recall. Clever algorithms, like that of Boyer and Moore (1977), can speed
up the search process, and further improvements are possible with special
hardware. But the simple sequential search becomes ineffective as the
query increases in complexity and the text collection increases in size.
However, creating complex models of text documents by analyzing and
indexing large collections can allow them to be efficiently searched.

Medels

Much of the research in IR has been based on four different models of the
field: browsing, Boolean and p-norm, vector and probabilistic, and ar-

tificial intelligence. Traditionally, the Boolean model has been most widely -

upheld. The vector and probabilistic models have shown promise in labo-
ratory tests. With recent advances in display and pointing devices, brows-

ing models have been advanced. Finally, due to the promise and popularity

of Al a good deal of attention has been given to Al-based models. Each
of these models is discussed below, in order of complexity.

Browsing Medels

In libraries, people work with the card catalog (or its equivalent) and/or

browse in the stacks. When using reference works, people frequently fol-

low implicit or explicit pointers or skip around looking for particular

items. Now that large high-resolution displays are available for COmPlltCI'.SVJ“ :

effective use of such two-dimensional devices, as in the Caliban system, 15
of particular interest. ' '
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The Smalltalk-80 system, developed by Goldberg et al. (1982), has been
irnplernented to provide such an environment. Since hierarchical organiza-
tions of knowledge are commonplace, the language and displays support
that perspective. An example of the system browser is shown in Figure 2.
Once Smalltalk is thoroughly understood, program development for broad
classes of applications becomes especially convenient.

System Transcript | | System Workspace |

System Browser
— NN
Project I
System Browser System Transcript
CTETIT T Project
/777787 L 27777}

Figure 2. Smalltalk-80 with browser

Weyer explored the value of a browsing model for searching books, as por-
trayed in Figure 3. The key point is that users can see several adjacent dis-
plays supporting various types of access to a book and can easily explore
useful links. Responses to a question can be Jocated using the table of con-
tents, the index, or other pointers, or by the aid of text searching.

Cmds. T uestion

AREAS: Answer

List of Subjects Subject Sub-
Command Index Subject
' Index
Subject List of Titles
Tide Chapters l Sections [Sub-Sections

Lines of text taken from the dynamic book, with
Text words that match the words selected in the subject
' index shown in bold face.

Subject References

For Chapter l For Section [ For Sub-Section

Figure 3. Dynamic book
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On a somewhat larger scale, electronic encyclopedias, such as the Grolier
encyclopedia described by Cook (1984), provide browsing-based access to
large reference works. As can be seen in Figure 4, all the cross references
found in an encyclopedia can supplement what is available in a dynamic
book. Furthermore, special capabilities can be built into such systems to
understand units of measure, foreign words, or alternative map pre-
sentations. Lessons, simulations, and other enhancements can also be
incorporated. '

Query Index | |

Section Title Author Page No.

Section Table of Contents, Xrefs

Section Text

Diagram - Simnulation

" Figure 4. Electronic encyclopedia

For large collections of documents, integrating browsing with other access
methods is of particular appeal. Caliban is the first retrieval system with
that orientation. It employs some of the most useful search techniques,
along with multiwindow display and browsing. The appeal of this model
has encouraged other reseatchers, such as Thompson (1985) and Croft
(1978, 1982), to incorporate some of the ideas of Caliban in more recent
systems that employ Al methods as well.

Boslean and P-Norm ?ﬂ@deis

Most retrieval systems require users to describe their search interest in
terms of a Boolean expression, where key words or other atomic elements
are combined into clauses, and clauses are combined with other compo-
nents, by AND, OR, or NOT operators. Figure 5 illustrates this ap-
proach. Part A is an English language statement indicating an area that
might be of interest to a reader of this book. Part B is a typical expression
of the same statement as a Boolean query. For those with a computer sci-
ence bent, part C uses prefix notation to give an equivalent form that can
be directly mapped into the tree structure in part D, which illustrates the
relationship of the various concepts.

Tt should be noted that the original form of part A could not be directly
utilized by a computer. Indeed, it is difficult to construct good Boolean




SECTION I1: THE CD SYSTEM

A) INEORMATION RETRIEVAL SYSTEMS WITH OPTICAL DISC STORAGE SUCH AS

CD ROM ATTACHED TO STANDARD PERSONAL COMPUTER

i4e

B)
(IR OR (information AND retrieval ) OR (document AND retrieval )

AND

(CD ROM OR CDROM OR (CD AND ROM) OR (compact AND disc AND (ROM OR read-
only OR memory or stor*)))

AND - 7 .

(PC OR PC-AT OR PC-XT OR (personal AND computer AND IBM))

Q)

AND ( OR (IR, AND (information, retrieval ), AND (document, retrieval )), OR (CD ROM,
CDROM, AND (compact, disc, OR (ROM, read-only, memory, stor*))), OR (PC, PC-AT,
PC-XT, AND (personal, computer, IBM))) ,

N @

CD ROM PC

4 ' \ ' " personal \
’ compact IBM
information document | e ,.

v/ ) ) computer

disc

IR

retrieval

ROM

. memory
" stor®

read-only

Figure 5. Transformations of Boolean query representations
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queries, often requiring the assistance of trained search intermediaries
who add terms not originally included (e.g., document), provide syn-
onyms (e.g., PC) or alternate spellings (e.g., CDROM), truncate words
to allow for morphological variants (e.g., stor*), drop function or high-
frequency terms (e.g., with, systems), and insert Boolean operators. Of
the available Boolean operators, AND and OR are the most commonly
used. OR is required when any type of “searchonym” (as coined by Attar
and Fraenkel [1977], a term synonymous for searching purposes) is n-
volved, while AND must be used sparingly so as not to diminish recall. It
is rarely necessary to use NOT. When high precision is needed, metrical,
proximity, or adjacency operators are also employed, since it is less likely
for terms to appear near each other than to simply occur in the same docu-
ment. The entire process of carrying out a Boolean search is summarized
in Figure 6.

MENTAL
QUESTION
USER
Interest
. Statement
Dialogue
SEARCH
SEARCH «—| RESULTS
INTERMED.
g / Boolean Query
{L
COMPUTER
Postings SEARCH
X COMPUTER STORAGE

; Document
r Inverted File J Collection Text

Figure 6. Boolean query formation and inverted file search
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In actuality, there is usually a good deal of interaction between the end
user and the searcher, and between the searcher and the system, in order
to construct a good query. Part of that latter dialog is shown in Figure 7.

> information > CD ROM

1) INFORMATION 2300 9 CDROM 421
> retrieval > CDROM

2) RETRIEVAL 749 10) CDROM 121
> document > compact

3) DOCUMENT 892 11) COMPACT 82
>1AND2 - > disc

4) 1 AND?2 539 12) DISC 1583
>3 AND?2 > 11 AND 12

5) 2AND3 372 13) 11 AND 12 48
> IR - > ROM

6 IR 452 14) ROM 567
> 40R5 > read-only

7) 40R5 627 15) READ-ONLY 391
>70R6 > memory

8) - 60R7 704 16) MEMORY 3865

Figure 7. Initial section of dialog for Boolean query processing

A retrieval system accepting Boolean queries typically includes an inverted
file (also called an inverted index) which supplies the postings information
shown in Figure 7. Thus, whereas the document file is stored as a set of
documents, each of which has words, the inverted file (IF), depicted in
Figure 8, turns that organization upside down. "

Concept File Document Document
Pointers Text
Concept No. List :
String Post. Prr. Con1 List / Doc1
‘ 17111} Doc2
hashed 245 — Con2 List

’\mm

ConT List DocN

\

| o (ITTTITITI

above 1234 —

Figure 8. Simple inverted file organization
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For each term (e.g., keyword, special phrase, thesaurus class), there is a
list of all documents in which it appears, along with the length of that list
(i.e., the number of postings). From Figure 7 it can be seen that a searcher
will not only consider the words given and their semantic relationships but
will also note how frequently words occur, or how commonly they occur
with other words. A Boolean query thus will often evolve in steps; and al-
though the final query will probably retrieve a reasonable number of hits,
it may have a very complex syntactic and bizarre semantic structure.

In spite of the ubiquitous nature of Boolean query systems for IR, they
have many limitations and problems. As can be seen in Figure 7, it is diffi-
cult to identify the correct-size set of documents that should be retrieved.
When all terms thought to be useful are put together into a suitable query,
the resulting retrieved set may be much too large or too small. Further-
more, if there is a large set, the documents are usually randomly ordered,
so the most useful one may well be at the end.

"The SIRE system was devised by McGill, Noreault, and Koll in part to

explore the effects of ranking the set of documents retrieved by a Boolean.
query. In addition to storing the list of documents in which a term
occurred, the number of times a term appeared in each document was re-
corded in the inverted file. A variety of formulas for ranking the retrieved
documents were compared by McGill et al. (1976) in order to group simi-
lar schemes and identify the best ones.

Even in SIRE, however, the searcher cannot specify which terms are most

important. One notation for expressing relative importance was proposed -

by Bookstein (1980). When Boolean logic is generalized so that there are
degrees of truth in the range of O to 1, then a document can be indexed by

a term to a partial degree, and truth values can be viewed as measuring the -

similarity between a query and each document. Figure 9 illustrates the

value of having such fu#zzy sets rather than simple Boolean sets of retrieved -

documents. It is likely that relevant documents will have higher similarity
and so will appear closer to the top of the list; more documents will typ-
ically be retrieved as well, aiding w1th recall.
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A. FUZZY SET B. BOOLEAN
Document Similarity Document Similarity

1D001 1.0 1D001 1.0
1D742° .834 . .
1D819 632 . o

° i 1D029 1.0
1D253 .104 1D003 0.0
1D006 0.0 . .

. . i 1D997 0.0
1D997 0.0

Figure 9. Sets of retrieved documents

Such a ranking can be produced when Boolean queries are interpreted ac-
cording to the p-riorm scheme explored by Salton, Fox, and Wu (1983). In
addition to having relative weights on query terms, and degrees of index-
ing (in range O to 1) on terms in each document, one can vary the strict-
ness of interpretation of the OR and AND operators (in similar fashion to
the softening suggested by Paice [1984]). That is to say, the conjunction of
2 number of terms will retrieve documents where all terms need not be
present, albeit with a similarity less than 1. Also, the disjunction of terms
will lead to higher similarity when several of the terms are present as op-
posed to when only one is present. A p-value can be chosen in the range of
1 to infinity, where 1 gives the least strict interpretation. The p-value iden-
tifies which in the Lp family of norms is employed to measure distance
from the ideal points (since OR queries should be far from the 0 point, and
AND queries should be close to the 1 point), as can be seen in Figure 10.
Note that p =2 specifies standard Fuclidean distance. These curves, de-
veloped by this author, show connect points for documents that have equal
similarity to the given two-term queries. They demonstrate the range in
strictness from the p =infinity case, where AND is viewed as MIN and
OR is viewed as MAX, to the p=1 case where AND = OR = AVERAGE.

Experiments by this author indicate that the p-norm scheme leads to more
effective retrieval than traditional Boolean systems. P-norm queries can
also be automatically constructed from simple lists of keywords. In addi-
tion, when a user is presented with the first 10 or 20 documents retrieved
by a p-norm or Boolean search and indicates which of those are relevant,
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) QUERY: A ORPB : b) QUERY: A ANDPB

dB 4B
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& dA & dA

0 ' 1 0 1
Figure 10. P-norm equisimilarity contours

automatic construction of a new feedback query is possible. Experiments
by this author and by others at Cornell have shown that such a query is
often better than the original query.

| ~ Vector and Probabilistic Models

The vector and probabilistic models developed out of early investigations

into the statistical characteristics of text collections. Specifically, the vec-

tor space model proposed by Salton, Wong and Yang (1975) is based on the

observation that the frequencies of occurrence of terms are indicative of

their importance. Similarly, the probabilistic model, proposed at roughly

the same time by Robertson and Sparck Jones (1976) and by Salton, Yang

! and Yu (1975), relies on Bayesian theory. The presumption is that term

; importance can be estimated as a result of contrasting the occurrence char-
acteristics of text terms in a feedback set of relevant documents with oc-
currence values in the rest of the collection. Both of these models are dis-
cussed at length by Van Rijsbergen (1979); the description below deals
with key features.

Figures 11 and 12 illustrate the vector space model, giving examples
of spaces for three-dimensional terms and for T-dimensional terms,
respectively.

RETRIEVAL

KEY: ,
D1 «DI DOCUMENT MOSTLY ABOUT
- Q INFORMATION

«D2 DOCUMENT MOSTLY ABOUT CD ROM

-
&

| CD ROM INFORMATION

"Dz -Q QUERY ABOUT ALL3

Figure 11. Vector space model: 3-D example
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Three of the terms from the query in Figure 5A are chosen in Figure 11,

where documents are represented by points determined by the number of

times each of the terms occurs. The query Q can likewise be Jocated in the
space. Relative weights on the terms allow one to indicate which are most
important. Retrieval can be viewed as locating documents that are near the 155

query, based on a suitable definition of similarity.

T-dimensional space
Figure 12. Vector space model: T-D example -

Tn Figure 12, an idealized view of the T-dimensional space determined by
the T different concepts in the collection, documents and queries can both
be placed. Similarity can then be computed, for example, as the cosine of
the angle between a query and document vector.

Figure 13 shows one way to represent the vector space, using matrix nota-
tion. Each of the T concepts present is associated with a column, and each
of the N rows defines a collection document. The value for document I
and term J, d;, indicates the importance of that term’s appearance.

If the cosine similarity measure is employed, TF X IDF weights are easy to
compute and give good performance; they are the product of the number
of times the term appears in the document (the TF, or term frequency,
component) and the inverse document frequency (IDE, figured as the log
of N/DFj, where DF is the number of documents in which the term ap-
 pears). A similar value has been used by this author and others for p-norm

" computations, except that normalization to the range of 0 to 1is required.

\
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TERMS
1 ] K T
1 d-11 d-1T
1| di d-ij d-ik T
N| dN1 d-Nj d-Nk d-NT

DOCS

Figure 13. Document-term collection matrix

In any case, the document-term matrix in practice is very large, but since
1t Is sparse it can be compactly represented. If one stores data by column,
an extended inverted file like that found in SIRE results. Storing by row
results 1n a file of document vectors.

Figure 14 idealizes the vector feedback process first developed by Rocchio
(1971). A query, QO, is transformed into a vector, and then a set of nearby
documents is initially retrieved. The searcher identifies the (3, in this case)
_relevant documents. A new feedback query, Q1, is constructed from QO
by moving closer to the relevant retrieved documents. Presumably, Q1 will
do a better job than QO in retrievirig relevant documents.

Metrical feedback, advocated by Attar'and Fraenkel (1977), follows a simi-
lar model but also considers the number of intervening words between oc-
currences of terms that are to be added to the original query. Probabilistic
teedback has a similar effect, but the construction of Q1 is done based on
a term relevance (Robertson and Sparck Jones, 1976) or term precision
formula (Salton, Yang, and Yu, 1975). Probabilistic weighting schemes are
discussed in more detail by Van Rijsbergen (1979). An early implementa-
tion of probabilistic retrieval for a practical (museum) retrieval system was
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KEY:

& TRelevant Doc.
O  Non-relevant Doc.

® Initially Retrieved Docs.

Figure 14. Vector feedback - ’

done by Porter (1982). Probabilistic feedback has been incorporated by
Buckley (1985) in recent versions of the SMART system and has also been
adapted for several p-norm algorithms by this author. Itis possible to ob-
tain some of the benefits of probabilistic retrieval when accessing a con-
ventional Boolean system, if sufficient processing is carried out by an -

telligent front-end system such as that of Morrissey (1983).

Tn addition to supporting vector retrieval, the document-term matrix has
been used to rationalize term or document clustering. The earliest thor-
ough term-classification study, conducted by Sparck Jones in 1971, dem-
onstrated that terms which co-occur in similar sets of documents tend to
be ones that should be grouped into (thesaurus) classes. This techmique
could aid in semiautomatic selection of term classes when collections are
not too large to warrant the relatively expensive processing.

Document clustering has been more thoroughly studied and shows greater
promise. Figure 15 illustrates the process, where a number of similar docu-
ments are described by a centroid (named since the vector centroid can be
so employed), where similar centroids are grouped under super centroids,
etc. Since documents may often be about several topics, itis possible for
the clustering to be overlapping, as shown for the second and fifth docu-
ments. A top-down search allows rapid identification of a few relevant
documents, if at each point a depth-first selection is made of the best
centroid ¢o consider next.
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Super-
Centroid -

Super-
Centroid

Figure 15. Cluster bierarcby organization

Clustering algorithms, such as those given by Hartigan (1975), have long

P been used in taxonomic analysis. Clustering using the well known single-
link method to build searchable hierarchies was explored by Jardine and

- Van Rijsbergen (1971). For large collections, faster methods which still
yield hierarchies that can be searched were developed by Dattola (1971)
and Williamson (1974). Since cluster centroids are often quite large, top-

i down searching may be very expensive, so the bottom-up or hybrid

scheme shown in Figure 16 ‘was investigated by Croft (1978). A recent

thorough examination of various clustering approaches by Voorhees

(1985) highlights the complexity of the situation, identifies those situations

where clustered searches may be better than inverted file searches, and en-

courages use of cluster conriections to support better browsing systems.
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Concept File Cluster

Pointers
Concept No. List
String Post. Prr. Con1 List

jimamamsy 159

hashed 87 ~—~ Con2 List

ConT List
above -

Figure 16. Hybrid inverted and clustered organization

Vector, probabilistic, and p-norm schemes all presume that the document
collection has been automatically indexed. Figure 17 shows the key steps
involved, for a hypothetical collection, on an example query. Function
words like wizh and collection-specific high-frequency terms like system
are stored in a stop word list. Incoming text is broken into tokens such as
words, and a TRIE or hashing scheme is employed to identify stop words.
The remaining terms are then alphabetized and repetitions avoided by the
inclusion of frequency counts. Normal words are stemmed by a technique
such as that of Lovins (1968). The system dictionary is then searched; new
terms in documents are added when they first occur. At this time docu-
ment frequency statistics can be updated. Next, a list of concept numbers
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is constructed. Terms are weighted according to a scheme such as

TF X IDF (described earlier), and vectors are built. Higher performance is
possible if phrases are identified as they occur, and if terms with very low
frequency are treated as markers of thesaurus classes, prior to weighting.

INFORMATION RETRIEVAL SYSTEMS WITH OPTICAL DISC STORAGE SUCH
AS CD ROM ATTACHED TO STANDARD PERSONAL COMPUTER_

TOKENIZATION,
STOP WORD REMOVAL

INFORMATION, RETRIEVAL, OPTICAL, DISC, STORAGE, CDROM,
PERSONAL COMPUTER

DICTIONARY
LOOK-UR SORT

[

3543, 3895, 4768, 7531, 13032, 14274, 16821, 18297

TERM
"WEIGHTING

/

<3543,8.2>, <3895,1.0>, <4768,2.3>, <7531,1.2>, <13032,3.1>, <14274,2.3>,
<16821,3.1>, <18297,1.2>

Figure 17. Simple example of antomatic indexing -

Given such an automatic indexing process, the overall process of indexing
and vector or probabilistic retrieval can be seen in Figure 18.
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MENTAL

QUESTION /

Interest
Staterment

~" Relevance -
Judgments

FEEDBACK
PROCESSING

SEARCH

AUTOMATIC
INDEXING

RESULTS

Auto. Query

COMPUTER
SEARCH

COMPUTER STORE

[ ACCESSFILE |

DOC.SURROGATES

Document
Collection Text

\ -

/

AUTO--
MATIC
INDEXING

Figure 18. Automatic indexing and feedback retrieval
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Al Medels

The field of artificial intelligence has many subareas related to IR. Indeed,
anumber of IR researchers have worked on problems similar to those
studied under A1 For example, O’Connor (1980) has employed linguistic
methods and discourse analysis concepts, along with suitable heuristics, in
order to select answer passages from texts. Oddy (1977) has focused on the
user’s model of an information need, and the specification of that need
through a dialog with the computer, as the first and crucial step in re-
trieval. Hahn and Reimer (1984) use word expert parsing routines and dis-
course models in order to build a knowledge base that condenses texts so
they can be more easily browsed and searched. Expert systems have like-
wise been employed by students like Yip (1979) to extend the work of
Marcus on automating the job of search intermediaries.

At the most fundamental level, AT and IR are both concerned with the
analysis and representation of the information content in texts. Thus, the
early work by Evens on lexicons was in the computational linguistics area
of AT but has since shown closer ties to IR. Related work by this author,
for example, has demonstrated the value of relational models of the lexicon
to aid in IR thesaurus class utilization. Earlier work on machine-readable
dictionaries, such as by Amsler (1984), is now being extended to allow
several full dictionaries to be automatically analyzed so that a comprehen-
sive Jexicon can be built to support work in both IR and Al

Knowledge representation is another area of Al that closely relates to IR.
Indexing methods and models of retrieval both depend on how the infor-
mation content in texts can be analyzed and recorded. A taxonomy of rep-
resentation schemes used in IR; formulated by Smith and Warner (1984),
makes this point clearer and highlights the need for more IR work in doc-
ument analysis. The work of Kimura (1984), in the domain of text pro-
cessing; is of particular interest in providing a framework for modeling .

. large documents.

During the last decade, the frame model of Mmsky (1975) has served as
the basis for many Al knowledge representation efforts. Frames support
higher-level views of information comiplexes than the semantic networks
which have also been intensively studied by Al researchers such as Ritchie
and Hanna (1984). Similar in form, but more closely tied to the type of
cognitive science work that has evolved at Yale, are scripts and more recent
constructs for modeling memory. Al methods for handling temporal data
have proved useful for certain IR applications such as the Reseda project
Zarri, 1983, and further research is underway.
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The larger question of how to analyze documents for IR is allied to Al

work in natural language processing. Logic programming has been de-

veloped to help speed up development of language understanding and

other tasks, as evidenced by the success of Prolog analysis systems by

Pereira (1983). One version of Prolog has been used by Correira (1980) for 163
computational analysis of stories. Simple but powerful routines for search-

ing small document collections, for building schema representations of

texts, and for question answering have also been demonstrated by

Simmons (1984).

A great deal of further work is needed in this area. Parsing systems must
becomme more robust, to handle ungrammatical constructs and a variety of
styles and genres identified by Hayes (1981) and others. Much of the pro-
gress to date relies on utilizing systems, like that of Sager (1975), that have
been tailored for a particular sublanguage. Less detailed analysis is possi-
ble, as in DeJong’s (1982) FRUMP, but requires a knowledge base for
whatever subject areas are to be found in the text collection. The problem
studied by Charniak (1982), of recognizing the context for a discussion so
that appropriate specialized knowledge bases can be accessed, is unfor-
tunately very hard to solve. Building schemas to represent story structure,
investigated by Rumelhart (1975), is also difficult. Clearly, developing
systems which Riesbeck (1982) hopes can realistically comprehend natural
language texts, is very much a research problem.

At an even higher level, issues of matching user needs with texts are com-
mon to both IR and cognitive science studies. Designing a good interface
to support human-computer interaction for IR will require extensive re-
search and psychological testing beyond the recent work by Borgman
(1984) and others. The need is even greater if simple Boolean systems are
replaced by more sophisticated designs incorporating browsing, vector,
probabilistic, and Al approaches. One of many Al efforts to develop such
natural language dialog systems, with limited modeling of user knowledge
and plans and with special domain knowledge, is the UC project of
‘Wilensky et al. (1984), building 2 UNIX consultant.

The recent emphasis on constructing expert systems, surveyed by Hayes-
Roth et al. (1983), is another AT trend that promises to be helpful in re-
rrieval. Several efforts aim to capture the expertise of search intermediaries
in dealing with many different information retrieval services and in con-
structing Boolean queries. A more ambitious effort is Thompson and
Croft’s (1985) integration of browsing with automatic retrieval, where the
systemn has limited models of the users and has special knowledge about
the appropriateness of a given retrieval model and search strategy in each
situation.
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€CODER: Integration of Models

The CODER (Composite Document Effective/Extended/Expert Re-
trieval ) project is a comprehensive effort by this author to bring together
the best aspects of browsing, Boolean, p-norm, vector, probabilistic, and
AT models into a new-generation retrieval system. The system is being de-
veloped partially in C, for special control and interface portions, but
mostly in Prolog. Specifically, Naish’s (1984) MU-Prolog is being em-
ployed since it includes improvements to avoid some of the failings of stan-
dard Prolog systems, and since it directly supports retrieval from large fact
bases. The CODER effort includes a number of important components:

1. Constructing a comprehensive lexicon, by automatically analyzing two
full English dictionaries.

2. Developing an architecture based on the blackboard model pioneered by
Erman et al. (1980) in the Hearsay-1I project.

3. Having multiple experts, each with private rule bases, as well as black-
board-based strategists for both analysis and access of documents, that can
run as separate processes on multiple machines.

4. Focusing on sophisticated analysis of complex heterogeneous documents,
to determine the type and structure of each composite document.

5. Automatically generating a knowledge representation for documents, in-
cluding multiple vectors, frames, and relations.

6. Storing and updating models for each user, allowing human-computer
interaction via a number of different devices (including simple or sophisti-
cated graphics devices, and eventually, speech output).

7. Planning appropriate methods for both analysis and access, based on
hypotheses posited by the many different experts.

8. Using Al, p-norm, vector, and probabilistic query techniques along witha
knowledge base, inverted file, and cluster hierarchy to support searches,
- feedback, and browsing. o

It is hoped that as the CODER system evolves, it will support a variety of
different types of composite documents and serve the needs of a number
of user classes, as shown in Figure 19.
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Figure 19. CODER

Past, Present, Fuiure

Online Systems te Bate

Today, the normal mode of access to bibliographic or full-text databases is
through the use of online services. Large packet-switching public net-
works connect users to information retrieval services such as BRS, -

DIALOG, Dow Jones News/Retrieval, or MEDLARS. Information sup-

pliers obtain their data from information pfoviders.
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Some of the databases available have been indexed, and a search often
requires the aid of a trained intermediary to understand specialized
thesauruses or other unique features. Boolean queries must be submitted;

 there is no ability to incorporate relative weights on terms, to use simpler

or more powerful notations, to perform feedback operations, to get rank-
ing of output, to rapidly browse, and so on. The investment in current re-
trieval software and emphasis on providing fast and low-cost services has
made such enhancements irrelevant to managers of most online services.

€D ROM Systems Being Developed
With the advent of CD ROM systems, the initia] focus has been to simply

make the power of a large online service directly available to the user of a
PC. Microcomputer versions of systems like BRS and BASIS provide es-
sentially the same functionality as the mainframe software, with an almost
identical user interface. In some cases, though, menu rather than com-
mand languages are employed.

Development work has focused on building suitable device drivers, design-
ing file systems, compressing or replicating data, helping information pro-
viders organize their data for mastering, and struggling to achieve rapid
response to commands. Since many PCs support graphics or color dis-
plays, some attention has also been paid to improving the simple line-by-
line i interaction mode provided by online services.

Another concern has been the integration of CD ROM with online sys-
tems, so that when updates become available they can be immediately ac-
cessed. Online searching, downloading to local magnetic disks, or dis-

tribution of d1skettes or laser cards are all possible solutions.

Some more innovative developments are also taking place. Grolier has pi-
oneered work on electronic encyclopedias to be readily accessible through
PCs with CD ROM readers. The SIRE system (mentioned earlier) has
been adapted to run on PCs as well as large minicomputers, and will sup-
port CD ROM databases. In both of these cases, more flexible interfaces
than usual are provided.

Future Pessibilities

The challenge raised in this chapter is to make a quantum leap forward in
the practice of information retrieval by integrating the advances in proces-
sor and storage technology with the fruits of retrieval research. Storage
methods have long been of interest to IR investigators such as Goldstein
(1984), and today, with optical discs like CD ROMs becoming readily
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available, are even more exciting. Studying such large databases will re-
quire new experimental approaches, such as the simulation work of
Tague (1981) et al. which relies on studies of the distributions found in
existing collections. But it is likely that many research methods can be
applied without a great deal of further adaptation.

What is perhaps most important is that with the advent of hardware that
can store and process very large text collections, and is inexpensive enough
50 as to be targeted for the home market, there will be a new emphasis on
effective as well as efficient retrieval. Fully automatic processing, where a
natural language or an enhanced Boolean query can be handled, and

- ‘where hidden but sophisticated analysis, indexing, search, and presenta-

tion capabilities are provided, will transform the new papyrus, CD ROM,
into a portal to knowledge much like the memex proposed by Vannevar
Bush in 1945!
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