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A System for the Recording and Playback of 
Stereoscopic Panoramic Images and Video 

Shmuel Peleg and Robert Samuel Rosenschein 

This application describes a system that enables the recording and playback of pano­
ramic stereoscopic video and still images for use in immersive reality applications. Both 
the source images and the panoramic images can be still pictures or moving pictures. The 
viewer will need a special device for viewing the panoramic images. Such a device can 
comprise of one of the existing special stereo glasses: with color filters or with polarizing 
filters, or with shutters, using one of several existing methods to encode a stereo image­
pair in a single image or screen. Also, it can be a display device that will deliver the ap­
propriate image to each eye (e.g. using a stereoscopic head-mounted-display, HMD). In ad­
dition, a pointing device will indicate the desired field of view. The pointing device can be 
a mouse, a sensor detecting the direction of the head or eyes, or any other pointing device. 
The system can serve simultaneously several viewers, each possibly observing a different 
area of the scene. 

1. Panoramic Images 

A panorama is an image having a wide field of view, up to a full 360 degrees. Pano­
ramas can be captured or generated in several ways, among them: 

• By using a single camera and some kind of a mirror (conical, spherical, hyperboloidal, 
paraboloidal) [1]. Through the mirror a single image can view the entire scene, or at 
least a very large field of view. 

• By using mUltiple cameras, or one rotating camera, and stitching their images into a 
single panorama (also called "mosaicing") [2,3]. 

• Synthetic generation of a panoramic image given a scene model and a camera model. 

It is common that each panorama has a single point of view (pov), also called the 
"center of projection". The panorama can be viewed as a projection of the scene onto a 
cylinder or a sphere through this pov. It is necessary to have a single POV in order to cre­
ate mathematically correct narrow-field-of-view images from the panoramic image. A 
panorama can cover any part of the viewing sphere, up to the entire viewing sphere. The 
images treated in this application can be still images or moving images, and wherever the 
term "image" is used, it should also be understood as a "video stream". 

1.1. Viewing a Panorama 

In order to view a panorama, the desired viewing location is selected by some pointing 
device, and the viewing region is projected onto a plane to have the look of an ordinary 
picture. The projection into a planar image is needed as a panorama is usually represented 
in spherical or cylindrical coordinates [1,4]. 

1.2. The Problem with Panoramic Stereo Images 

At first glance, creating panoramic stereoscopic images seems some sort of contradic­
tion. Every single image, be it ordinary picture or a panoramic picture, is taken from ap-
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proximately a single point of view. A stereo pair is comprised of two images taken from 
two different points of view, corresponding to the distinct locations of the two eyes. 

Assume we have two panoramic images, taken from two different locations (povs) 
corresponding to the locations of the eyes. If we select in each panorama a viewing direc­
tion perpendicular to the line connecting the two povs, then we could view the two images 
of the two selected regions as a stereoscopic pair. However, the two images will fail to 
give stereo perception in a viewing direction, which is in the direction of the line con­
necting the two povs. Images from two cameras, one behind another, do not give stereo 
perception. To create 3D information from panoramic images it is suggested in [7] to cre­
ate several panoramic images from different locations, and compute the 3D information of 
every scene point from its location on each of the panoramic images. But even a complete 
3D model does not give an immediate panoramic stereo. If such a 3D model is given, for 
every desired viewing direction two images should be generated, one for each eye, by a 
process called "rendering". Rendering is a very elaborate process, which today can only be 
performed by very expensive special purpose hardware. 

In spite of this apparent contradiction, we propose methods for construction panoramas 
that enable such stereo viewing. The proposed methods create once two panoramas, and 
from these two panoramas images are generated for the two in a simple warping process, 
without the need for rendering. 

2. Recording Stereoscopic Panoramic Images 

This invention presents several approaches to the creation of panoramic stereo images. 
In addition to recording images, the recording "camera rig" can optionally also record its 
own location and/or orientation using devices such as a GPS, an inertial tracker, or a mag­
netic pickup to sense natural or artificial magnetic fields, etc. The location and orientation 
of the rig, together with the state of the pointing device, can be used to compute the region 
of the panorama viewed by the viewer. The general scheme of the process is described in 
Figure 1. 

Images from the image source 100 are used by the panoramic creation process 101 to 
generate two stereo panoramas, L-Panorama 102 and R-Panorama 103. The image gen­
eration process 104 gets from the pointing device 107 the desired viewing direction, and 
generates from the two panoramas two images: The L-Image 105 is created from the L­
Panorama 104 and is designated for the left eye; the R-Image is created from the R­
Panorama and is designated for the right eye. Both are images delivered to the eyes of the 
viewer 108, who also manipulates the pointing device 107. Optionally, the image genera­
tion process 104 also gets from unit 109 the camera position, and will deliver images at a 
direction that is computed from both the camera position and the pointing device. As an 
example, such a process can keep the image stable even when the camera rig is rotating. 

The image source 100 is detailed in Figure 2. Images can come from at least one of the 
following options: The set of cameras organized on a camera rig 110; they can also come 
from a moving camera 111, or from rendering a 3D representation of the scene 113. The 
3D representation can be a synthetic scene model 112, or can be computed in step 115 
from images of the scene using some other stereo process like the "vertical stereo" 114. 
For images coming from a moving camera, the camera position can be obtained by unit 
109 from sensors tracking the cameras, or can be computed from the images themselves. 
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Figure 1: The Overall Stereo Panorama Process 

~ Image Source 

lJ.lQ. Images from 
Camera Rig 

ITIQJ 
m Images from a -----.j Image r 

Moving Camera Alignment 
v 

~ 3DScene~ I 
Model Rendering I 

~ Vertical ~ 3D 
Stereo ~ Computation 

Figure 2: Possible Image Sources. This module provides the mosaic 
generation process with the images and their relative positions. 

- 3 -



3. Option 1: Cameras on a Ring 

In this option, the recording device is a camera rig comprising of several cameras ar­
ranged on an approximately circular ring. The cameras each point in a direction approxi­
mately perpendicular to the ring, but such that their fields of view (FOV) overlap. One pos­
sible setup of this arrangement is in a band or a headset worn on the person's head like a 
crown or halo. See Figures 3 and 4. The cameras may be distributed evenly around the 
ring, or may be closer together at some preferred directions. 

Figure 1: View from above of the stereo-panorama camera rig 

Note that in this arrangement the cameras do not share the same POV. This follows, for 
example, the work in [8] that created panoramic images from a moving slit. Since the slit 
in [8] is translating, the panoramas are necessarily generated from images having different 
POVs. Also in [3], the images from which the mosaic is constructed do not necessarily 
share the same POV. 

Figure 4. A person wearing the stereo-panorama rig. 

3.1. Creating Stereoscopic Panoramic Images 

The panorama-generation system creates and stores a pair of panoramic stereoscopic 
images for suitable playback. One panoramic image is created for each eye. The input to 
this process are the images contributing to the panoramic images, as well as the relative 
positions of the cameras or the images. 

Creation of regular panoramic images usually takes a strip from the center of each im­
age, and combines all the strips into a large panorama [3]. 
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To create a pair of stereoscopic panoramas, each panoramic image should be taken 
from a different point of view, corresponding to the two different point of views of the two 
eyes. For panoramic stereoscopic images, this can be achieved by taking strips from dif­
ferent locations of the original images. For example, one panoramic image can be created 
from strips taken from the left side of the original images. This panorama will have the 
images for the right eye, to be called the R-Panorama. A second panoramic image will be 
created from strips taken from the right side of the original images. This panorama can 
correspond to images for the left eye, to be called the L-Panorama. 

Figure 5. An Example for creating a pair of stereo panoramas from a set of 
cameras comprising a camera rig. Rather than a set of cameras, the 

two panoramas can also be constructed from a moving camera. 
Strips for the L-Panorama are taken from the right side ofthe im­
ages, and strips for the R-Panorama are taken from the left side of 

the images. 

3.2. Playback 

The playback device consists of three distinct parts: (1) a pointing or directional ori­
entation device, (2) a system to take the selected region from the panoramic images and 
transform them to planar images for the display, and (3) a stereo viewing system, such as a 
set of stereoscopic video head-mounted display, where a different image can be delivered 
to each eye. 

As the viewer moves the pointing device, e.g. moving his or her head, the two stereo­
scopic image which correspond to the selected direction are extracted from the two pano­
ramic images, and are projected on the internal screens. This gives the viewer a stereo 
view in the desired direction. 
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Figure 6. Stereo immersive reality playback headset. 

3.3. Viewing Modes 

The system can be used in two viewing modes, live viewing and pre-recorded viewing. 

3.3.1. Live Viewing 

In live viewing, the video images from all video cameras at the camera rig are com­
bined in real-time to create the two stereoscopic video panoramic images. These two pano­
ramic video images are sent to one or multiple viewing locations by any of several trans­
mission mechanisms (television, cable, Internet, etc.). In the viewing area, the playback 
device can serve one or several viewers, each with the possibility of independently view­
ing a desired direction in the dynamic scene. 

3.3.2. Pre-Recorded Viewing 

With pre-recorded viewing, the images from all cameras, or synthetically generated 
images, are recorded for off-line creation and processing of the panoramic images, or the 
panoramic images can be created in real time and further recorded. The recording medium 
can be any medium used to record movies: from regular film, to magnetic videotape, to 
digital media like CD/DVD or computer file. The recording medium can be recorded and 
distributed, and can be played back as desired by the viewer using the playback device. 

4. Option 2: Vertical Stereo 

It is possible to create two stereoscopic panoramic images using multiple cameras and 
mirrors as described in [5], but where the possible rotation of the head will be around the 
axis connecting the two povs. The system described in [5] comprises of two panoramic 
images taken from two povs one above the other. This corresponds to a situation where 
the two eyes are one above the other, namely when the viewer is lying sideways. If we ro­
tate this system so that the povs will be side by side, corresponding to a sitting or a stand­
ing viewer, the possible rotation of the head for stereo viewing will be only up or down, 
but not sideways. 

Let's call the stereo system as described in [5] a "vertical stereo". While vertical stereo 
is not suitable directly for viewing by a sitting person, and for sideways head motion, it 
has enough information to generate appropriate images. This can be done by computing 
the stereo correspondences between the points in the two panoramic images. This stereo 
correspondence can be done with any of several existing known methods. Once a stereo 
correspondence is achieved, new viewpoints can be further generated to correspond for 
any desired location of the eyes, and in particular sideways eye location. There are several 
known methods for the generation of new views, and an example is [6]. Alternatively, a 
3D scene model can be computed, and desired images can be generated by rendering. 
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5. A Moving Camera in a Mostly Static Scene 
We can also follow the traditional video mosaics [2,3,4], and create a mainly static ste­

reo panorama from a single moving camera. However, while the original attempts for 
building panoramas recommended that video mosaics will be created from images taken 
by camera that are mainly rotating about their pov, stereo panoramas are created from im­
ages taken by cameras whose POV is changing. Images from translating cameras, or from 
cameras rotating about a point that is not their pov, may be used for creating static stereo 
panoramas. 

5.1 A Rotating Camera 

To create a stereo panorama from a rotating camera, the camera should be rotated 
around an axis that is behind the camera or in front of the camera. See example in Figure 
7. The camera can either be a video camera or a still camera, collecting images of the 
scene with substantial overlap while rotating about its axis. 

Figure 7: Camera arrangement for static Stereo Panorama 

A sequence of overlapping images is taken while the camera is rotating about its verti­
cal axis that is either behind of in front of the POV. The sequence of images from the ro­
tating camera (as in Figure 7) is aligned using any of the known image alignment method, 
or by measuring the exact rotation angle of the axis. After alignment, the creation of the 
pair of stereo panoramas is continued in a similar way to what is described in Section 3.1 
and in Figure 5. There is one major difference between the mosaicing process of the fixed 
camera rig and the mosaic process of the rotating camera. In the fixed camera rig the im­
ages (or video streams) can be aligned in advance by knowing the relative position of the 
cameras and by performing initial calibration. In the case of the rotating camera, the 
alignment of the images is not known in advance, and alignment has to be computed be­
tween the frames. 

Once the alignment between the frames is computed, the two stereo panoramas can be 
created by combining strips as described in Section 3.1 and in Figure 5. However, since 
the mutual displacement between the frames may be different for each pair of frames, the 
width of the strip used for mosaicing has to be determined for each frame. Examples for 
methods to determine the width of the strip are given in [3, 9]. In this configuration as well 
the strips for the L-Panorama are taken from the right side of the input images, and the 
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strips for the R-Panorama are taken from the left side of the input images. The distances 
between the centers of the strips going to the L-Panorama and the strips going to the R­
Panorama can be computed in advance from the physical setup of the camera: the camera 
internal and external parameters, and the distance between the rotation axis and the POV. 

5.2 A Translating Camera 

Stereo panoramas can also be created from a translating camera. The major difference 
between mosaic creation from a translating camera and mosaic creation from a camera 
rotating about a vertical axis is the shape of the strip used. For images taken by a camera 
rotating about a vertical axis, the strips to be used are approximately straight. This is also 
the case for a translating camera that does not have a motion component in the forward or 
backward direction. However, when the camera motion has a forward or backward direc­
tion, the shape and the width of the strip should change, and its computation is described 
in [9]. 

As the other cases of the Stereo Panorama, the L-Panorama and the R-Panorama are 
constructed from strips taken from different places in the images. While the shape of the 
strips can be computed using methods described in [9], the distance between strips is still 
to be determined. This distance depends on the camera internal and external parameters, as 
well as the distance of the objects from the camera. 

When a forward or a backward motion is involved, the panoramic images from strips 
taken from different areas in the images may be of different scale, since with such motion 
the scale ofthe object depends on their image location. If this is the case, the L-Panorama 
and the R-panorama should be rescaled to the same scale before stereo viewing. 

6. Stereo Panorama from Synthetic Images 

Stereo panoramas can be created not only from pictures of a real scene, but also from 
synthetically generated (e.g. computer-generated) images and models. A possible setup is 
described in Figure 8. Static or a dynamic panorama (cylindrical or spherical) is generated 
as follows: 

Images are synthesized for cameras located on a circle. For normal effects the radius of 
the circle, r, should be approximately the radius of a human head, and the angle a should 
be such that d = 2r sin a approximately equals the distance between the eyes. Let the 
angle jJ be approximately equal to angle a . At every position on the circle, an image is 

synthetically generated in two viewing directions, one for the L-Panorama and one for the 
R-panorama. The viewing direction for the L-Panorama should be pointing an angle of jJ 
to the right of the radial direction, and the viewing direction for the R-Panorama should be 
pointing at an angle of jJ to the left of the radial direction. All the images for the R-

Panorama are mosaiced together to create the R-Panorama, and all the images for the L­
Panorama are mosaiced together to create the L-Panorama. For special effects both the 
radius r and the angle jJ could be changed. 

Since images are synthetically generated, they can be generated from any desired 
number of viewing positions. For highest quality, images can be generated densly enough 
so that each strip will have a width of one pixel. Also, to save rendering time, only the 
strips in image placed in the panorama have to be generated. 
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Figure 8: A diagram showing camera locations and viewing direc­
tions for the creation of stereo panoramas from synthesized 

images 

7. Applications 

The following areas are only a few of several target applications for the immersive re­
ality technology medium using stereo panoramas. These applications may be: 

• Sports simulation and sports viewing: the camera rig may be installed in the playing 
field, or may actually be carried/worn by an athlete. 

• Travel and tourism: giving the viewer a realistic visit to remote locations. This can 
take two forms: (1) "standard" visit to a popular tourist location (e.g. Paris, Tokyo, 
Disney World), or (2) exotic destinations (e.g. safari, Mt. Everest). 

• Education. This can take two forms: (1) "standard" historical action (e.g. the court of 
Henry VITI), or (2) more exciting or dangerous situations (e.g. helicopter flight training, 
battle sequences). 

• Drama, both passive (viewing) and interactive. 

• Fantasy / adventure 

• Children's and adult entertainment, creation of cartoons. 

• Marketing and sales (e.g. real-estate): giving a customer realistic stereo view of a 
property or neighborhood. 

• Tele-operated robotics, where the camera rig is on the remote robot, and the viewer is 
the operator. 
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