10.1. INTRODUCTION

Payments can be made by cash, cheque, credit card and in many other ways.
New electronic methods of payment are being introduced to improve the speed
and convenience and to reduce costs by eliminating paper vouchers. In.addition
to these objectives there is the paramount requirement of security against attempts
to defraud banks or their customers. The possibility of electronic payment systems
depends on the relationship of trust between banks and their customers.

Each payment begins with an instruction.by the payer. It musé be possible to
identify the source of the instruction so that the authority to make the payment
can be checked. Traditionally, payments between bank accounts have been
initiated by a signed instruction from the customer to his bank, such as a cheque,
but there are now other forms of payment using paper documents such as credit-
card vouchers and credit transfers. Since the essence of these documents is in
their information, they can be replaced by digital messages if the necessary check-
ing of authority is possible. The taking of cash from a cash dispenser, using a
plastic card and a personal number, illustrates how far we have come from the
concept of a signed authority for each payment, yet this is a type of transaction
that has not had serious security problems. On the other hand, credit cards,
depending for their authority on a signature, have been the target for fraud on
an increasing scale. Each payment mechanism brings with it new security
questions.

Electronic funds transfer (EFT) operates in ‘retail banking’ to give the customer
a more convenient service, like 24-h service from cash dispensers, to save expense
by avoiding the need for capturing data manually from paper vouchers and to
improve security as much as possible. When EFT operates between banks and
from corporate customers to banks, it serves mainly for convenience and speed
of transaction.

Experience shows clearly that, with careful design, EFT can be much better pro-
tected against fraud than any method which uses paper documents. New
technology such as public key ciphers and digital signatures may be able to offer
even greater protection. In this chapter we shall describe some representative
EFT systems, giving an indication of their security requirements and the available
technology to meet them. We will begin with existing and well-understood
systems and move towards those that are still in planning or no more than a
future possibility.

When cash dispensers and automatic teller machines (ATM) were introduced,
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the way the system may be atta
a higher level still.

The need for greater care in the design of automated systems is not just a reac-
tion to the growing sophistication of fraudsters. When the protection against fraud
is based on human vigilance, the enemy cannot be sure how this is being applied
and what rules are in operation at a given time. New precautions can be added
where they are needed without upsetting the whole system. In this respect,
automated systems are less flexible and the security measures have to be designed
and built into the system from the start. These precautions can be studied by
the enemy over a long period and an elaborate attack can be prepared if the poten-
tial gains are large enough. Because the system is automated there is a danger
that the fraud may also be automated in the sense that, once a successful attack
has been devised, it can be repeated rapidly to produce a substantial gain to the
enemy (and loss to the bank or its customers). Furthermore, the essence of the
new systems is their convenience to the user, so any bank which had to withdraw
a payment system because of mounting fraud would lose many customers. These
are reasons why the design of future electronic banking systems requires a much
greater attention to data security than was ever the case in the past, and larger
safety margins.

The security of major systems is not preserved primarily by secrecy in their
basic design. Discussion of the principles of security in EFT is valuable because
it underlines the risks and, in the long run, leads to better methods. But it would
be wrong to describe in detail the ways in which working systems can be attacked.
In this chapter we shall describe the principles governing the design of various
payment mechanisms without describing details which are too close to the poten-
tial vulnerabilities of any actual system.

From a cryptographic viewpoint, the attacks on payment systems are active
attacks which seek to change data for the benefit of the attacker. Therefore the
precautions are primarily those of authentication and integrity which enable
unauthorized changes to be detected, so that payment transactions which are
fraudulent can be inhibited before any damage is done. It seems that the need
for data security has been understood in banking earlier than in other activities
where data security may, in fact, be an equally urgent requirement. Banking pro-
vides an excellent example for the application of principles described in the rest
of this book. The techniques used in this chapter come from earlier parts of the
book, and here it is their application which interests us. We rely heavily on the
verification of personal identity, the subject of chapter 7, but the predominant
means of identification of payments has been the password. In the form used
in banking, the password is usually short because the customer is expected to
remember it and it is known as a personal identification number with the acronym
PIN. When the password includes letters as well as numerals it is sometimes
known as a personal identification code or PIC, but we will use the name PIN for
either kind.
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Throughout this chapter we shall be describing payment mechanisms that are
implemented by many different kinds of financial instruction such as banks, sav-
ings and loans and credit-card issuers. To avoid the expression ‘financial institu-
tion” at every point we shall refer to them conventionally as ‘banks’. When their
role in a transaction is specific, they will be denoted by that role, for example
‘card issuer’.

Anincreased complexity appears in the security measures for ATMs when these
are shared between a number of banks. The problems are similar to those of ‘point-
of-sale’ payment systems which are the subject.of the next section and both have
the characteristic that the banks which mightose Thoney from security violations
are remote from the point of transaction and dependent on telecommunications.
Thus shared ATMs and point-of-sale payment systems usually employ messages
between central processors and remote terminals. The possibility of off-line
systems for point-of-sale payments is discussed, and this gives a possible role
for intelligent tokens, sometimes called ‘smart cards’.

Having discussed payments from bank to bank and transactions between
customer and bank, the final section of this chapter looks at payments between
customers in which the bank need not be on-line at the time of payment. These
methods depend essentially on the public key signature and there is no current
proposal for their widespread introduction, but they are worth studying as a future
possibility. They also point to the future value of digital signatures in almost all
kinds of payment system.

-

10.2. ESTABLISHED PAYMENT MECHANISMS

The three main payment systems in operation today are cash, cheques and credit
cards. Cash payments are the greatest in number and cheque payments the
greatest in value. For example in USA, in the mid 1970s, cash payments formed
about 88 per cent of the 300 billion transactions per year.! (We use the conven-
tion that 1 billion = 10°.) Of the $7 000 billion transacted in these payments
approximately 96 per cent was by cheque even though the survey excluded
payments over $10 000. There is some uncertainty about the cost per transaction
of these payment methods, but it is clear that cash payments were the least
expensive at about 1.5 cents per transaction whereas cheques and credit-card
payments each cost about 50 cents at that time. The cost of cash payment lies
in the manufacture and replacement of coins and notes and there is a difficult
trade-off between the cost of manufacturing notes and their resistance to
counterfeiting. Like all anti-forgery measures, this resolves into a technical battle,
in this case between the forgers and the legitimate bank-note printers and
paper makers.
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of this payment mechanism which is sur-
prisingly complicated and at first sight not a good candidate for automation. The
payee or beneficiary, Bill, presents the cheque for payment to his own bank which
sends the cheque to the payer’s bank since the instructions contained in the cheque
are destined for them. The payer’s bank debits Ann’s account and the payee’s
bank credits Bill’s. The settlement is made between banks in the form of a pay-
ment covering all the transactions in a given period, such as those in one day.
Since there are many banks, bilateral arrangements between banks would be
clumsy, so both the handling of the cheques and the inter-bank payment is usually
provided by a ‘clearing system’. As the volume of cheques increases (at about
7 per cent per year) an efficient clearing system has become essential. The big
practical disadvantage of the cheque system is its slowness. Even with automa-
tion, several days must elapse before Bill's bank can be sure that the cheque has
been cleared and allow Bill to use the funds that have been paid to him. The period
of uncertainty prevents either Ann or Bill from using the funds for several days.
Where very large payments are concerned, this is a serious cost to the customers
and it favours the banks, which can use the amounts in transit to gain interest.
The physical sorting of cheques to return them to their payers’ banks once
threatened to undermine the cheque payment system and it was saved only by
the introduction of cheque sorting using magnetic ink characters. In principle,
the whole system could work without paper as soon as the essential data have
been captured, the cheque itself remaining at the branch of Bill’s bank where it
was presented for payment. The use of ‘cheque truncation’ depends on the legal
system under which the banks are operating.
The security of the cheque mechanism depends on the manual signature on
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Fig. 10.1 Cheque payment mechanism
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The paper cheque with its manual signature is not an ideal subject for automa-
tion yet it embodies an important principle, which is the authority given by the
payer and made apparent to the beneficiary before it threads its way through
the clearing system. Changed into a modern form as a message with a digital

. signature this can be regarded as an “electronic cheque’. At the end of this chapter
we show that this kind of message can be a basis of many different payment
systems.

Credit transfer

The cheque is a debit transfer when it passes from Bill's bank to Ann’s bank because
it asks the latter to debit Ann’s account. Other transactions are credit transfers
because they carry the payment with them, for example in the payments between
banks which make the settlements for cheques. When an account holder at a bank
makes a ‘standing order’ for regular payments, these payments are carried out
by credit transfers. For example, a magnetic tape from the bank of payer Ann
may contain among its many transactions a request to credit Bill with a stated
sum. The magnetic tape containing this payment also entitles Bill's bank to debit
the account it holds for Ann’s bank so that the total of the transactions on the
tape cancel out. The transport of these magnetic tapes can be replaced by file
transfers using data communication.

Figure 10.2 shows the effect of a typical credit transfer from Ann’s account in
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Fig. 10.2 Credit transfer
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are sent over a public data network.

A form of banking, named a Giro, which favours credit transfers, is common
in European countries. This is a single ‘bank’ which can very easily make credit
transfers between accounts held by its own customers — the two banks and the
clearing house of Figure 10.2 are merged into one organization. Because of the
need to let Bill know he has been paid, a short statement of account is made
whenever a credit arrives and (since the paper is all in one place) the credit transfer
form itself goes with that statement as confirmation of the payment and its source.

The Giro has a long history in Europe where Post Offices operate the systems
using the postal service to carry the paper work. Typically, Ann sends a credit
transfer to the Giro centre by post, which then makes the transaction by adjusting
the accounts of both Ann and Bill, then sends an advice to Bill that the payment
has been made. Since the two accounts are adjusted simultaneously, there is no
‘float” on which the Giro obtains interest. The first notice to Bill of the comple-
tion of the payment comes with the advice, so the completion of the deal in goods
or services may have to wait on the two transits through the postal system, and
posts are not getting any faster. The Postal Giro has an extra convenience that
the document can also contain the order for goods or services, making one letter
complete the deal. Since Bill receives the payment with the order, there must
be some trust, so this simple and convenient device is used for small payments.
Giro payments and credit transfers generally are particularly useful for regular
payments that are not constant in value such as for telephone service, utilities,
tax and insurance.

The simplicity of the postal Giro is due to the monopoly position of national
Giro services, which means that the whole transaction between customers’
accounts takes place in one centre. There is no problem of paper-sorting or settle-
ment between clearing banks. It follows that Giro services can be automated easily,
except for the postal part. Eventually the cost of the post will make this less
economic than on-line electronic payments. Bank credit transfers enable many
payments to be covered by one cheque and the credit transfers, once their data
have been captured, are easily automated because the instruction on paper stays
at the customer’s own bank. At present, the credit transfer seems better able to
fit in with information processing than the debit transfer or cheque, but if paper
documents do not have to be moved around (for example if they stay at the point-
of-sale in an on-line system) the distinction is less clear. The route taken by
messages in point-of-sale EFT is, in fact, closer to that of the cheque.

Summary of the properties of payment methods

Returning to the three principal methods of payment used today, their advan-
tages and disadvantages can be summarized. Cash is the cheapest to operate and
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are best for large
an be trusted (or
brought to court successfully). For small payments in shops they are too easily
used for fraud, too expensive and payment is slow. For very large payments, the
clearing delay loses interest to the customers and favours the bank. Credit transfers
are best for multiple and large payments. Credit cards have characteristics similar
to cheques, except those concerning payment delay, where the customer has more
choice. Considering their disadvantages, cheques and credit cards should be over-
taken by more automated payment mechanisms as soon as the economics of on-
line operation are favourable and the security of electronic methods is assured.
Cash will remain the most frequent payment method.

10.3. INTER-BANK PAYMENTS

A large customer of a bank may present a magnetic tape containing thousands
of credit transfers. In the UK these can be handled direcily by Bankers Automated
Clearing Services (BACS) where the items are sorted according to the destina-
tion banks and passed on to them also in batch form on magnetic tape. In the
future, most of these batches will be handled by file transfer through a data net-
work. The security requirements are principally the authentication of the files
to prevent unauthorized changes and it was for this purpose that MAA was
designed. Electronic funds transfer based on the batch handling of credit trans-
actions has been in operation for a long time. This service is provided by BACS
for large- and medium-sized bank customers and is the world’s largest clearing
house in terms of transaction volume.

When very large sums are paid between bank customers a cheque is not used
because it puts the funds out of use for too long. In its place, telephone or Telex
messages can be sent by one bank to give an immediate request to another bank
to make a payment on its behalf. The payer makes the request to his bank. That
bank validates the request, making sure that it is genuine and that the individual
has sufficient funds, then passes on the request to the beneficiary’s bank which
makes the payment, debiting the account which the payer’s bank holds with it.
In this way the payment is completed within minutes or hours instead of days.
Because telephone or Telex messages are vulnerable to fraud by impersonation
it has become normal to add to each message an authenticator using secret keys
established between correspondent banks for this purpose. Traditionally, the name
given to this authenticator is a ‘test key’. The secret keys employed were often
in a form of tables, typically two sets of tables held by different individuals. The
calculation of test keys was necessarily rather simple because it was carried out
by a clerk.

The volume of these payments increased and so did their complexity. Errors
due to misunderstanding of the complex transactions had to be resolved by
telephone calls and their resolution depended on a degree of trust betwen cor-
respondent banks. These semi-automatic payments continue but are increasingly
being replaced by use of custom-built, message-handling systems of which the
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The Society for Worldwide Inter-bank Financial Telecommunication S.C.

The society is a bank-owned,. non-profit cooperative society, directed by more
than 1400 shareholding member banks which are located in more than 60 member
countries. It began as a result of a study by European banks in the late 1960s which
led to the formation of the company in 1973 and the first operation of its network
in 1977. It has members in North, Central and South America, Europe, Africa,
Australasia and the Far East. The costs of its message transfer service are paid
for by members using a tariff designed to recover the costs according to numbers
of connections, addresses and volume of message traffic. In addition to providing
the service and the associated information and training it acts as the forum for
agreement on standards.

All messages are handled by store and forward procedures through one or both
of the ‘operating centres’ located in Belgium and USA. The society installs, in
member countries, its ‘regional processors’ which are connected by leased lines
to the operating centres with some extra connections so that single line failures
do not disconnect any country. Countries with heavy traffic such as USA, UK,
Germany and Italy have multiple regional processors and each regional processor
has duplicate CPUs for reliability. All connections to the network go through the
regional processors which act as concentrators. The operating centres contair
duplicate equipment and customers can fall back to an alternative regional
processor so that the worst effect of an equipment failure is a short delay. Figure
10.3 shows part of the network as it was in 1984. Since then, the communica-
tions system has been redesigned for SWIFTIL.

A SW.ILE.T. terminal is generally a small computer which can ‘stand alone’
or be used as a front end to the bank’s payment system computer. The majority
of connections use a ‘S.W.LF.T. Interface Device’ (SID) with software supported
by S.W.LF.T. but about 30 per cent use other methods, principally the ‘Direct
S.W.LE.T. Link’ (DSL) software running on International Business Machines
(IBM) main frames. For small users, and as a fall back for others, Telex was used
but this has not proved convenient and a microprocessor-based terminal offered
by a S.W.I.LF.T. subsidiary company has taken over this function.

The S.W.LE.T. system can report the number of messages sent and received
and stores the messages it has transmitted so that they can be retrieved until 14
days have elapsed. This helps banks to resolve any difficulties about the content
of messages or the completeness of their traffic.

Message format standards

Strict standards for message format can be imposed because the composition of
messages is assisted by the SID in nearly all cases. The agreement on standards
has been one of the major advances brought by the S.W.L.F.T. system because
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Fig. 10.3 Part of the SW.LF.T. network (1984)

its uniform terminology and notation prevent some of the misunderstandings
that might otherwise occur in complex interactions. The nature of this complexity
will appear later. Working groups of S.W.L.E.T. members derive these standards
by discussion and agreement and continually review and update the standards
for new applications of the system.

Each message format is denoted by a message type (MT), for example MT 100
is the type known as customer transfer which is an inter-bank payment order
originated by a bank’s customer in favour of another bank’s customer. Message
types are divided into categories according to their first digit and there are at pre-
sent eight categories (number 6 is not defined) which are listed in Figure 10.4.
In each category n, the groups numberd n90 to n99 are for purposes common
to all categories, for example group MT 499 is a free format message concerning
documentary collection. The names of categories are self evident except perhaps
for categories 4 and 7.

‘Documentary collection’ is a service provided to an exporter of goods to enable
him to receive payment at the place of delivery in return for the shipping
documents which give title to the goods. The exporter’s bank instructs a bank
at the place of delivery, which collects the payment for him. This avoids payment
in advance, where the buyer is exposed, or billing the buyer after delivery (open
account) where the exporter is exposed. An alternative way to handle the situa-
tion is ‘documentary credit’, for which category 7 messages are designed. The
buyer instructs his bank which provides credit (up to a certain sum and time limit)
enabling a bank in touch with the exporter to make payment on receipt of
stipulated documents. The buyer receives the documents in return for the money,
as before, the difference being that the exporter has already been paid.

A message contains a number of fields some of which are mandatory and others
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1. Customer trensfers 100 Customer transfer

Z. Bank transfers 202 Bank transfer in favour of third bank
3. Foreign exchange, loans/deposits 300 Foreign exchange confirmation
350 Advice of loan/deposit interes:
payment
4. Documentary collections 400 Advice of payment '
5. Securities 50n Orders and offers
6. Reserved for future use
7. Documentary credits 71n Issue and amendment
8. Special payment mechanisms 88n Bank card authorization
9. Special messages 900 Confirmation of debit

Some of the message groups have standards that are agreed but are not yet
implemented.

Others exist for interim use while awaiting finalization of standards.

Fig. 10.4  Examples of S.W.LE.T. message groups and categories

optional. The demarcation of each field is by a message tag, for example the tag
'15:” denotes the test key. Taking as an example the customer transfer (MT 100),
the mandatory fields are

20:  transaction reference number

32A: value date, currency code, amount
50: ordering customer

59:  beneficiary customer

The fields are sufficient for the simplest kind of transaction where the ordering
customer — the person making the payment — has an account with the bank
which sends the message and the beneficiary customer has an account with the
bank which receives the message. The sending and receiving bank do not appear
as fields in the message text because they are contained in the header of the
message which directs it through the system.

For technical and accounting reasons, not all pairs of banks can usefully
exchange messages. Full connectivity would imply a million or more possible links
each with an authentication key and account relationship, which is not practical.
Therefore, smaller banks specialize in transfers with certain countries, offering
this service in competition with other banks. Consequentrly the accounts of
the ordering customer and the beneficiary customer may not be in the banks send-
ing and receiving the messages.

As many as four other banks in addition to the sending and receiving bank
may be involved in the transaction and it is this kind of complexity which led
to errors when payment messages were less formal, before S.W.L.E.T. existed.
Figure 10.5 shows the messages and payment in the most complex case. These
messages have fields denoting
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Fig. 10.5 A complex customer transfer by S.W.LF.T.

52: ordering bank

53: sender’s correspondent bank
54: receiver’s correspondent bank
57: ‘account with’ bank.

The ordering bank sends a message to the sending bank (which originates the
S.W.LF.T. message) and also transmits the funds to this bank. The receiving bank
makes the payment to the beneficiary via the bank which holds his account, that
is the “account with” bank.

The payment between sending and receiving bank is often made by an account
held by one of these banks for the other. Whether this is the sender’s account
with the receiver bank or the receiver’s account with the sender bank depends
on the currency in which the transaction is made. If the currency is that of the
country of the receiver bank then the receiver debits an account held by the sender
in this bank. Alternatively, if the currency is that of the country of the sending
bank, the sending bank credits the account of the receiver which it holds for him.
Credits and debits for these accounts and statements of account can be sent as
special messages in category 9.

In some cases it is necessary for the payment to go through intermediate banks
working either on behalf of the sender or receiver. The message says that the
payment will be made this way by quoting the correspondent banks in the fields
with tags 53: or 54:. Any of the additional four banks referred to in these optional
fields can be present or absent in a customer transfer message. Messages to the
sender’s and receiver’s correspondent banks to effect these payments are quite
independent of the S.W.L.F.T. message which goes direct from sending to receiv-
ing bank. ‘

Formats are defined in a similar way for a large number of message types. New
message types are being developed. In each message group there is the poss-
ibility to send free format messages for purposes not covered in the standards,
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Security in the S.W.I.F.T. system

The most important security features are authenticity and integrity. There have
been a number of spectacular frauds by generating bogus payment messages be-
tween banks under manual systems of operation. In each case the authentication
of messages was at fault.

The general properties of an authenticator algorithm were described in chapter
5 with some examples. The details of the S.W.L.F.T. authenticator are not public
knowledge. As in any authenticator, the sharing of this key between sender and
receiver bank and its secrecy from all others is the basic requirement for secure
authentication.

The responsibilities for authentication are clearly defined. The algorithm is pro-
vided by S.W.LE.T. (and in some cases the software in a terminal within which
the algorithm is implemented). Keys are exchanged bilaterally between banks and
are not known to S.W.LF.T. or its personnel, but S.W.LF.T. has issued guidelines
about the exchange of authenticated keys suggesting the procedures to be used
and the timing of key changes. Members can regard S.W.LE.T. as a forum to
assist their co-operation in the security matters but the responsibility for the safe
exchange of keys lies entirely with the members.

An authenticator does not prevent messages being replicated, deleted or stored
and retransmitted later. These requirements are handled by the sequence number-
ing of messages. Sequence numbering within the S.W.I.F.T. network ensures that
messages are not lost or duplicated. The connection between S.W.I.E.T. and its
users is safeguarded by input and output sequence numbers. The S.W.LF.T.
operating centre checks the format and input sequence number of messages
offered to it and refuses those which have format errors or wrong sequence
numbers. The output from the S.W.LF.T. operating centre contains an output
sequence number which must be checked by the receiver. The transaction
reference number provides an end-to-end sequence control for each pair of banks
and is included in the part of the message to which the authenticator is applied.

The interface between S.W.LF.T. and a member bank must be protected against
the introduction of false messages which have correct sequence numbers and
authenticators. This is a matter for the individual banks who carry the ultimate
responsibility for declaring that a message is valid and should be passed into the
S.W.LFE.T. system. For this reason, SIDs and other connection arrangements nor-
mally provide for the assembly of a message by one person and the checking
of the message and its release for transmission by a second person. The software
and hardware of the connection must be protected against unauthorized changes
because they administer these precautions and also store the authenticator
algorithm and its keys.

Terminals coming on line to the system must verify their identity by a password.
The passwords are issued by S.W.LE.T. in the form of tables which are sent in
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the trick of extracting passwords by impersonating the S.W.I.F.T. system to the
terminal, each password is given a response number which the user must receive
from S.W.LF.T. and check before beginning transactions. The formalities and pro-
cedures for introducing new password tables and the method of fall back when
problems occur are carefully defined.

In the central part of the S.W.L.E.T. system which consists of the operating cen-
tres, regional processors and connecting lines, the security is the responsibility
of the S.W.LF.T. organization. Access to the system, its software and the users’
messages is strictly controlled and so is physical access to the areas containing
the computer systems. The international lines which connect operating centres
together and join them to regional processors are protected by encryption to
preserve the privacy of the banks’ messages. It is a matter for the individual
bank to decide whether to use encryption on the line between its SID and the
regional processor but S.W.LE.T. will offer help. Privacy, though important
to some, is not such a cardinal security factor as authentication. This is why end-
to-end encryption is not provided, whereas authentication is end-to-end. The
authentication allows the use of keys which are not known to S.W.L.E.T. but end-
to-end encryption would prevent the useful role of S.W.LFE.T. in storing, validating
and retrieving messages.

The chief inspector’s office has overall supervision of security and privacy and
performs security audits. Internal and external auditing are carried out at ran-
dom intervals to make sure that the security of data and of all 5. W.L.F.T. opera-
tions is being maintained.

The S.W.L.E.T. system provides an excellent lesson in the careful design of
system security. Similar systems like CHIPS and CHAPS, though they differ in
detail, employ similar principles for authentication, sequence numbering, login
and other security features.

e
ext

I
o ¢

The Clearing Houses Automated Payments System

The Clearing Houses Automated Payments System (CHAPS) network carries pay-
ment messages between banks, like S.W.I.LE.T. The basic security requirements
of the two systems are similar, but when they are examined in more detail, dif-
ferences appear, due to their different institutional framework, geographical
coverage and settlement methods. A comparison of the two systems is instructive.

S.W.LET. provides the facility for carrying messages between any of its
banks. Any pair of banks which use it make their own arrangements for
keys to authenticate messages travelling between them and arrange a route for
settlement of debts between them. CHAPS is operated by a small group of
‘settlement banks’, who all do substantial business with each other, so it is
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hold at the Bank
via CHAPS, in addition
The facility of same-day settlement for individual payments is called ‘town clear-
ing’. It has been done in the past by carrying paper documents within the com-
pact business centre of ‘the City’ — a square mile (2.5 km®) containing the offices
of most of the 300 banks involved. In order to let the Bank of England arrange
its funds before close of business, the individual payments stop at 15.00 hrs and
the settlement between the thirteen banks follows immediately. About 19 000
payments took place per day with a total of £17 000 million. The movement
of paper documents in the city is by bank messengers on foot.

The method worked well but had two limitations due to its old-established

transport method. It was limited to the city. Banks elsewhere had to correspond
with settlement banks by telephone or telex messages which was inconvenient
and required careful discipline to keep it secure. The service was expensive per
message and, though this cost was small compared with the interest saved by
immediate access to funds, it led to a lower limit of £10 000 on individual trans-
actions allowed to use the system. The CHAPS payment system is an automation
of town clearing, using a computer-based message system between the settle-
ment banks (of which the Bank of England is one). Some of these banks share
gateways into the system, for economy. There is no limitation on where the point
of entry to CHAPS is placed, which makes it possible for Scottish banks to have
access points placed near to the banks they will serve. Additions to the group
of settlement banks are not often made but further access points are feasible
whenever they are needed. :
- The message format has been chosen with the aim of easy conversion to or
from S.W.L.F.T. standards because instructions for payments via S.W.LE.T. will
often initiate payments through CHAPS. When a payment has been sent into
CHAPS, settlement that day is part of the implied agreement, therefore a bank
acting ona 5.W.LF.T. payment message must be sure of the source of the funds.
Members of CHAPS compete in providing settlement facilities, balancing the value
of the business against the risks they take. If a CHAPS payment has to be
cancelled, this can only be done by a contrary payment, which needs the agree-
ment of the payee.

Figure 10.6 shows the physical structure of CHAPS. Unlike S.W.L.F.T. it has
no central operation, but uses messages transferred through the packet-switched
public data network called Packet Switchstream (PSS). The integrity of the system
depends on ‘gateways’ implemented in Tandem non-stop computers with soft-
ware that has been jointly developed. Each message receives a logical
acknowledgement via PSS back to the originating gateway, so that the perfor-
mance of the system is continually monitored. The high availability of PSS and
the Tandem computers is fundamental to the design. The gateways administer
time stamps, sequence numbers and running totals for each bank pair. With each
message from A to B, the total ‘paid’ by A to B since the last settlement is reported,
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like a bank statement that is always up-to-date. Consequently, at the end of
business for the day, agreement on the accounts can be immediate and settle-
ment follows by a message to the Bank of England.

Each bank’s arrangements for message processing outside the CHAPS inter-
face are its own concern. The large banks run a payment process in their own
main-frames. Smaller banks (those with less CHAPS activity) can run their pay-
ment process in the Tandem that holds the gateway.

Clearing houses automated payments system is different from S.W.LE.T.
because same-day settlement through the central bank is an integral feature of
its operation. The physical and organizational structure is also different. It is
operated by a more centralized group of banks but the network has a more
distributed structure. The security requirements are very similar to those of
S.W.LE.T. and are primarily concerned with authentication of messages and less
critically with the confidentiality of messages.

The authenticator used in CHAPS is the Data Encryption Standard (DES) in
its cipher-block chaining mode. It is implemented in the tamper-resistant hard-
ware modules which hold the keys and perform the tasks of generating and check-
ing authenticator values. The key management reflects the structure of CHAPS
in which each pair of banks has an individual relationship. It employs master
keys used to protect session keys which are transmitted over the network. Though
the method of authentication has been agreed by the settlement banks, authen-
tication is an end-to-end matter and is the responsibility of the two banks con-
cerned. The payment system has been designed to be transparent to the message
content, except for its procedure of handling the payment fields.

Confidentiality is provided by encipherment at the point of entry to PSS and
decipherment at the exit from PSS. The main security feature is the authentica-
tion procedure, implemented in the bank’s payment process with the aid of the
special hardware module. Because the two processes of generating and checking
authenticators are carried out in the physically secure modules, the ability to
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10.4. AUTOMATIC TELLER MACHINES

Early automatic teller machines (ATMs) were essentially cash dispensers which
had only one function, to deliver cash in the form of bank notes and debit a cor-
responding bank account. To identify the user, tokens were used in the form of
cards of various kinds. Some early machines used punched cards that had only
one life — they authorized one payment only and were not returned to the user,
who had to obtain a supply of cards from his bank. There were also magnetic
cards with a limited life, for example twenty withdrawals of cash. These early
machines functioned for one bank, dispensing cash only to customers of that bank.
To reduce the risk of lost cards being misused it was usual, right from the begin-
ning of cash dispensers, to issue a personal identification number (PIN) to the
customer which is entered on a keyboard to complete the identification. Many
of these early cash dispensers were off-line; they worked on their own without
connection to a central data base. They were located at first inside the bank where
they provided an alternative to the human tellers. After some experience had been
gained, cash dispensers were installed in the ‘through the wall’ position in which
they were part of the bank building but available from outside it when the bank
was closed. In this way banks could provide 24-h cash service — a factor which
is becoming even more important with the growing competitiveness of banking
organizations.

A third kind of location which was entirely away from the bank developed later.
This can provide greater convenience but the cost of installation makes it suitable
only in places with a large access to users, for example shopping centres and very
large work areas which are remote from banks. The real value of these remotely
sited cash dispensers or ATMs arrives when a single ATM can be used by the
customers holding ‘cash cards’ of many different financial institutions.

The increase in remoteness from the bank increases the problems of physical
security. One of the earliest crimes against ‘through the wall’ cash dispensers
was to pull them completely out of the building with a heavy machine. Now these
dispensers are built like a strong safe and fixed to the concrete foundation.

By adding further facilities, cash dispensers began to deserve the name of
‘automatic tellers’. These can be used for enquiries about the status of accounts,
for transfers between the customer’s own accounts (such as deposit and check-
ing accounts) and possibly for credit transfers from a customer’s account to some
other person’s account. The machines can deliver travellers cheques instead of
money and they can accept deposits, though in doing the latter they add little
to the facilities of a bank deposit box. The most important function of automatic
teller machines is still that of dispensing cash (or travellers cheques in countries
where these are needed) and this is the operation requiring the greatest atten-
tion to security because any weakness which allowed cash to be withdrawn
without authority would quickly render the service untenable to the banks. One
of the primary requirements of a cash dispenser or ATM transaction is, therefore,
to identify the customer as reliably as possible.
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Generally we can s%; that the ATM facilities are greatly liked by bank custorners,
i0 the extent that short queues form at ATMs even when human tellers are free.
Where banking hours are short, the use of ATMs outside hours has enabled banks
to compete with other financial institutions having longer opening hours and these
have, in turn, been persuaded to install ATMs to give 24-h service.

On-line and off-line operation

There are several advantages in connecting an ATM to a central data base so that
transactions can be checked before money is paid out. The account balance can
be checked and the card identity compared with a central file of cards against
which payments will not be made — the so-called ‘hot card list’, ‘negative file’
or ‘blacklist’. But on-line connection is expensive and has in the past been
unreliable in some countries because of communication problems. So there is a
strong incentive to use off-line operation if the security risks are not too high.

Checking the PIN against the card identity can be done in the terminal if the
PIN is related to the account number and other card data by an algorithm, for
example the use of a cipher with a secret key. Some details of these methods
are described later. Having the relationship dependent on a secret key which is
the same for all ATMs is a risk, because the key is held at so many places. Com-
promise of the key makes the whole system unsafe because an enemy is able
to discover the PIN of any stolen cards or make his own cards and determine
the PIN which will match them. The physical security surrounding an ATM makes
it very unlikely that the key will be discovered by intrusion. The weakness, if
any, is in the way the key is loaded into the ATM. The key can be the result of
a calculation employing data from several sources or the algorithm can be a com-
plex one requiring several keys. It can then be arranged that no one person has
access to all the data necessary to forge cards.

The keys are used in two places in the system, at the ATMs for checking the
relationship of the PIN with the account number and other card data and at the
bank headquarters where PINs are calculated for distribution to customers. It is
probably in the central area that the security of the keys is most at risk and this
type of risk appears in some form in an on-line system, whatever method is used
centrally for checking PINs. Therefore the additional risk in an off-line ATM system
due to the multiplicity of places at which PIN checking is carried out can be small
if the system is designed well. The physical security of the ATMs is an essential
factor in this evaluation.

An off-line terminal can be equipped with a blacklist and this can be updated
periodically. Since the bank’s liability typically begins when the stolen card is
reported, there is a strong incentive to update the blacklist quickly, within a day
at most. The organization needed to do this increases the effective cost of off-line
systems.
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cycle. I an or-line system, the unus LM activity on a particular account is easily
detected and siog An on-line system can enforce complex rules limiting the
usage of a card such as: total amount withdrawn per day or week or month; or
number of withdrawals per day. With an off-line system such rules are unen-
forceable except when the token itself can carry secure information about its usage.

In some early ATM systems, data about the card’s usage were stored in an area
of the magnetic stripe that was rewritten each time the card was used. The data
were enciphered, but this protection is illusory because a card can be returned
to an earlier state by restoring its data. An on-line system can protect against this
‘replay’ threat with a sequence number but the storage on the card is not needed.
To make storage on the card effective it must be physically and logically protected.
This is the ‘intelligent token” which will be discussed later.

In an off-line system using magnetic-striped cards there is a great need to pre-
vent the copying of cards or the manufacture of new ones. This is the purpose
of a ‘security feature’ incorporated in the card. An example of a security feature
is the EMI watermark (see page 179) which stores a number on the magnetic-
striped card in a way which cannot be altered or forged. Someone who copies
acard, even onto another card with magnetic watermark, will not be able to copy
the watermark number. Because a mathematical relationship exists between the
watermark data and other data on the card, any copied or forged card without this
relationship can be detected. The simplest relationship to use is a cryptographic
one with a secret key k. For example if W is the watermark number and I the
other identifying information on the card, such as the account and card serial
numbers, a reference number R is calculated where

= Ek(I, W).

This is stored on the card. Only a card with the correct reference number will
be accepted and the reference number cannot be calculated without a knowledge
of k. The notation (I, W) indicates that the data in these fields are enciphered
as a cryptographic chain, thus if either I or W is changed it is necessary to re-
compute R in order to generate a valid card. This, we assume, the enemy cannot
do because the key k is stored securely. In essence, the reference number R is
another kind of password.

It is possible to refine this method by making R a digital signature of the data
contained in [ and W. This signature is computed by the bank using the secret
key when the card is generated but any enemy, using old or stolen cards (which
have their own W values) to copy a card for which the PIN is known, will not
be able to compute the new signature. The advantage is that a digital signature
can be checked by using a public key, therefore the secret key k is used only cen-
trally for card encoding. The disadvantage of this method is the large amount
of data employed in a signature, typically 512 bits, which does not fit easily in
typical magnetic-striped cards.
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with on-line operation. With the growing tendency towards shared ATM systerns
capable of carrying out transactions for many separate financial institutions, we
shall find that there is an additional motive for on-line operation.

Some operators of ATMs require their terminals to continue giving service when
the central data base is out of action, for example during routine maintenance.
This involves an extra risk, which is reduced if the periods of off-line operation
are not at regular times and are undetectable. But the off-line state of an ATM
is revealed by its inability to give the account balance. The safest policy is to equip
an ATM system in such a way that off-line periods are rarely necessary.

PIN management

Personal identification number (PIN) management is the subject of a US National
Standard®. Three types of PIN are distinguished: assigned derived PINs,
assigned random PINs and customer-selected PINs. To the customer the only
detectable difference is between a PIN he is assigned or a PIN he can choose
himself.

Assigned PINs are usually numeric and typically have between four and six
digits. In the UK, for example, PIN's of four decimal digits are widely used. In
practice, PINs are not usually memorized, as they should be, but written down,
sometimes on the card itself. It is not so unsafe to write the PIN in an obscure
way in some part of a diary but, if the bank were to suggest this and give examples,
a resourceful crook would know which schemes were widely used. Ultimately,
the bank has to depend on the good sense of its customers and recognize that
the security which derives from separating the PIN from its card is at best only
partial.

Since many people now find that they have been assigned many PINs for dif-
ferent purposes, memorizing these PINs becomes difficult. One of the advan-
tages of customer-selected PINs is that the customer can choose one value and
use it for all purposes. There seems to be an advantage in alphabetic PINs to make
a memorable word and thus avoid the need for writing it down. Alphabetic PINs
do not imply an alphabetic keyboard because a ten-key layout of the form shown
in Figure 10.7 is used — this is the proposed American National Standards Institute
(ANSI) standard and is based on the telephone keypad. Unfortunately there is
support elsewhere for a layout based on the calculator keyboard, where the top
row of keys is'7, 8 and 9.

There is clearly a need for careful guidance to customers. Where the customer
selects his PIN he should be given time to think about it, not required to choose
it when the account is opened. This can be done by assigning a temporary PIN
which makes the ATMs usable at once and then allowing him to change this to
his own chosen value when he wishes. The card issuer can accept the customer’s
chosen value by post or telephone if he is given a serial number unrelated to his
account (or temporary PIN) with which he can validate his new choice. It can
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easily be arranged that no employee need see the association between the
customer’s chosen PIN and the account number or name and address.

Any system employing such a short password as a four decimal digit PIN must
be careful to prevent methods of discovering the PIN by searching through all
of the 10 000 possibilities. On-line systems make this restriction easy. Typically,
ATMs allow three attempts to give the correct PIN, then refuse payment. Early
systems retained the card after the third incorrect try but if an ATM card also
functions as the credit card this card retention is very unpopular. In an off-line
system it would seem dangerous to give the card back because it allows PIN
searching to continue.

An excellent source of advice on PIN management is the PIN Manual published
by MasterCard International® which is reproduced as chapter 10 in Cryptography
by Meyer and Matyas.*

Algorithmic PIN checking

When off-line operation is used or when an on-line system must be capable of
checking PINs in a temporary off-line state, the method of checking must depend
on an algorithm, typically a cipher with a secret key. Such methods of PIN check-
ing are described as examples in the ANSI Standard. Figure 10.8 shows the
method by which a (small) PIN of N decimal digits can be derived from the
customer’s account number. First the account number is padded to 16 decimal
characters, using zeros or some other constant value, then the resulting 64-bit
number is enciphered using a secret DES key. From the 64-bit result a decimal
number of N digits is derived.

Account Pad to 16 16 hex 16 _hex Derive N
number ’Decimql digits | digits E digits Decimal digits PIN

Fig. 10.8 Derivation of PIN from account number
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digits, but typical PINs have 4, 5 or 6 decimals. In most cases these will be derived
from the 16 hexadecimal digits comprising the 64-bit output of the DES. If, by
bad luck, insufficient digits are generated, the remaining hexadecimal characters
can be used, subtracting 10 from their binary values to get a digit value lying in
the range 0 to 5. The very small bias introduced in this way is generally acceptable.

This method generates an assigned PIN. If a customer-chosen decimal PIN is
needed, the same procedure is used to derive an N decimal number, then the
chosen PIN is added to the derived PIN, by decimal arithmetic without carries
(individual digits are added modulo 10). The resulting decimal number is called
an “offset’ and this is stored on the card. Because of the approximate randomness
of the derived PIN, it is not possible to deduce the chosen PIN from the value
of the offset.

When a card encoded in this way is used with an on-line ATM, PIN checking
can be done in one of two ways. The offset can be read from the card with the
account number and the PIN checked algorithmically at the terminal, or the PIN
can be transmitted to the centre and checked against a file of chosen PINs.

Instead of storing an offset on the card an alternative is to store a number derived
cryptographically from the PIN, which is called a PIN verification value or PVV.
Because the range of PIN values is so small, an attacker could make a table show-
ing the relationship of the PIN and PVV, so in practice the PVV is made a crypto-
graphic function of both the PIN and the account number. This is illustrated in
Figure 10.9 where the derivation is by encipherment, followed by producing N
decimal digits in the way described earlier. In practice the encipherment uses a
double length key because this key has a long life and might be subject to
prolonged attack. The PVV can be recorded on the card and used for local PIN
checking, but since a compromise of the key would be disastrous, this kind of
checking should only be performed in a very secure environment. Alternatively,
if the PIN is sent, under cryptographic protection, to a central place, it can be
checked against a file of PVV values, which is safer than holding the PINs
themselves.

Typically the PVV has four decimal digits, but this has a disadvantage. Sup-
pose that an attacker is making a search of PIN values to find the correct one.
With a four-digit PIN he will obtain the correct value with probability 1/10 000.
However, the PVV is a random function of the PIN hence there may be other

Account no. k

Concatenate | 16 hex 16 hex Derive N
and format | digits digits | decimal digits

PIN—>

—=PVV

Fig. 10.9 Derivation of a PIN verification value
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The dialogue for an on-line ATM

The essential transaction between the Automatic Teller Machine (ATM) and its
central data base contains two messages, a request from the ATM to the centre
for authorization of the transaction and the response from the centre which is
either an authorization or a denial.

Typical contents of the request message are

ATM identity,

Account number and other identifying information from the card, such as a
card serial number,

Watermark or other security number read from the card,

PIN provided by customer, enciphered,

Amount of cash requested,

Sequence number of transaction,

Authenticator for all the other data.

The response could contain the following

ATM identity,

An operation code signifying payment approval or denial, or denial with card
retention,

Sequence number of transaction,

Authenticator for all the other data.

Both messages need authentication otherwise the request could be modified to
reduce the amount debited to the account or the response could be altered to
change a denial into an authorizaton. Authentication could consist of encipher-
ing the entire message since the serial number, if managed correctly, prevents
the substitution of a previous message. The essential cryptographic requirement
is to encipher the PIN so that a line tapper cannot discover which PIN value is
associated with a given account.

In spite of all precautions the response message might not get through, then
the customer would suffer because his account would be debited but the money
would not be paid at the ATM. To help resolve these problems, a log is kept at
the ATM, sometimes in the form of a printed tally-roll. Such a log is also needed
to satisfy the internal accounting of the bank when the ATM’s payments are recon-
ciled with the cash loaded into it. :

It might be thought that greater certainty could be obtained by a third message,
from the ATM to the centre, confirming that the payment had been made. The
lack of this message would signal to the bank a possible discrepancy, without
waiting for the customer’s complaint. This would enable the rare examples of
system failure to be detected earlier. But no sequence of messages in the dialogue
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1 a two-message or three-message dialog:
ects the state of knowledge at the centre but does not solve the basic problem.
A permanent record at the ATM is essential and this should if possible resist
forgery attempts, in order to reduce the possibility of employee fraud. If a magnetic
recording is used, authentication or digital signature on the record can provide
this additional security.

This dialogue of two or three messages is only one possibility. There is another
scheme in which the PIN is not sent from the ATM in the request but, instead,
an ‘authentication parameter’ is returned with the response. This is described
later on page 309 in the context of shared ATM systems.

The essential requirements of message authentication and PIN encipherment
can be provided by any of the standard methods described in earlier chapters.
A less conventional method for PIN encipherment and approval authentication
is described as an example in the PIN Management Standard. This is illustrated
in Figure 10.10. It employs a decimal counter in the ATM which is reset only
when the keys are changed. The output of this decimal counter is enciphered
twice to generate 32 hexadecimal digits from which are derived, by the method
described earlier, sufficient decimals to encipher the PIN and a further 5 decimal
digits which become the approval authentication code. The PIN is enciphered
by modulo 10 addition of the generated digits.

At the other end of the communication line a similar algorithm is employed
with its counter in synchronism and, to keep the counters synchronized, two or
three digits of the counter are transmitted with each request message. At this
central place, the same N+5 decimal digits are derived, where N is the number

L

air

Step

2-3 least significant digits To synchronize
the counters

Decimal counter

|

Complement

some digits
N-decimal
entered
PIN
k) E
| _ Enciphered
\ ) PIN
32 Derive
hex N+5
K E digits decimal
digits
Approval
authenticator

Fig. 10.10 Method for PIN encipherment and approval authentication
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requirement.

We should consider the ATIM and the central system as ‘communicating entities’
and consider how they authenticate each other in one of the ways described in
chapter 5 (see page 126). The sequence number from the ATM is returned in the
response by the centre and both messages have authenticators; this authenticates
the centre to the ATM and prevents intrusion by a recorded earlier message. The
sequence number must not repeat during the life of the authentication key. The
centre authenticates the terminal by holding the sequence number last received
from each ATM and requiring the next one to be incremented correctly.

The security of this sytem depends on the secrecy of keys — a different key
for each terminal — the integrity of the ATM software and hardware and the
integrity of the software and database at the centre. Since the ATM is physically
secure, the biggest dangers at the terminal come from those who are allowed
physical access. Preferably, the electronics should not be accessible to bank
employees and critical parts of the electronics should be repaired only by replace-
ment under strict control. At the centre, PIN files should be secured by encryp-
tion. The control of card and PIN issuing, and the recovery of lost PINs, must
be carefully designed so that no single employee (or small group of employees
working closely together) has access to enough information to reconstruct cor-
responding PINs and card data.

Shared ATM systems

When a group of banks join together to make all their ATMs available to the
customers of the whole group, the task of approving payments takes on a new
dimension. It is unlikely that the methods the various banks use for verifying
PIN’s against card identity will be the same, therefore no single algorithm operating
in an ATM can verify the PINs of all the customers it serves. Banks could not
be expected to trust other banks with their secret keys for verifying PINs and
it would not be practicable for lists of all the PINs against card identity to be stored
in all the banks. From this it follows that PIN verification must be done centrally
by each card issuer, that all the ATMs must be on-line when they serve customers
of other banks, and that the ATM processors of all the banks must be connected
by a communication network.

Within this network the banks must exchange authenticated messages, they
must be able to carry PINs securely from one bank’s processor to another and
they must maintain accounts of the transactions carried out which are satisfac-
tory to all the banks, so that settlement can take place for payments that have
been made by one bank to another’s customer. All this implies the exchange of
secret keys between the banks for authentication.

Many schemes for PIN encipherment and message authentication in shared
networks have been proposed. In the context of point-of-sale systems (treated
later in this chapter) methods using session keys have been described”™® and also
methods using personal keys stored on the customer’s card.® Some shared ATM
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customer fraud and line tapping. It requires very careful handling of th tern
keys so that bank employees cannot discover keys of their own or other banks.
Later, we shall show how the intelligent token (or smart card) and public key
encipherment and signature can, separately or together, improve the security of
shared systems against employee fraud.

Typically, in the zone-encryption method, a group of banks appoint an authority
to operate on their behalf for the interchange of messages for ATM payment
approvals. This ‘interchange’ is represented by a processor which acts as anode
to which all the processors of the banks involved in the ATM system are con-
nected. In general a bank is both an issuer of cards and an operator of ATMs.
When a customer goes to a bank which is not his own, that bank becomes the
payer of money to the customer. The other bank involved in the transaction is
the card issuer. The issuer holds the account that is to be debited as a result of
the transaction and must credit the payer bank during the settlement process.
Figure 10.11 shows the links involved. The ATM belongs to bank A which is the
payer and the ATM is connected to the processor HA which is in turn connected
through the interchange I to the processor HB of the bank B which is the card
issuer. The request message from the ATM takes the path ATM-HA-I-HB to the
card issuer. The PIN is verified at HB against the card identity, the status of the
card and the account are checked and a response is returned giving or denying
approval for the payment. The approval response has two functions, it allows
the ATM to issue the cash and it also allows the payer bank A to present an item
in its account for settlement by bank B. In the figure we also show a second inter-
change I, because we assume that shared ATM systems will grow by the joining
together of interchanges to generate, eventually, very large systems. The prin-
ciples which are adopted for shared ATM systems should be capable of exten-
sion to a hierarchy of sharing.

The system must keep toa minimum the opportunities for fraud by employees
of one bank against another. Clearly the banks must share secret keys if sym-
metric ciphers are used for authentication and encipherment. These keys must
be handled in a way which reduces the dependence of one bank on another’s

sY
1

PIN Approval

Payer bank's Card issuer's
processor Ky2 processor
Card Request
e
ATM kt HA [—ka kb ——H
> o —r— e

Fig. 10.11 Messages i a shared ATM network
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HA to the ATIM. The encipherment of the PIN in the request message, the authen-
tication of the request and authentication of the response employ the keys shown
on each link, therefore a transformation of the request message to a new key takes
place at processor HA and at the interchange Ij.

A transformation at the interchange is necessary if a large number of banks
is involved and it is not convenient to establish a key for each bank pair. Dividing
the network into ‘zones’ in this way is essential if it is to be capable of unrestricted
growth by combination with other banks or groups. The transformation at HA
is not strictly essential, because bank A might decide to use a single zone-key
ka for all its ATMs and for interchange. It could be argued that this increases the
risk because a discovery of one key then exposes the entire network of bank A.
In principle, discovery of ka exposes the network even when each ATM has it
own key, kt. Probably the storage of ka is better protected than that of the keys
kt in the terminals, but this is arguable, since ATMs are physically strong. For
generality we shall assume separate terminal keys.

Whenever a message is transformed between one zone-key and another, as
in the interchange, there are potential security risks. Keys of two different banks
are present and might be exposed, the PIN is deciphered before re-enciphering
and thus appears in plaintext form and the authentication of the message is
renewed — a process which is vulnerable to active attack. Such a procedure can-
not be safe in a mainframe processor and it is, therefore, recommended strongly
that all the sensitive data and functions are within a physically secured module.
Figure 10.12 shows what happens to a message inside such a module.

Keys for all the links entering the node are held inside the secure module, but
if there are too many keys they can be called in from storage outside, on condi-
tion that the keys are enciphered by a ‘storage master key’ while they are out-
side the module. In the example of Figure 10.12, the key k; is associated with
the incoming message M; and the key k, is associated with outgoing message
M,. First the authenticator A; of Mj is checked using k;. If this fails, the message
sent forward is not the request or response message but a diagnostic message
to state the nature of the error. It is sometimes suggested that a failed message
be sent forward with a wrong value of authenticator, to propagate the failure,
but this loses useful fault-tracing information. If the authentication process checks,
a new message is assembled using the PIN value which has been deciphered with
k; and re-enciphered with ky. There seems no good reason to use different keys
for the encipherment and authenticator procedures. The new message is equip-
ped with a new authenticator A,, assembled and sent forward.

Instead of separate encipherment and authentication, the whole message can
be enciphered. If precautions are taken against reply or resequencing of messages
this is equivalent to authentication. It has been argued that encipherment makes
treatment of the request message at the card issuer more difficult because the
whole message must then be deciphered for authentication, and the PIN is
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revealed. But if the decipherment takes place in a secure module where PIN check-
ing is done this does not reduce security.

The precautions against replay or resequencing require that message sequence
can be checked at the receiver. The ATM’s request messages can easily maintain
their own sequence counters so that all messages they authenticate are different,
but the checking process at the issuer will not be able to keep a note of the
sequence numbers of all sources if there are very many banks in the interchange.
In this case a date and time field is the best solution, with the précautions already
noted in chapter 5. Authentication between a bank and its own ATMs should
be able to use sequence numbers.

There is a different way to combine authentication and encipherment using the
same key which is to compute an authenticator in the usual way over the
message (excluding the PIN) and add this to the PIN before incorporating it in
the message. The addition could be modulo 2 addition of binary digits, or modulo
10 addition of decimal digits, according to the way the authenticator is coded.
At the receiver, the authenticator is recalculated and, by subtraction from the
authenticator in the message, the PIN is obtained. If PIN checking fails the cause
may be either a wrong PIN value at the ATM or an authentication failure. Perhaps
it does not matter, since the outcome is to refuse payment in either case. Figure
10.13 illustrates this method and Figure 10.14 shows how easy it is to recompute
the authentictor/PIN at the interchange or wherever a new key is needed.

Each bank must trust the other banks in the interchange system to the extent
that their handling of keys is safe and the physical protection of the secure module
is good. Each bank has within its grasp sufficient information to derive the PINs
of transactions it handles. But this is inherent in the use of PINs, since they are
in any case exposed at the point of entry into an ATM.
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Checking the PIN with an authentication parameter

An alternative method of checking the PIN is to transmit from the card issuer
to the ATM a function of the expected PIN sufficient to make the check. This
quantity is called an ‘authentication parameter’ (AP). Suppose the pin value is
P and there are data D on the card’s magnetic stripe, including the account number
and other things. Some of these extra data may deliberately be made ‘random’
or unpredictable. The authentication parameter A is a complex function A =
f(P, D). For example, the function might be derived from data X related to the
account number and other card related data Y. A suitable function f would be
X+, Bk(X) where k=Y+, P, since this is a one-way function of both X and Y+, P.
The reference value of A is held at the card issuer’s processor. When it receives
a request containing the account details for this card it first verifies the account
status. If this is satisfactory it authorizes the payment in its response, subject to
the correct PIN being given and returns the response value A for the check to
be made. At the ATM, when the PIN is received, with X and Y derived from
the card, a local value A’ is calculated. If A’ = A the payment is made and a
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the card is to be retained if all fail. The trials can be conducted locally, -
the other method, in which the PIN goes to the centre, requires network messages
for each trial. The number of trials must be a parameter in shared ATM systems
because there are several issuers and each sets his own rules. Some may not even
use a PIN, and in that case the card issuer does not want the ATM to ask for
one. So the AP method is more economical in terms of network messages if there
are in practice enough re-tries of the PIN.

The AP method of PIN checking does not remove the need to transmit data
in secret. Knowledge of A does not allow Y+, P to be determined directly, even
if X can be deduced from the account number in the message. But if Y is also
known it is usually easy to find P because of the restricted range of passwords
in bank systems. Many use only 4 decimal digits, giving a task of only 10 000
trials to find P. The card formats used by different banks vary and some have
litile data Y that are not deducible from the account number. A general purpose
network able to handle messages for many banks should regard the secrecy of
the AP just as seriously as that of the PIN. The obtaining of the PIN value by
a search is not a result of the particular form of AP function empleyed. It is due
to the smail range of PIN values, since any ‘one-way function’ can be inverted
if its range is small.

Even allowing that there is little security advantage, the AP method can have
advantages in limiting the worst-case number of message per transaction. The
‘confirmation message’ which goes from ATM to card issuer is an overhead which
some consider necessary to help resolve the cases where messages are lost. Some
packet-switched networks allow three messages for a unit fee in the ‘fast select’
mode, so the confirmation message may be ‘free’.

Public key cryptography in a shared ATM system

The security requirements of enciphering PINs and authentication messages can
be met by public key ciphers and signatures.

Taking first the case of a single ATM network, it is only necessary to have one
set of keys, a secret key at the centre and a public key which is stored in each
ATM. This allows encipherment of the request and confirmation messages and
signature of the response from the centre. Secrecy of the response is not needed
unless the AP method of PIN checking is used. A further requirement is to authen-
ticate the request message, since otherwise an active attack could modify the
request or introduce bogus requests. To avoid the need for the ATMs to hold
their own secret signature keys, they can use a password to identify themselves,
since this is concealed in the request message. A random number in the request,
which is returned in the response, prevents the ATM acting on a replayed
response. If a second random number is used by the centre to authenticate a con-

firmation of payment, an active attack can be detected even if the password were
discovered.
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own public keys but it would be difficult, even impracticable, xchange
the public keys of all their ATMs. This probiem can be solved by having each
ATM send with its request a certificate’ of its public key signed by its own banlk.

If the shared system becomes very large and expands rapidly by combining with
other systems, keeping in each ATM the public key of each issuer becomes dif-
ficult. Then a central authority can be established as the key regisiry and each
card contains the public key of its issuer, signed by the registry. The ATMs hold
the registry’s public key and check the issuer’s public key before using it to
encipher the (signed) request message.

There is a more radical approach which embraces shared ATMs, point-of-sale
EFT and other payment systems, employing a ‘smart card’ to originate a trans-
action with a digital signature. This is described in section 10.6 starting on
page 329.

10.5. POINT-OF-SALE PAYMENTS

The majority of payments in shops may be cash but it is the cheque and credit-
card payments that concern banks. These present two problems, the expense of
operating them and the increasing extent of fraud. The operating cost can be
reduced by improved data capture, avoiding paper documents. The fraud can

- be reduced by on-line operation and improving the identification of the cardholder.
The PIN, though it has limitations, has proved reliable enough for ATMs so its
extension to point-of-sale payments seems inevitable.

From the customer’s viewpoint he has not much to gain. Having a different
PIN for each of several payment cards will be a nuisance. Moving from a credit
scheme to one in which his account is debited at once is a disadvantage. Neither
of these things is inherent in point-of-sale EFT but they are possible consequences
of the change. The shopkeeper can gain from the more rapid payment and because
the discount to the credit-card company is no longer needed. Hopefully the
salesperson will find the procedure easier and the responsibility for checking the
card signature and validity is ended. The operation should be faster, which helps
at busy situations such as supermarket checkouts. The balance of advantage is

' in favour of extending the use of EFT in shops and phasing out the paper-based
systems.

This is the motivation for point-of-sale EFT. The basic principle is illustrated
in Figure 10.15. The main parties in the transaction are the customer who holds
a card (or other token) and remembers his PIN and the merchant who is to receive
the payment for goods or services he supplies. In general these parties have
accounts at different banks, the customer relating with the ‘card issuer’ and the
merchant with the ‘acquirer’. The acquirer will usually have installed the terminal
and connected it to its own payment system. In the figure, the terminal is shown
connected to the acquirer’s system HA and the acquirer’s system exchanges
messages with the card issuer’s system HB through an interchange. The tigure
shows only one of several message patterns which are discussed below.

~- 330 --



e will emy
nstitution which uses 2 p
Whereas an ATM systern for a single bank can flourish in the countrie
there are nationwide banks, point-of-sale systems are not attractive unless the
merchant can use his terminal to accept cards from a large group of card issuers.
They are essentially shared systems.

The sequence of operation is that a sale is agreed between the customer and
merchant and the payment amount is displayed for the customer’s approval. The
customer then passes his card through the card reader on the point-of-sale ter-
minal (usually a simple swipe reader) and enters his PIN on a keyboard attached
to the terminal.

Before the transaction can be completed a payment-request message must go
to the card issuer who will verify that the card is valid, the PIN correct and the
account in good order. A response then travels from the card issuer HB to the
acquirer HA. This ‘approval’ response is effectively a payment message which
authorizes the acquirer bank to credit the merchant’s account with the amount
requested. From the acquirer’s system an advice passes to the point-of-sale ter-
minal telling the merchant that the transaction is complete and causing it to print
a receipt for the customer.

The natural progression of messages is from terminal to card issuer to acquirer
to terminal — a triangular route. The first requirement is to validate the card and
customer, the second to make a payment from HB to HA and the third for HA
to tell the merchant that the payment is made. But a triangular path makes it
very difficult to recover if the transaction fails in the middle. Recovery must at any
one time be the responsibility of one unit in the system. We can assume this is
not the terminal because of its relative insecurity. The scheme of Figure 10.15
places the acquirer’s processor HA in the strategic position to handle recovery
by re-tries. For this purpose, the outgoing message to the card issuer goes through
HA, where the new transaction can be logged for checking its safe return as a
payment or a refusal. This pattern of messages also matches the bidirectional
nature of most data calls in a switched network.

Merchant's account relationship

MERCHANT Acquirer’'s Card issuer’s

Amount  Receipt processor processor

Request Request Request
—g ———

B

(1)
- NG/

Advice Payment Payment

CUSTOMER

Customer's account relationship

ig. 10.15 Point-of-sale electronic funds transfer
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the number of issuers is small and if there is good authentication in the messages,
the card issuer can take the central role and the acquirer’s participation can be
delayed. HA and HB change position in Figure 10.15. Then the onus of recovery
falls on the card issuer’s processor HB. The message path is terminal — card issuer
— acquirer and back to the terminal. In yet another adaption of the system, the
responsibility for recovery can fall on a separate processor working for the whole
network, much as I does in the figure. There are many ways to organize the
responsibilities and the message paths, but the basic security requirements are
similar in each case.

In addition to these normal payments there are other types of transaction which

the terminal must generate. Since the use of the terminal must be controlled, it
is logged on and off by the merchant using a magnetic-striped card and PIN for
the purpose. This transaction is verified at the acquirer’s system and it may, in
some systems, result in the distribution of session keys to the terminal. Another,
optional, transaction type is the refund which requires special authorization, by
the same merchant’s card and PIN.
- The payment messages can cause instant debiting of the customer’s account
and crediting of the merchant’s account. These immediate transactions are
balanced by equal amounts in accounts maintained between the issuer and
acquirer. For example, the issuer may maintain an account for the acquirer which
he credits with the amount paid. These accounts are settled periodically by an
inter-bank transfer.

Point-of-sale EFT provides a better method of capturing data and helps to reduce
fraud, but it changes the nature of the transaction by debiting the customer’s
account at once. Many customers will find this unwelcome and prefer to con-
tinue with cheques and credit-card transactions where the delay in payment works
in their favour. It is not essential that these systems debit accounts at once. They
capture the data and check the card validity in a way which could equally func-
tion like a cheque, with a clearing delay, or a credit transaction.

The requirements for security in point-of-sale systems are essentially those we
have already examined for shared ATM networks. For on-line systems they can
be summarized in two statements.

1. The verification of the PIN entered by the customer must be carried out in
association with the issuer’s processing system. The PIN value or AP value
carried through the network for this purpose must be enciphered to protect
it against line tapping or disclosure in any of the processing systems through
which it passes.

2. The messages which carry the request and the approval/payment response
must be authenticated to prevent their undetected alteration whether by
active line tap or in any of the processors through which they pass. Among
other attacks, the possibility of a replay must be guarded against.

The principles we have described earlier show us that both the encipherment
and the authentication must employ variable elements and the receiver of
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can be minimized by using tamper-resistant mocmlas (as we deseri
shared ATM network), and by paying careful aitention to key distr
Employees of the interchange organization should have no means of access to
the keys installed for communication with their associated banks.

Figure 10.15 shows the messages carried for a normal payment in the chosen
message scheme. The request message travels from the terminal to the issuer’s
processor HB. The intervention of HA and the interchange I in this message
transport is needed for the change of keys when the zone encryption schemne
is employed. The response message travels from HB to HA as a payment and
continues on to the terminal as an advice to the merchant that the payment has
been made. )

A refund transaction needs special authorization at the terminal, employing
a card and PIN belonging to the merchant. In this case the request message car-
ries the PIN, enciphered, to HA where the PIN is verified and the message authen-
ticated. If these are correct, the payment message is sent from HA to HB. The
advice then returns from HB via HA to the terminal. The requirements for PIN
encipherment and message authentication are similar to those for normal
payments.

Point-of-sale payment terminals are part of an interchange system shared be-

tween many card issuers and acquirers so that a wide choice of cards may be
used. Since it would not be practicable for the card issuers to exchange their
blacklists of lost, stolen and otherwise exceptional cards, there is a strong argu-
ment for on-line connection of terminals. Nevertheless, the cost of on-line con-
nection and the communication difficulties in some countries will strongly favour
off-line operation. Off-line terminals collect together the records of payments and
periodically the complete record of payments is sent to the acquirer bank, either
as physical record or by a telephone call.
A compromise between the cost of on-line connection and the need for security
is to use off-line transactions for payments below a certain value and within a
participating group of banks. For payments of high value and those involving
other banks, a validation call is made to a service operating on behalf of the card
issuer.

The use of public key signatures promises to improve security and increase con-
venience in payment systems generally. A comprehensive payment system using
public keys can be devised which is suitable for large ATM networks, large point-
of-sale networks and off-line transactions between bank customers analogous to
today’s bank cheques. In the final section of this chapter we shall introduce this
form of payment using signed messages and show how it can be adapted to a
point-of-sale network.

The transaction key method

In Figure 10.15, the handling of keys for point-of-sale EFT is like the method
customarily used for ATMs but there is a world of difference between the physical
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inside. They might, in the course of reading the key, virtually destroy the ter-
minal so that it cannot be used again. Even so, if they had recorded the trans-
actions for a long period before breaking into the terminal, possession of the keys
could give them all the PIN values that have been exchanged. Terminals can be
made more secure by further tamper-resistance features but, in the end, their
keys can be read out.

To make point-of-sale EFT Systems more secure, special forms of key manage-
ment have been developed, specifically to prevent the kind of attack we have
described, called back tracking. There is another kind of attack called forward track-

him all the PIN values as they are entered. Therefore, forward tracking is such
an advanced attack that, even if only back tracking is prevented, the system is
safer.

A scheme of key managemernt which, if the circumstances are right, prevents
both forward and backward tracking is transaction key. The principle was first
explained by Beker, Friend and Halliden” in a form in which each terminal main-
tains a special key in common with each card issuer and this key, the transaction
key, is changed at every transaction in a way in which an enemy would find it
hard to follow. This is an excellent principle, but when there are very large
numbers of terminals and a fairly large number of card issuers, the multiplicity

data encryption standard. When a MAC is produced the results of the crypto-
graphy are 64 bits from the final DES operation. Normally, only the left-hand
32 bits are used as the MAC and the right-hand 32 bits are discarded. In the trans-
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not the only ghostl
tication parameter (AP) which we describe later. This idea of including in each
message a ghostly residue of the previous message before authenticating it effec-
tively chains the messages together and assures the terminal that the acquirer
has properly authenticated the request. If more than two messages are used in
the dialogue, for example there may be a confirmation from terminal to acquirer,
the same chaining principle can be used, the response having its MAC formed
with a ghostly value of MAR2 preceding it.

Perhaps more important than this authentication scheme is the way that the
transaction key is formed and used. For this purpose the terminal maintains a
56-bit key register in the DES format for each acquirer it must work with and the
acquirer holds the same values, having one stored for each terminal with which
it communicates. After initialization to the same values, the key registers (KR)
must synchronize their values after each transaction so that the terminal and
acquirer can continue to communicate.

Figure 10.16 shows how the key register is used at the terminal and how it is
updated. The function shown as O is a one-way function O(k, x) derived from
the DES operation as

O(k, x) = Ek(x) +, x

The symbol we use for ‘O’ shows which is the key input by the small circle.
From KR and data read from the card tracks, two transaction keys are formed
tky and tkg. The first of these is used for authentication and the second for
enciphering the PIN between the terminal and acquirer. The input DC1, DC2 and
DC3 are all derived from card data. DC1 and DC2 come from the account number
and are therefore known to the acquirer but DC3 uses some of the discretionary

From completed transaction

i
Authentication MAR 1|MAR 2

of messages T

KR

New value

Key register update

th

Depends on j
card key Encipherment
of PIN block

Fig. 10.16 Transaction key production and key register update
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contents of the discretionary data field. Note that the quantity
kv is known to the acquirer. This preparation of tk, and thg occurs at the begin-
ning of the transaction and these values are used throughout. At the end of the
transaction the KR value is updated in the way shown in Figure 10.16, using as
input a concatenation of the two MAC residues which are known to both ter-
minal and acquirer at the end of the transaction. When there are more than two
messages in the dialogue, there are special rules determining which MAC residues
shall be used. After this update, KR depends on the entire progress and outcome
of the transaction. If an attacker knew how it was initialized and wanted to track
 its value he would have to record every message and also discover the discre-
 tiohary data from which DC3 was derived. The value DC3 is sometimes known
as the ‘card key’ because it has a degree of confidentiality to the terminal and
card issuer. It is not difficult to read it from the card but the need to maintain
an unbroken chain of complete data including the card key makes forward track-
ing very difficult. Backward tracking is impossible because of the one-way
function.

We have seen how tk, is used to authenticate the request and response. The
enciphered PIN must reach the card issuer who does not have the means for main-
taining a KR value. To enable the card issuer to reconstruct tkg in order to
decipher the PIN, the acquirer calculates kv and sends it to him in the request
message as shown in Figure 10.17.

There is an implication in the way that the scheme is officially described that
kv should be protected by encipherment for transit between acquirer and card
issuer, though this is not mandatory. Certainly, if kv is known and the card key,
the PIN is not safe from decipherment. Depending on the level of security desired
users may wish to encipher kv and this encipherment uses a conventional key
which is changed from time to time but not per transaction.

In order to authenticate that the response came from the card issuer, an authen-
tication parameter (AP) is returned from the card issuer to the acquirer when it
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Fig. 10.17  Authentication of card issuer response
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age sent. Toget t forms the ‘ghostly’ part of th
message for authentication purposes. When authenticating the response the ter-
minal can also form AP and concatenate it with the received message to apply
the cryptographic process of authentication.

The transaction key method has a number of variants, one of which is incor-
porated in an Australian national standard.®

Initialization of the key register can be done in a number of ways. If the prob-
lem is sidestepped by using a known constant for the initial value, assuming that
all the cards have unpredictable data in their discretionary field, it will soon become
unlikely that anyone has tracked the value of KR. But it is better to use an
unpredictable starting value and this can be provided by having the first trans-
action (or a few transactions) performed with cards that are carefully preserved
from illicit use. This could be done by an installation engineer or a representative
of the retailer. If synchronism between KR values at the terminal and acquirer
is ever lost and must be restored, a known constant must be placed in KR and
the initial transaction repeated, so the best plan is that the retailer should per-
form this ritual. There are other more elaborate initialization methods but the ones
described will usually be adequate.

Suppose that the transaction is approved by the card issuer and the response
is correctly produced by the acquirer but due to a fault, perhaps in communica-
tion, the terminal cannot complete the authentication and regards the transaction
as invalid. In this case the terminal will not update KR but the acquirer will and
there will be a loss of synchronism. To avoid this, whenever the acquirer receives
a request which does not authenticate, it tries the authentication again but with
the KR value it would have used if the previous transaction had not completed.
Therefore the acquirer must maintain not only the fully updated value of KR but
also the previous value. With this protocol, successful receipt of a request implicitly
confirms that the previous transaction was completed at the terminal. This is not
essential and transaction key systems may use a confirmation message instead.

The transaction key method is an effective way to avoid the risks of tracking
backwards or forwards. The most important protection is against backwards track-
ing because this is technically much easier for the attacker.

Derived unique key per transaction method

An alternative type of transaction key has been developed in the USA with the
ungainly title ‘derived unique key per transaction’. As in the transaction key
method, the keys employed for enciphering the PIN and authenticating the
messages change at each transaction but they change in a fixed way which is
independent of the transaction data. By careful design this can provide protec-
tion against tracking backwards but not, of course, against forward tracking. For
many purposes protection against the greater risk of backwards tracking may be
considered adequate. The method is conceptually simpler than transaction key
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simply describe how the single key is calculated. For PIN encipherment and
message authentication between the acquirer and card issuer, a normal kind of
session key, often called a zone key is used. The cryptographic processes in the
acquirer will re-encipher the PIN and must have a good level of logical and
physical protection.

When the terminal is initialized, it is loaded with an initial key I and the same
key is registered at the acquirer. There is an identifier to enable the acquirer to
retrieve this key whenever a transaction arrives from the terminal. The value of
1 determines the whole sequence of subsequent keys. There are procedures in
both the terminal and the acquirer for generating the derived key at any stage.
The procedure can generate only a finite number of keys but this number, which
is 22 —1 (equal to 1 048 575), is considered large enough for the probable life of
most terminals. If necessary, the terminal can be reinitialized with the new I value.

At the terminal, the key derivation process takes place in a PIN pad and is
sequential in nature. It uses one-way functions in a manner which does not allow
previous values to be deduced, even if the secure environment is broken into
and all the data extracted. It cannot therefore derive the key each time from I
but must be able to produce the next key from stored data and always destroy
sufficient previous information to avoid backtracking.

At the acquirer a different process takes place in a security module and here
the starting value is always I and the derived key must be produced with a
reasonable amount of computation given only the sequence number of the key.
To avoid synchronizing problems, this sequence number is sent with every request
message.

We shall first describe the rule by which all the keys are generated and it will
then be easy to see how the security module at the acquirer can produce any one
of the keys on demand with a modest amount of computation. Next we shall
describe the different procedure used at the PIN pad which stores just sufficient
intermediate values to enable the next key to be deduced.

If there had been no requirement for rapid production at the acquirer, a very
simple process could have been used, such as iterating a suitable one-way func-
tion. This easily produces a sequence which cannot be tracked backwards but
generating the thousandth key at the acquirer would need one thousand steps,
which is not practical. Instead of using the one-way functions in a linear sequence,
they are used in a tree structure so that the number of steps required to reach
the end of the tree is much less.

Figure 10.18 shows the tree structure with the initial key at the top. From each
node there are two downward paths of which the left one has no processing,
it simply produces a copy of the key above. The right path in each case has a
one-way function and this function is different at each level of the tree so that
the results at the lowest level form a sequence of distinct keys which can be
reconstructed quickly, given 1. In practice, these keys are taken from level 21 but
not all of them are used.
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Fig. 10.18 Generation of sequence of keys

To generate a key with sequence number S it is sufficient to express S in binary
form and, starting at the most significant end, use the binary pattern to decide
whether or not to apply a one-way function. If the digit is 1, the function is applied.
In this way, a key can be generated with at most 21 operations of the one-way
function. The one-way function used is derived from the Data Encryption Stan-
dard and a fast chip can be employed in the security module at the acquirer.

To get even more rapid operation, the sequence of values S is limited to those
which have no more than ten 1s. This more than halves the number of opera-
tions required and the number of keys is approximately halved except that, since
I is not used, there are actually 2’ —1 keys in the sequence.

A special rule is needed to increment S in this way. We shall introduce two
functions which will be useful in describing later the program at the terminal.
Let COUNT(S) be the number of ‘1s’ in the binary representation of S and
LOWBIT(S) be the position of the least significant ‘1’ bit in S where the most
significant bit is counted as 1 and the least significant bit as 21. By convention,
if S = 0 then LOWBIT(S) = 0.

The rule for counting such that S never exceeds COUNT(S) = 10 is:

IF COUNT(S) IS LESS THAN 10 THEN S = S + 1.
ELSE S = S 4 021-LOWBII(S)

Using this rule, if the weight of S has already reached 10, 1 is added into the
place of its least significant 1 bit and therefore the weight will either stay con-
stant or decrease, otherwise 1is added to the least significant place in the usual
way.

The method by which the current key of the sequence is derived at the acquirer
is obvious from the structure of the tree. At the PIN pad, the procedure depends
on a number of stored intermediate values each corresponding to a node in the
21-level tree. There is at most one stored intermediate value for each level of the
tree and these form an array K(X) where X is the level ranging between 0 and
21. There are two such pointers in the algorithm, CP which points to the current
key and SP which is a moving pointer used in preparing the stored array for the
next key. '

The algorithm is shown in Figure 10.19 where the key is derived as K(L) in the
second line. Briefly it can be described as follows:

If S is odd, the required key is already stored in the 21st level as K(21) and,
after retrieving it, little more has to be done except deleting the key from the array.
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Y: CLEAR STORED VALUE K(L)
IF S = 2*! THEN DISABLE PAD
END

. Fig. 10.19 Generation of the key at the PIN pad

If S is even, then L = LOWBIT(S) gives the level at which the key is stored. This
corresponds to tracing the key from the twig of the tree at level 21 upwards, using
only paths with no one-way function in them, until the stored value is found
at a higher level. After retrieving this key and deleting the stored values, the stored
values at all the lower levels must be recalculated using the pointer P.

An improvement to the derived key method

We know that forward tracking is possible if the stored information can be obtained
from the PIN pad. With the derived key method as described, knowledge of one
key of the sequence reveals some of the subsequent keys, all those correspond-
ing to S values obtained by inserting extra Is in the binary representation of S.
The worst case is the key for S = 220 from which all subsequent keys can be
derived. In practice, the value of the key can only be obtained by cryptanalysis
but the value of some of these keys to the cryptanalyst is such that this attack
might become tempting. It can easily be avoided by a small change, introducing
a one-way function into the left-hand branch at the lowest level of the tree. For-
tunately, this never increases the number of steps in the calculation at the acquirer.
In place of line 2 of the program the following two lines are introduced:

IF (L IS LESS THAN 21 AND COUNT(S) IS LESS THAN 10)
THEN K = Fy(K(L)) ELSE K = K(L)

The extra one-way function at the bottom of the tree is shown as Fx. With this
improvement it is possible to employ K(0) as the first key since it equals Fx(I)
and does not reveal I. Then the initialization of the PIN pad is simply to set S = 0
and K(0) = 1. Without this improvement, when the terminal is initialized, the
updating shown in Figure 10.19 must be performed before any keys are used.

EFT-POS with public key cryptography

The central problem of EFT at the point of sale is the vulnerability of the terminal.
The two attacks we have discussed are those in which the data contained in the
terminal have been extracted and the attacker either tracks backwards to reveal
PINSs for earlier transactions he has recorded or puts the terminal back into ser-
vice and obtains PINs for future transactions which will be recorded. In favourable
circumstances, both kinds of attack are prevented by the transaction key method
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vulnerability.

A detailed design for using public key cryptography in EFT-POS has been
worked out for the UK national system. We shall describe this briefly though not
with details of key management at higher levels. Figure 10.20 shows the secret
and public keys held by the main entities which take part and the relationship
between them. For example, skp is the secret key held in the terminal and pkr
is the corresponding public key held by the acquirer. These keys are generated
by the terminal during its initialization. Similarly the acquirer, card issuer and
key registry each generate a pair of keys and make the public key known to others,
as shown in the figure. The arrows point from secret key to public key and indicate
how a signature can usefully pass from one entity to another. Such signatures
actually accompany the request messages from terminal to acquirer to card issuer
and the response messages in the opposite direction as the diagram shows.

Each entity, when it generates its keys, must register the public key with the
key registry — a body which functions for the whole system. The key registry
has its own secret key sk and the public key pkg is made known, with careful
precautions for its authenticity, to the terminal, acquirer and card issuer. When
any of these entities requires an authentic public key it is received in a message
from the card registry containing the key, the identifying data and a digital
signature using the registry’s key. Before using any public key for the first time,
each entity checks its signature in this certificate which it has received. Terminals
receive their certificates from the acquirer when they need them.

Until about 1987, it was difficult to find equipment to carry out the public key
cryptography fast enough. By using signal processors, such as the Texas
Instruments TMS320 with suitable software, a low cost solution for operation at
reasonable speed in the terminal has become available. At the same time a
specialized RSA chip has appeared which can perform these functions fast enough
to meet the requirements of the acquirer, card issuer and key registry. With a
short public exponent (65537 was used) the operations of encipherment and

Key registry

R
s/rR
EFT-POS Card
terminal Acquirer \ issuer
T A/ Certificates I
tificat
P/‘R Certificates ok, ok
ok Request ‘
T Pl Request
sk, > Pk,
pkl Response ka Response 5"(1

Fig. 10.20 Public key relationships for EFT-POS
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The PIN block is encipherad using the public key of the card issuer. There are
many card issuers, but a small nurnber of these issue the majority of cards and
the terminal holds a cache of authenticated public key values for this purpose.
1f a card arrived for which no public key is held, the terminal requests this public
key from the acquirer, which holds a complete set and provides them as cer-
tificates. Checking the certificate at the terminal is a rapid process. PIN block
encipherment is provided from end to end, terminal to card issuer and this meets
one of the main security requirements in a simple way, without depending on
human operations to handle secret keys at the acquirer.

Authentication of messages is performed by the digital signature technique
which simplifies key distribution since secret keys remain where they have been
generated. The request from the terminal is signed with skr and this signature
is checked at the acquirer which holds the corresponding public key. It would
be nice to check the same signature at the card issuer, but that would complicate
key management because card issuers would have to hold public keys for all ter-
minals. Instead, the message is re-signed by the acquirer using its own secret
key for which the card issuer holds the corresponding public key pka. Re-
signature at the acquirer places some trust on the acquirer’s software but authen-
ticity of the request can, to some extent, be covered by the authenticity of the

response. The response is signed by the card issuer with its secret key and this .

response can be checked by the acquirer and also passed to the terminal for check-
ing. Provided the essential information on which the transaction depends is
repeated in the response, the necessary trust in the acquirer re-signing the request
message can be largely eliminated. The advantage is that both PIN block encipher-
ment and transaction authenticity are virtually end to end.

Digital signature has another bonus. If an event is recorded in the audit trail
at each entity as a signed message, and assuming these have sequence numbers
to prevent insertion, deletion and copying, they can subsequently be checked
by an auditor using the public key and they provide non-repudiation in its purest
sense.

In practice, an EFT-POS scheme using public key cryptography may have to
differ from this ideal in a few respects, but the description of the principle shows
that all the requirements can be met in a very complete and simple way using
public key cryptography. It is possible to arrange for all the key pairs to be replaced
from time to time, if the users require it, except that the terminal’s secret key
would remain unchanged during the life of the terminal or, if it has to be changed,
the terminal would be re-registered and treated as a new terminal for purposes
of initialization. Terminal initialization involves registering the public key and
storing in the terminal the public key of the key registry. The easiest method is
to bring the terminals to a secure area under the control of the key registry for
this purpose, though registration schemes based on the principles described by
Matyas can be used.

In order to perform the signature reliably and handle the full level of traffic,

P — e S S
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requires careful design to miniraize its de werators and e

necessary dual control. [n a similar way, the registration of public keys requires
careful operational design and similar considerations of dual control. Standar-
dization of key management for EFT-POS will probably cover all the details of
the messages exchanged and some aspects of initialization, but not the higher
levels of key management since a degree of confidentiality here helps to keep
systems secure.

As soon as it is freed from the constraints of processing power, public key crypto-
graphy in this context provides a simpler solution than symmetric algorithms.
There is some additional message overhead but, with ingenuity, this is reduced
to little more than is needed to make up the units of 64 bytes employed in RSA

cryptography. :

Off-line point-of-sale terminals and smart cards

Since an off-line terminal cannot contain a complete list of PIN values against
card identities, it must apparently employ an algorithmic relationship between
the PIN and data contained on the card. Since card issuers do not wish to share
PIN information they must use different keys for their PIN algorithm. Off-line
point-of-sale terminals which can accept cards from many issuers would need
to hold the keys of all those issuers. Since point-of-sale terminals are physically
insecure it is unlikely that card issuers would share their secret keys in this way.

Public key systems cannot help, though there have been suggestions that this
is so. We can devise an effective way to use a public key system to check the
PIN against data contained on a card. For example, if P is the PIN, I the card
identity (account number, issuer, card’s serial number) and R a reference value
stored on the card, the value of R can be generated by using the secret key sk
of an RSA cipher as

R+ P=(P+ Iy

. Any method of addition can be used. For checking the PIN, using the public key
pk the relationship used is

P+1=(R+ Py

This does not allow P to be obtained from card information because P is on both
sides of the equation.

Unfortunately, this scheme is vulnerable to a PIN search because all the infor-
mation needed to check a PIN is available and the searching can be carried out
by a fast process without using a terminal. No process which uses only public
information to check a PIN can be secure against PIN searching, unless the range
of the PIN is sufficiently large, which probably means ten digits or more and is
not acceptable for payment systems used by the public.

The remedy seems to lie in the use of tokens which contain processing and
storage ability, the so-called ‘smart cards’ which we call intelligent tokens. These
contain a microprocessor and a data store which does not need electrical power
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Physical security requirements of the intelligent token

If it were possible to open up the token, read all the data within it and then make
a similar token containing these data, the token would have very little advantage
over a magnetic-striped card. It gains its advantage either by preventing the
reading of its data or making it exceptionally difficult for the enemy to manufac-
ture cards with the required properties. This difficulty of manufacture is a conse-
quence of making the token in the form of a thin plastic card, so that readily
available electronic components cannot be used to counterfeit it. It would seem
a very difficult, though perhaps not impossible, task to read the data from a card.
The effort required would only be worthwhile if it gave a large pay-off in the form
of duplicate cards which could be exploited for fraud.

PIN checking in an intelligent token

By checking the PIN within the token itself, it is possible to use an arbitrary PIN
value. There is no key for checking an algorithmic relationship and the card issuer
need share no secrets with the acquirer’s terminal. The principle is simply that
the PIN value is entered on a keyboard in the terminal, transferred directly to
the card through its electrical interface and the checking of the PIN is carried out
within the token. The token then signals to the terminal if the PIN is correct. The
token itself can enforce rules to prevent PIN searching. It can also apply rules
on behalf of the issuer to limit the amount of payment the card may make within
a certain period. In doing this, the card depends on a current date given it by
the terminal. Falsifying this date in the terminal produces transaction records
which are unacceptable to the issuing bank and is unprofitable to the merchant.

For example, the issuer could impose a limit on the total payment provided
by the token so that the customer requires a new token to continue making
payments. The issuer could limit the amount of payment in any single transaction
or series of transactions to the same account, or limit the total number or amount
of transactions in one day. Any of these rules can be applied within the token
just as well as by an on-line system. Only the absence of a comprehensive and
up-to-date blacklist makes off-line operation less secure in this respect.

The matching of the PIN within the token could use a reference PIN value.
Alternatively, a one-way function could be used, which does not require the PIN
to be stored and this might seem to be more secure, for the PIN cannot be read
from the token (even if the reading technology is available to the enemy).
However, this approach is not really more secure because the small range of the
PIN allows it to be found by searching whenever information is available about
how the checking takes place.

The result of a successful PIN check may be to generate a properly authenticated
request message for sending to the card issuer. In an on-line system this results
in an authenticated approval message telling the merchant that the payment has
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The use of a one-way func:lon would, it seems, allow the terminal to check
the PIN it has been given with the PIN held in the token without the ability to
read the PIN from the token. For example, the terminal generates a random
number x which it sends to the token and receives in reply the response EP (x),
where x has been enciphered using for the key a quantity derived from the
reference PIN, P. By performing the same calculation with the PIN keys in by
the customer, the terminal is able to verify the PIN without being able to discover
the reference value in the token. In this way the terminal verifies that the token
actually contains the pin and is “intelligent’.

Unfortunately, this scheme fails because of the small range of PIN values, which
allows PIN searching. Figure 10.21 shows an alternative procedure which par-
tially solves this problem and allows both the terminal and the card to verify that
the entered PIN is correct. In place of the encipherment function E we have used
here a one-way function O such that, if

= O, x),
aknowledge of values of y and x does not allow k to be determined. We can think
of k as having at least 56 bits to prevent searching. The function O could be
replaced by encipherment with the DES algorithm, but an encipherment func-
tion is not essential and the one-way function O(k, x) can serve just as well.

In the procedure of Figure 10.21, the PIN, P, which can be thought of as a 16-bit
number, is concatenated with a 40-bit number C to form a 56-bit ‘key” for the
one-way function. The terminal sends the value x to the token which returns the
response

= O(P||C, x).
TERMINAL INTELLIGENT TOKEN
Offered PIN P’ Holder's PIN P
" Constant C
find random x X
y y=0I(PIC,x)
send P’ Is P'=P?
isy=0 (PiiC,x)? If true,send C
If true, accept
PIN and token

Fig. 10.21- Protocol for intelligent token authentication

-- 345 -



checks this against its reference value P. If the two mat
40-bit number C and the terminal then computes O(P|
this agrees with the value y received earlier.

A token made by an enemy without a knowledge of P would be unable to give
the response . Because y and x have 64 bits there is probably only one value
of P||C which matches the x, y pair and this contains the 16 bits of P in their cor-
rect places. There is no way in which the token could find a value of C to satisfy
the final check in the terminal unless it contained the value P at the time of its
last response.

Thus the token is able to check that the correct value of P was entered at the
terminal and the terminal is able to check that the token contained this value,
assuming that the PIN was correctly entered.

Having once obtained the value C, the token is an ‘open book” to the terminal
but this is no loss since the terminal could equally well store the value of P
associated with a successful match. The value C is of no greater value to it than P.

Following the correct match of the PIN, the card would be prepared to generate
an authenticator so that the transaction record sent by the acquirer to the card
issuer will be accepted as a valid authority for payment. In effect, this functions
like a bank cheque and is an instruction to the issuer to pay a specified amount
into the account of the acquirer. No PIN need be carried, because the valid authen-
ticator is a sign that a correct PIN was entered.

The authenticator for this message employs a key which is stored in the token
and is known only to the card issuer. This key is specific to the customer and
when the payment is processed by the issuer, the customer identity in the message
will allow his authentication key to be extracted from a table and used to check
the authenticity of the entry.

We can now see clearly the advantage of the intelligent token. Its intelligence
is used on behalf of the customer and the card issuer in the potentially “alien’
environment of the point-of-sale terminal. The token checks the PIN to verify
who is presenting it, then authenticates a message to its ‘master’ which is the
card issuer’s computer system. From the issuer’s viewpoint this is secure. The
authentication key is customer specific, so there is no large gain from extracting
the key from a token.

The acquirer is in a less favourable position because his terminal cannot verify
the authenticator value. The method we descibed above (see Figure 10.21) goes
some way to authenticating the token but cannot verify the end result — a message
which is the authority for the card issuer to make the payment. In the off-line
situation the merchant may be vulnerable, depending on what kind of indemnity
the card issuer gives.

To help the acquirer it has been proposed that the token add a second authen-
ticator using a key known to all terminals, which his terminal can check. But such
a key contained in all terminals and all tokens is really too exposed.

Used in on-line systems, smart cards greatly improve security compared with
the easily copied magnetic stripe. Off-line, they also improve security, but leave
 the residual weakness we have described. Public key cryptography can help.
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vized. Today, many payments are made without reference to a bank, for
example by means of a cheque. Either a bank has been willing to guarantee the
payment up to a certain limit or the beneficiary must trust the drawer of the
cheque.

There will in future be many occasions when payment through a communica-
tion network is useful but reference to a bank is not convenient. For example,
an on-line information service charges a fee but a caller does not have to be a
known subscriber to the service; he can be anyone who ‘presents a bank card’.
The need for this method of payment, an ‘open shop in information services’
was pointed out in a note by Raubold.? It is the electronic equivalent of a bank
cheque, which requires some trust between the parties. In this kind of transaction,
the communication path betweeen the two parties is already established as the
means by which the information service was provided. Payment for tickets for
transport and entertainment can follow the same pattern.

The implementation of an electronic cheque requires technically little more than
a digital signature facility with a key registry to authenticate public keys. A hier-
archy of keys is proposed in which are gistry authenticates the bank’s public key
and the bank authenticates the customer’s public key. In order to allow the con-
tent of the cheque to be validated with a minimum of data beyond the cheque
itself it should contain all the items listed in Figure 10.22. These items fall into
three sections. The first is, in effect, a certificate by the key registry which authen-
ticates the bank’s public key. It also includes an expiry date so that the bank need
not worry that an old signature is being used after it has expired. Anyone can
verify the bank’s public key using the signature and the public key of the key
registry, which is available in many different places to avoid falsification. The
key registry could be the central bank of a country, for example.

The second section of the cheque contains the customer identity and his public
key, signed by the bank and therefore verifiable using the public key stated in
the first section. This again has an expiry date to prevent its indefinite use. These
first two sections of the cheque are constants which appear on every cheque drawn

1 Bank identity 2 Bank public key

3 Expiry date 4 Signature of 1-3 by key registry
5 Customer identity 6 Customer public key

7 Expiry date 8 Signature of 5-7 by Bank

9 Cheque sequence number 10 Transaction type
11 Amount of payment 12 Currency
13 Payee identity 14 Description of payment
15 Date and time 16 Signature of 9-15 by customer

Fig. 10.22  Electronic cheque -
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Because electronic cheques can easily be copied, the drawer of cheques or his
bank should examine the account to look for possible duplicates. Items 9 and 15
of the cheque allow them to be sorted into a sequence in which duplicates would
immediately show up. It seerns more practical for the bank to eliminate duplicates,
and this is simplified if there is a time limit for the presentation of cheques for
payment,

The final signature, by the customer, covers all the variable information in the
cheque. In order to form this signature the customer needs a secret key which
he must protect against disclosure.

A corporate customer of the bank will protect his secret key in a physically strong
enclosure. Access to this signature can be controlled by physical keys, passwords
and tokens, with strict limits on the extent to which it may be used by each
individual. Private customers of the bank can carry their keys more conveniently,
for example in an intelligent token or “smart card’. A necessary protection against
misuse of a lost token is the conventional PIN but perhaps the amount at risk
justifies using a dynamic signature or some other personal characteristic to pro-
tect the digital signature against misuse. A terminal is needed in order to generate
a cheque, sign it with the aid of the token and send it to the beneficiary. This
can be any intelligent terminal which has the interface for connecting the token
and a PIN keyboard or a pad for a dynamic (manual) signature, whichever of
these is used to protect the token. It will often be the same terminal to which
the service has been received for which the payment is being made, for example
a theatre ticket issuing machine.

Functioning as an electronic chequebook, the private customer’s token can
record the transactions it makes and list them for its holders at any convenient
terminal. The smart card used for point-of-sale payment has been called an “elec-
tronic wallet’. The cheque is more versatile because it can be sent to anyone who
has a means of recording the data and presenting them at a bank. No secrets
are present in the terminal. This makes possible ‘home banking’ with reasonable
security. If an account balance is requested, for example, the request is signed
(verifying that a correct PIN was used) and the response is enciphered by the
bank with the holder’s public key. Only the correct token with its secret key can
decipher the response.

Having personalized the token for its customer the bank need keep no record
of the secret key. New tokens use new keys and the bank’s record of public keys
is updated. PIN storage is part of the personalization of the token at the start
of its life. The bank needs a record of the PIN only if it wants to remind the
customer who has forgotten it. Customers can choose their own PINs but it is
not a good idea to allow the PIN to be changed because this introduces an extra
risk.
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The first motivation for the electronic cheque was an off-line payment for an
information service. The service provider collects the cheques and presents them
in batches to its bank for payment. They can be sorted and cleared in a conven-
tional cheque-clearing operation. Cheques necessarily involve some trust that the
account on which they are drawn is capable of payment. The same electronic
cheque could be presented for payment as soon as it is received, using an on-line
system, and thus cleared. This is an on-line payment mechanism which verifies
the payment immediately. In its appearances to the customers it is no longer a
cheque but a point-of-sale payment.

Point-of-sale payments by electronic cheque

The mechanism that we have proposed for a cheque enables an off-line payment
to be made to a merchant’s terminal. The terminal collects the cheques, compar-
ing them if necessary with alocal blacklist, and presents these cheques to its bank
in a convenient batch. The bank sorts the entries and sends them to the respec-
tive card issuers for payment. The merchant’s terminal can verify the signatures
and the merchant is sure that the cheques will be accepted as genuine.

For on-line operation, the electronic cheque is transmitted at once to the card
issuer bank where the signature is checked and the blacklist and drawer’s account
examined. If all is well, a payment message, signed by the issuer bank, is sent
to the acquirer bank. When this has been checked, a signed advice goes to the
point-of-sale terminal. If necessary, the accounts of the customer and merchant
can be updated at once and the acquirer bank can issue a signed receipt. These
are matters which depend on the precise payment rules, which must be decided
when banks introduce new payment services.

By using public key signatures in this way, the security of each stage of the
payment process is made dependent on the care exercised by the person or
organization that would lose by fraud. Nobody is dependent on another’s security.
Thus each party is responsible for the security of his secret key and controlling
its use. At the end of the payment process, each of the parties holds signed
messages which record the commitments of the others. The merchant holds a
copy of the cheque and the acquirer bank holds a copy of the payment.

If digital signatures have a weakness, it is the fact that signed documents can
be copied and this places on the issuer bank the requirement to detect and
eliminate duplicate cheques. The cheque sequence number is administered by
the intelligent token and is therefore as secure as the customer’s secret key.

The same intelligent token which provides an electronic cheque between
individuals can therefore function for off-line and on-line point-of-sale payments.
It can also ‘cash a cheque’ at an ATM with on-line verification.

Figure 10.23 shows how this works in a shared ATM network. The customer’s
request is formed into a message and presented to the token. Here it is signed
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Fig. 10.23 Shared ATM network using digital signatures

and returned to the ATM. The ATM checks the signature, to avoid passing inef-
fective messages into the system. If it is correct, the ‘cheque’ passes via the payer
bank, A, to the card issuer bank, B. Here the signature is checked and the
customer’s account examined and, if everything is in order, debited. A payment
message signed by B is sent to A. The message and its signature are checked and
if all is well an authorization goes to the ATM to release the money. The signed
messages form an audit trail. All the messages carry similar information but their
purposes are different. To differentiate these messages and provide for even wider
use, the format of Figure 10.22 includes the fransaction type which denotes a
customer cheque, ATM request, interbank payment, payment advice and so forth.
If public key signatures come into use first in payment systems, the financial
institutions will establish key registries. It would be natural for a verified public
key issued by a bank to be accepted as a kind of bank reference. In this way the
operation of key registries may become a function of financial institutions.

A development of the intelligent token

The “smart card’ in its current form depends on a separate terminal for its input
and output. This is a security risk in several ways. The PIN enters the card from
akeyboard, which could be used by an enemy to capture PIN values. The ‘cheque’
enters the card from the terminal and the card’s owner cannot be entirely sure
what is being signed. In an on-line payment, the message coming back from the
centre is displayed by the terminal and could be falsified. For example it could
indicate that a transaction has been cancelled, a refund has been made or a pay-
ment refused, when this is not true.

To avoid these serious risks, almost the whole of the signature operation should
be under the control of the owner of the secret key. The PIN keyboard should
be part of the token, so that the PIN is not entrusted to a ‘foreign’ device. When
a payment is made, the most critical data, which are the amount and currency,
should be shown to the payer by a display which he can trust. For this purpose
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There are other functions of the token that are less critical but convenient. It
can maintain a local balance of its account which errs on the side of caution, since
received amounts will not be credited until a suitable on-line transaction is made.
Automatic teller machines can provide an update, but to provide this for ‘foreign’
cards needs a little more organization and, possibly, a small charge. The account
information is easily protected cryptographically, using the token’s secret key for
decipherment. Since this message concerns nobody else, its integrity can be deter-
mined by a secret password held in the token and known to the bank.

Such a token becomes a pocket terminal, capable of coupling to a point-of-sale
terminal, an ATM or to a home computer or videotex terminal for home bank-
ing. It seems unlikely that home banking can be secure without such a ‘sealed’
device holding the key to authenticate messages. The coupling can be optical or
magnetic, to avoid the nuisance of contact problems. It should have a battery
to make the secret key more secure by overwriting it if a physical attack or a PIN
search is detected. The extent of physical security is necessarily limited in a small
device. This makes it useful to add a time and date stamp to transaction messages
so that misuse can be tracked after a token has been reported lost by its owner.

There is no inherent reason why a signature token with its keyboard and display
need be thicker than a standard bank card. Calculators of bank card thickness
are on the market. But for some time the tokens may have to be thicker than a
card to enclose the RSA chip, the battery and perhaps some extra physical pro-
tection for the secret key. The customer will expect an advantage to compensate
for the increased size. If the token, while limited to a single account, works for
point-of-sale debit and credit transactions, ATMs and home banking, this is
already a help. In principle a signature token could operate with more than one
account, holding the corresponding secret keys and taking its cue for selecting
the account either from the terminal it connects with or from its keyboard. .
Therefore, one token could replace many or all of the cards we now carry. The
different signatures can have their own expiry dates. Assuming that its secret
key does not have to be altered, a signature facility can be renewed in several
ways, either by a number through the post, at an ATM or at a bank branch. The
big question is whether financial institutions that are in competition would be
willing to cooperate to this extent. The cost of a signature token that is well used
can easily be met from the saving in operating the payment mechanisms.

Almost all the technology needed for the ‘signature token’ is available but it
must be put together into one well-engineered packaged. In addition to the

technological development, signature and message format standards must be
agreed.

10.7. ACCESS CONTROL BY INTELLIGENT TOKENS

We have proposed an intelligent ‘signature token’ in which the authenticity of
the public key associated with the signature is certified by a bank. Other organiza-
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possibilities, access control for buildings and access control for distributed infor-
mation systems. Both applications will need little more than the ability of the token
to sign 2 message. To the banking system, this kind of message has no particular
meaning but it must be distinguished from a payment so that the signer cannot
be fooled into making a payment. If the ‘transaction type’ signifies that a pay-
ment is being signed, the token’s display must show this and display the amount.

A person who is to be granted access to a building must go to an official for
his token to be recognized. This procedure inevitably requires an independent
method of verifying the person’s identity and his right to access. For introduc-
tion to the access system, the token is placed in a reader and is given a short
test message to be signed. The access control system has then copied the token’s
public key and can check the signature to verify that the applicant really owns
the token (more accurately, that he knows the PIN). The public key is stored,
together with the associated data such as the rights and limitations of access and
with a local identifier sufficient to allow the access rights to be cancelled when
necessary.

To enter the building the token is presented to a terminal, which gives it a
message to be signed. If the signature agrees with the stored public key, the token
and its holder are assumed to possess the stored access rights. The access message
must take a standard form so that it cannot be misused for other purposes. In
principle, the transaction type “access’ together with a date and time are suffi-
cient. An access control system could fraudulently present the token with a
message timed for later, then use that signed message in a bogus token to gain
access somewhere else by impersonation. The way to avoid this is to present on
the display the name of the building or the authority controlling the building.
The signer should always check what is displayed before giving the token his PIN.

By making one token take on the many roles which are presently given to several
cards, passes, badges etc., the risk due to a lost token is increased, but cancella-
tion of lost tokens can be made easier. Banks could provide as a service the daily
listing of cancelled public keys.

Access control for centralized and distributed information services

For a centralized information service the method of access control can use the
same principles that we described for access to a building. The introduction of
a new user requires that his right of access be known. If the service is for sale,
that right is conferred as a result of a payment. An electronic cheque (cleared
if necessary) not only provides the money but also gives the service provider its
reference data in the form of a public key. ‘
Subsequent access control uses a different message on each occasion, because
of the date and time field, so it is protected against the replay attack. The signed
message can be held by the service provider as evidence if there is a dispute about
illegal access. But the ‘signing on’ message does not protect against an enemy
who takes over the channel subsequently. At the present time, public key ciphers
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signatiire which matches. For very sensitive or valuable information it
to check the public key with the bank which issued it — the fee for this service
would be similar to the fee for rapid clearance of a cheque. This scheme of access
control is appropriate for a centralized system in which the various users’ access
rights tend to be independently controlled. If there is a lot of sharing of access
with frequent granting of access from one user to another, a more flexible method
is needed.

For a distributed information system, access control by capabilities is more
flexible!® and it allows sharing of data and procedures to be managed by the
users themselves.

A static model of the access rights in an information system is provided by the
‘access matrix’ in which are stored the access rights of each ‘subject’ relative to
each ‘object’. A subject can be a person (system user) or a process created by a
person or created by another process. By subdividing in this way, the rights of
individual processes can be very limited indeed and this prevents the “Trojan
Horse’ attack. An object can be data to be read or written or a procedure to be
invoked and entered. In some systems there are other objects like input/output
channels or queues. The entries of the access matrix have a correspondingly wide
choice of rights such as read, write, append, enter (subroutine), join (queue) etc.

The method of access control implied by the centralized access control we
described earlier amounts to storing, for each object, a table of subjects and their
relevant entries in the matrix. On the other hand the capability method provides
the matrix entries themselves as ‘tickets’ to be held by the subject and presented
when they are needed. Checking their validity is easy. Like a doorman in a theatre
the controller looks only at the ticket and is not concerned with identifying the
subject. But this carries the requirement that tickets or ‘capabilities” must not be
forged or copied.

In monolithic systems capabilities are handled in a special way, sometimes with
special hardware features such as a ‘type’ bit in every word, and the user may
store and retrieve his capabilities but not create new ones or copy them except
with the help of the operating system. In a distributed system the user needs
to keep his capabilities entirely under his control, for example in an intelligent
work station, in order to present them at any suitable server.

In a distributed information system we would like files of data to be mobile,
able to transfer to any convenient file server, and also that procedures can be
found in alternative places. Users should be able to share with others their access
to data which they ‘own’ or to their own procedures. But if user Ann gives Bill
access to a file she may want to prevent Bill giving the access to Charles without
her consent.

These requirements are reflected in the way that capabilities are formed and
protected. Each object can have its own scheme for coding and checking the
capabilities which give access to it but others should not be able to construct these
capabilities. For this purpose the object (or a group of objects) has a secret key
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copying, it only prevents forging new
values. We do not want to prevent Ann copying some capabilities to Bill but when
Bill presents them we need to know of Ann’s intention and permission. It is clear
that Ann’s capabilities must contain Ann’s identifier and a flag to signify owner-
ship. Bill's copy can be coded to prevent further copying.

If these capabilities are to be valid at all those servers where the files or pro-
cedures are available, using conventional methods each server would need to
recognize Ann or Bill by their passwords, but it is unwise to replicate secret data
in this way. Public key signatures provide the appropriate mechanism. A service
request from Ann must contain the capabilities needed to carry it out. Her own
work station can assemble these. The request should also be signed, timed and
dated by Ann. The server will act on this request if the signature matches the
reference value of her public key. If necessary one of the capabilities can contain
the public key. When she wants to share a capability (one that is marked for shar-
ing) with Bill she sends it to him in a signed message meaning ‘I share this with
Bill but not for him to own’ and giving Bill’s public key. The server can check
the signature and provide Bill with his copy of the capability, marked for his use
but not for copying.

This method of access control allows objects to be replicated and distributed,
carrying with them their ‘doorman’ in the form of a secret key and a method
of coding capabilities. They hold no secret information about the users, only their
public keys, which can be obtained from other servers. In this application, the
intelligent token is required to give a signature to an access request. It may also
be required to decipher a message from a server which contains a secret key to
protect the communication channel. Such a message should be date and time
stamped.

If the application requires the server to be authenticated, the user must know
the server’s public key and be able to check its signature. Potentially the intelligent
token is able to do this but its ability to hold other public keys and perform the
interaction needed for checking them raises the question of how much its func-
tion should be expanded. In all other matters it has been required only to per-
form RSA operations with its secret key.

By describing the use of the token for access control we have shown that the
use of digital signatures goes beyond banking and that the signature token can
serve in these other applications without complicating its function very much.
The use of the system is widespread rather than specific to one organization,
therefore the economic incentive to develop and install such a system will need
many organizations to get together.

10.8. NEGOTIABLE DOCUMENTS

A negotiable document can be given by one person to another and confers some
right or value on the person who holds it. The word ‘person’ includes legal per-
sons, like companies or corporations. Thus it can be owned or sold like any other
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small payments. Some payment sokens can be used several times, until all their
value is consumed. These are called pre-payment tokens. An example is the
‘Hologyr" card which has one or two tracks of hologram impressed on a plastic
surface (and covered for protection). These can be read by infra-red light and small
pieces of them successively destroyed by heat. The reading machine reads the
next piece of hologram, then destroys it while examining it optically during
destruction to verify that it is the genuine thing. Similar tokens can be made with
the Drexler material, where very small holes are fused into a metallic film
embedded in the card. The security of these cards rests on the difficulty of mak-
ing or obtaining the materials and constructing something which functions like
the real thing. v

The intelligent token can also function as a pre-payment card. It must hold some
secret data which are recognizable by the reading station. The secret could be
a cipher or one-way function or a secret key which takes part in a cipher, authen-
ticator or one-way function. If the enemy can make an intelligent token or
something which functions like it, he must be prevented from finding the secret,
therefore each challenge to the token and its response should differ from previous
ones. The secret is held in each token and in the reading station, so the physical
security of both must match this level of exposure. Using public key ciphers, the
reading station need not hold a secret, but since the reader can use the same
physical protection as the token, or more, this is not a practical advantage. The
essence of a pre-payment token’s security is the difficulty of forgery, like any
other negotiable document.

A general-purpose negotiable document

A signed paper document can have three types of significance, informational,
evidential and symbolic. The easiest to provide is its information content, since
the whole evolution of information technology has been for the purpose of hand-
ling information. But compared with a signed paper document, the ordinary elec-
tronic one has lost its evidential value. Changes to a paper document show, whereas
a digitally stored document usually gives no reliable evidence of its origin or the
alterations that may have taken place. The digital signature (chapter 9) restores
this evidential significance. With the aid of key registries, digital documents can
then be used as evidence of their origin and accuracy, provided that the secret
keys have been handled with care.

The symbolic function is the one which gives significance to a document’s owner-
ship. A theatre ticket symbolizes an access right to a seat at a performance.
Negotiable documents are the ones that employ this symbolic significance. Digital
signatures are not enough, because a digitally signed document can be copied
and nobody can distinguish the original from the copy.

When a situation seems to need a negotiable document it is sometimes poss-
ible to change the whole method of operation and avoid that need. For example,
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reported to the register md th; chang rt of the procedure
for the transfer. A ceniral regstry has been established for shares and bonds
quoted on the Copenhagen Stock Zxchange'' and there is a project called
INTERTANKO' to register the ownership during the shipping of bulk cargoes.
These registries depend on trust in the central organization and on secure com-
munication between the document holders and the centre. A general scheme to
enable (original) documents to be distinguished from copies has been
proposed.’®

If a registry can be established for each category of electronic negotiable docu-
ment, the symbolic aspect will never be needed. This may be the way things will
go, because the infrastructure for cheap and efficient data communication is
spreading rapidly. It is not necessary to store the whole document centrally since
a suitable hash function or signature can represent it, but it is necessary for each
registry to recognize, communicate securely with and authenticate its clients, the
document holders. A registry may prove expensive to run because of these security
requirements.

We will, therefore, look at an alternative, which is to establish electronic
negotiable documents in which the evidential and symbolic properties are
managed without registries of ownership. This scheme may prove useful, for
example bills of lading are an important form of negotiable document and some
countries want to have these documents retained. But even if ‘electronic negotiable
documents’ are not found to have practical value, they make an interesting exer-
cise in security technique.

The information document can take any form but is usually in natural language,
which states the purpose of the document. If certain forms are widely used, there
will possibly be standards for the wording and format, but these are not essen-
tial. There can be any number of copies of this part. The evidence is provided
by a digital signature. The value of the document depends on the verification
of the signature, and therefore on the availability of an authentic public key. We
described earlier a way in which the banking community can provide an authen-
tication hierarchy for cheques and this hierarchy seems entirely appropriate for
all other documents used in commerce.

The symbolic part of the document must be unforgeable and contain a secure
secret, the existence of which can be verified. The choice we shall make is to use
the same device as the ‘signature token’, with its keyboard and display, except
that in this application the secret key refers to the document, not to a person.
The token may also need some special, application-dependent features that are
described later. To link the token (the symbolic part) to the information and
evidential document we use the public key. For example, the signed document
could contain these words: “This document is owned by the possessor of the token
containing a secret key to match the following public key: (quote value here).’
The signature on the document prevents the quoted public key being falsified
and the validity of the symbol token can be checked by obtaining its signature.

.!
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installed in the token and ‘sealed in’ by an irreversible change (]1‘/8 blowing a
fuse inside it) so that the secret key can never be altered. At the same time the
token is given enough identiﬁcaﬁon to link it with the information document.
There is no reason why the whole of the document’s information should not also
be contained in the token. The public key is quoted in the appropriate part of
the information document, such as the statement quoted above, and the whole
is signed. The document signature can also be loaded into the token and sealed
in, so that no other document can be associated with it. After these steps have
been taken, there are both information and symbolic parts to the document, each
matching the other. For valuable documents the signature method should be very
secure, because an enemy can use a lot of time and computing power attempting
to match a fraudulent document to a symbolic token he happens to hold and for
which the public key is known. Additional security is given by using only formal
documents with a precisely specified wording.

We have described the creation of a document. Checking a document entails
these steps:

reaie
P

1. Read the information to verify that it states what it should, that the originator
had the authority to issue it. and there are no unexplained random parts
which might indicate a forgery by the ‘Birthday method’ (see page 279).

2. Obtain an authentic public key for the originator. This can be obtained from

certified public keys in the document itself if they trace back to a well-known
key, such as the public key of a national bank.

. Verify the signature on the document, using this public key.

. Check this signature against the one contained in the token, if there is one.

. Send a random message to the token and receive back a signature.

. Verify this signature with the aid of the public key quoted in the document.

N Ul = W

If all the checks are passed, the token is assumed to be the genuine ‘symbol’
for the information document in question. The value of the combined informa-
tion and symbol depends on what is stated in the document and on the trust-
worthiness of the originator.

Destruction of the symbol can be physical destruction, or it could be brought
about by a command at the keyboard of the token. Some negotiable documents
are not normally destroyed, others come back to their originator for destruction
(like a banknote). In the latter case, the destruction can be ‘logical” using a
password entered by the originator at the time of creation; in this way, inadver-
tent or malicious logical destruction is avoided. The end result of logical destruc-
tion is to destroy the secret key held in the token.

Protection of negotiable documents against theft

A negotiable paper document must be guarded against theft. Electronic ‘symbol
tokens’ must also be kept safely because of the inconvenience of losing them.
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is made, the vendor unlocks the token and the buyer locks it
password of his choosing.
Since a transfer employs the intelligence of the token it is possible at the same
time to enter a record of ownership and dates of transfer, so that each symbol
token holds a log. This could be useful if there are suspicions of theft or misuse.
Each type of application for these tokens will have its own special requirements
and there is a good chance that the software of the token will allow it to help
the owners in other ways. For example, supposing an owner loses the password,
the document becomes inaccessible. To recover from this there can be an
‘emergency password” which unlocks it. Usually, the originator is trusted by all
subsequent owners. If the originator keeps the emergency password, any subse-
quent owner who loses the current password can bring it back to the originator
to be unlocked.

The need for electronic negotiable documents is still uncertain, but the possibility
of making one (in the way we have described) shows that the signature token
can have a range of useful properties in commercial transactions.
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11.1. INTRODUCTION

A characteristic of advanced technologies is the use of standards, which are needed
for many reasons; safety in the case of lifting gear, durability in the case of drive
belts and inter-changeability in the case of nuts and bolts. Because the market
for the products of an advanced technology is worldwide, the process of stan-
dardization is international.

To clarify our terms it must be understood that the English word standard can
mean two things which are distinguished in other languages. It can refer to stan-
dards of measurement such as the units of mass, time, radiation, illumination
etc. The National Bureau of Standards (NBS) illustrates this meaning of the word.
The other kind of standards which we are discussing in this chapter are known
more specifically as norms and in many European languages ‘normalization” is
what we are calling ‘standardization’. We shall, of course, continue to use the
English word.

In the field of information technology the most frequent purpose of a standard
is interworking. By this we mean that equipments designed by different teams and
in different countries should be able to work together, either by direct connec-
tion using plugs and sockets or at a distance through communication networks.
Interworking may seem very simple to the user, who would expect a visual display
unit to plug into a computer and work. In fact, this level of interworking is very
complex and has only partly been achieved. It requires a whole series of stan-
dards covering the physical properties of the plug and socket, the electrical signals
which pass between them, the representation of binary digits, the procedure for
exchanging bits, the representation of messages, their format, syntax and seman-
tics, and higher-level procedures which enable one equipment to negotiate with
another the type of service it is capable of providing or wishes to obtain. These
complex requirements form a hierarchy and resemble the way that language is
built up from a hierarchy of conventions, at the lowest level phonemes and words,
then language, with its own very complex structure, and above this the protocol
by which we communicate. The analogy between the interworking of computer
systems and the complexity of language is very striking and it underlines the
inevitably complexity of the standards needed in information technology. Stan-
dards of safety, quality and performance are also needed but the interworking
requirement is the most characteristic feature of computers and communications.

Standards can completely change the nature of the market in computer com-
ponents and equipment. Without standards, large manufacturers can tie their
customers into a system which is vertically integrated. This benefits large manufac-
turers in the short term but it splits up the market into small units so that the
specialist manufacturer (such as the maker of peripheral devices) cannot grow.
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an interest in standards. ]
In cornmunications, the need for standards b
telephone network became fully international. At first the signalling systems of
national networks did not work together without a struggle to achieve compatibil-
ity at each boundary, but now everything that needs to be decided for interwork-
ing is thrashed out by the International Telephone and Telegraph Consultative
Committee (CCITT). Instead of trying to resolve interworking problems after they
have happened, CCITT is moving towards prospective standardization —
developing the international standards in advance of the start of national services.
This has its dangers, but is probably better than leaving standards too late.

In computer technology, standards were not welcomed for at least two decades.
The big manufacturers discouraged them because they saw their hold on the
peripheral market being loosened. Researchers disparaged them because they felt
their freedom to innovate would be restricted. There was some merit in these
arguments while the technology was immature. Resistance to standards on both
counts has now largely ceased.

There are many interests at work, consequently there are standards bodies at
both national and international levels and some are working primarily for govern-
ment users. In this chapter we shall first describe some of the actors in this drama
_ the standards bodies working in the field of data security — and then compare
their different approaches to various data security standards.

To discuss all the detail in each standard or draft standard would merely be

to rewrite the standard or reproduce it verbatim. The standards documents must
n attempt to interpret them. What

speak for themselves and there are dangers in &
we can do is to guide the reader and perhaps help him to read the definitive

documents with better understanding.

scame obvious as soon as the

The standards authorities
ndards for data security were made by NBS (later
¢ Standards and Technology (NIST)), which is part
of the US Department of Commerce. Under the Brooks Act (Public Law 89-306)
the Secretary of Commerce is charged with improving the use of automatic data
_ processing in the Federal Government. For this purpose, NIST provides Federal
Information Processing Standards (FIPS) and technical guidelines, among other
things. This work is done by the Institute for Computer Sciences and Technology

of the NIST whose headquarters and laboratories are at Gaithersburg, Maryland.
The address for enquires about FIPS is

The first moves towards sta
renamed National Institute o

The Director
Institute for Computer Sciences and Technology

National Institute of Standards and Technology
Washington, DC 20234
USA. _

he main work on DES and related subjects was done by NBS, rather

Because t
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5285 Port Royal Road

Springfield, Virginia 22161

USA. _

These standards are maintained by the Institute for Computer Sciences and
Technology in the sense that they must be reviewed from time to time to take
account of improving technology. Normally they are applicable to all Federal
departments and agencies but the FIPS publications relating to cryptography do
not apply where classified data is being protected. A number of FIPS publica-
tions and some guidelines are described later in this chapter.

In the field of telecommunications, Federal standards are produced under the
control of the Federal Telecommunications Standards Committee (FTSC). These
standards are issued by the General Services Administration and are sold by

General Services Administration
Specification Unit (WFSIS)
Room 6039

7th and D Street SW
Washington, DC 20407

USA.

Both FIPS and the Federal Standards (and Draft Standards) produced by FTSC
have had a major influence on work towards international standards. The inter-
national standards work has not slavishly followed the US Government examples
but both the Data Encryption Standard (DES) and many features of other
standards have been incorporated in international draft standards.

National Institute of Standards and Technology and FTSC represent govern-
ment interests. The forum for US standards generally is the American National
Standards Institute (ANSI) whose history goes back to an earlier body established
in 1918. In common with other non-government standards bodies, the standards
it produces are widely respected but not mandatory. The address is

American National Standards Institute Inc.
1430 Broadway,

New York, NY 10018

USA.

Like other standards organizations, ANSI operates through a large set of
technical committees, subcommittees and working groups. A special characteristic
of ANGSI is the support of the secretariats of committees by other organizations
representing manufacturers” and users’ interests. For example the secretariat for
ANSI work on the Data Encryption Standard has been

Computer and Business Equipment Manufacturers Association
(CBEMA)

Suite 500

311, First Street NW

Washington, DC 2000

USA.
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American Ban ssociation (ABA)
1120 Connecticut Avenue NW
Washington, DC 206036

USA.

Major countries have official bodies for the production of national standards,
in the sense of norms. Examples in Europe are

The British Standards Institution (BSI)
2 Park Street

London W1A 2BS

UK

Association Francais de Normalisation (AFNOR)
Deutsches Institut fiir Normung (DIN)

The British Standards Institution was founded in 1901 and its work on data security
is entrusted to a committee IST/20 under the general heading of Information
Systems Technology. Where possible BSI tries to align its national standards with
international standards and sometimes it exerts its effort towards the production
of an international standard before beginning the production of a British one.
The main technical contributions to international work on data security standards
have come from the bodies mentioned above, particularly ANSI, ABA and BSI.

International standards in data processing are produced under the joint aegis
of the International Organization for Standardization (ISO) and the International
Electrotechnical Commission (IEC). The technical committee responsible for data
processing standards is Joint Technical Committee 1 (JTCI), for which the
secretariat is

ISO/IEC/JTC1 Secretariat

American National Standards Institute Inc.
1430 Broadway

New York, NY 10018

USA

The work of ISO/IEC in data encryption and its application falls under technical
committee JTC1. The work began under the committee predecessor of JTCI,
1SO/TC97, which set up its working group 1 in 1980. This was replaced in 1984
by subcommittee 20 (5C20). Therefore the designation of the ISO/IEC committee
currently working on data security standards is ISO/IEC/JTC1/SC20; the secretariat
for this subcommittee is

ISO/IEC/JTC1/SC20 Secretariat
GMD/Z2.P

Schloss Birlinghoven

Postfach 1240

D-5205 Sankt Augustin 1
West Germany

There are other international bodies, such as the International Telephone and
Telegraph Consultative Committee (CCITT), producing standards in various fields
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the International Telecommunications Union (UIT) which is an organ of the United
Nations. In the most recent CCITT study period work has begun on various data
security standards, for example a Directory Authentication Framework. CCITT
is particularly concerned with open systems interconnection standards up to layer
4, whilst ISO/IEC committees deal with all layers, 1 to 7.

In addition to the official bodies so far described, there are special interest groups
which can have a big influence on standardization by being represented in CCITT
or ISO/IEC and presenting views which are known to be a consensus of alarge
group.

In CCITT there is an interest group which is the European Committee for Posts
and Telecommunications (CEPT). Telecommunication authorities and operating
agencies in Europe meet in CEPT to generate drafts which, when presented to
CCITT, are understood to represent a consensus, in spite of the unofficial status
of CEPT. In a similar way, the European Computer Manufacturers Association
(ECMA) has had an influence on the work of ISO/IEC by the work it has done
to produce standards.

The number of interests involved and their complex interaction makes it impos-
sible to give a comprehensive account of standardization work, even in the rela-
tively narrow field of data security. Data security standards form a hierarchy based
on the application of encipherment; initially the emphasis was almost entirely
on the Data Encryption Standard (DES), but the work is now broader based,
specifying no particular encryption algorithm; public key algorithms, discussed
in chapter 8, are entering the picture. The next higher layer of standards can use
any block cipher, such as the DES, and this layer contains the ‘Modes of Opera-
tion’ which were described in chapter 4; definition of modes of operation may
also be necessary for public key algorithms. Above the modes of operation are
the procedures for employing encipherment (and authentication) in open systems
interconnection; the ISO standard which describes the security architecture, ISO
7498/2, was discussed at length in chapter 6. ISO 7498/2 describes the security
services which may be required in the OSI context and suggests where these may
be located in the hierarchy; however it does not prescribe the detailed implemen-
tation of these services. Further standards will be needed for key management
and possibly for other purposes not yet defined. Also there are specific applica-
tions of data security for which standards are produced, for example the authen-
tication of financial messages, where the ABA and other banking organizations
have special interests. In the following sections we shall describe some of the
standards work which is taking place in these areas.

ties

11.2. STANDARDIZATION RELATED TO THE DATA ENCRYPTION
STANDARD

The early history and the nature of the DES are described in chapter 3. Subsequent
work on DES in the national and international bodies has in no way departed
from the algorithm that was first published in definitive form in FIPS Publication
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There are dangers in implementing any cipher by software in a processor which
is not adequately protected, particularly one which is shared by many tasks or
many users. It is notoriously easy for systems programmers or maintenance
engineers to read any part of a store and this could be the part containing the
key being used for the cipher (or, equivalently, the 16 DES sub-keys). This was,
no doubt, the concern which led to the hardware requirement in FIPS 46. The
Federal Standard allows the use of a microprocessor having its program in
read-only memory.

The DES has a 56-bit key contained in a 64-bit key variable and in FIPS 46 it
is stated that the other eight bits are ‘set to make the parity of each 8-bit byte
of the key odd, i.e. there is an odd number of ones in each 8-bit byte’. In prac-
tice, many users of the DES have departed from this rule, allowing the extra bits
to be arbitrary or using them for other purposes. The ANSI Data Encryption
Algorithm states in section 3.5: ‘one bit in each 8-bit byte of the KEY may be util-
ized for error detection in key generation, distribution and storge. Bits §, 16, . ..
64 are for use in ensuring that each byte is of odd parity.’

These sentences are exact copies of sentences in FIPS 46, page 16, and in this
respect the two standards differ only in the emphasis given to the parity require-
ment in the FIPS explanation section and in the ANSI foreword, which are not
parts of the standards.

Until 1987 an international standard corrcoponding to the DES was in prepara-
tion. Publication of this text has been abandoned by ISO for reasons which we
shall discuss shortly. In this text no requirements concerning key parity condi-
tions were specified. The text stated that: ‘bits 8, 16, 24, 32, 40, 48, 56 and 64
of the key-block do not take part in the algorithm. Their use is not specified in
this standard.” The text noted that: ‘in some applications they have been used
as odd parity bits’.

The name of the standard was modified a little during its adoption by ANSI.
It is not usual to have the word ‘standard’ in the title of a standard because this
is unnecessarily repetitive. Therefore the US national standard is called ‘Data
Encryption Algorithm” which can be shorted to DEA. The ISO name for the
algorithm was to have been ‘Data Encipherment Algorithm No. 1’, shortened
to DEAT; this title recognized the intention of publishing further encipherment
standards.

In the event, as we have indicated already, ISO decided not to publish the DEA1
as an international standard. The main reason for this was a feeling that publica-
tion as an ISO standard would lead to the algorithm becoming even more popular
and widely used. There is no doubt that the algorithm has been adopted as a
component in many secure systems, not least by the international banking com-
munity. The fact of this widespread adoption has led to unease that the target
presented by the large number of systems dependent on DES would be attrac-
.tive to criminal cryptanalysts; the potential gain accruing from ‘breaking’ the
algorithm could be immense and the possible damage to systems credibility could
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defined in the draft standard describing its structure and functionality.

Several useful texts have been published by the National Bureau of Standards
regarding the DES. ‘Guidelines for Implementing and Using the NBS Data
Encryption Standard” is a useful introduction to data encryption and it describes
security threats, the implementation of the algorithm, key management and
transparency. It also describes how to apply the DES with a limited character
set — the method which was described on page 90.

‘Validating the Correctness of Hardware Implementations of the NBS Data
Encryption Standard’® describes a test bed for validating an implementation of
the DES. The kind of tests suggested by NBS in this publication ensure that any
‘normal’ implementation conforms entirely, but for a cipher device we must also
consider a malicious implementation which is designed, under very special con-
ditions, to betray its key. Such an implementation with a ‘Trojan Horse’ could
be designed to pass the NBS tests with very high probability. Therefore, for
reasons of strict accuracy, it is not possible to give a definition of compliance
testing. A device complies with the standard if it produces the correct output for
all possible inputs and this means that the mechanism of the device must be in-
spected. Since the mechanism is not defined, only the result, there is no way
to define the inspection process.

Federal Standard 1027 — General security requirements for
equipment using the DES

Federal Standard 1027° is mandatory for all DES cryptographic components,
equipments, systems and services used by US Government departments and
agencies (the mandate was confirmed by a US Treasury Directive dated 16 August
1984). For other users and manufacturers it provides a useful guide to the secur-
ity features which go beyond the cipher and its modes of operation. It covers
physical security, locks, mounting, key entry, alarms, tests, controls and indicators
among other things.

Key entry can be carried out manually and then the key is entered as 16 hexa-
decimal digits starting with bits 1 to 4 of the 64-bit key variable. The alternative
is entry from a key loader and for this purpose a synchronous serial data interface
is defined in the specification. The entry of keys is under the control of a lock
which requires a physical key to be entered and turned. The same lock controls
entry of the initializing variable (IV) when this is entered, along with the key,
for cipher block chaining mode. It would seem logical to enter the IV on the same
interface as the key variable but this possibility is not mentioned in the specifica-
tion. Federal Standard 1027 requires odd parity in the octets of the key variable,
in strict accordance with the DES of FIPs 46.

The standard FS 1027 specified the automatic testing of its internal functions
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the S-box test can be carried out for sach new IV usage.
of DES operation with a set of values which guarantees that all the 5-box entry
combinations have been applied. Such a set is part of the NBS validation test.
The checkword test operates by enciphering a known 64-bit input word with the
key and storing both the input word and the corresponding cipher text. For the
checkword test, the same encipherment is carried out again. The data for this
test have to be renewed every time a new key is installed. The comparator used
in the checkword test must also be capable of checking by forcing an error.
Whichever comparator is used (on all encipherments or on the checkword test
only) this comparator itself should be checked no less frequently than each new
key installation.

Careful testing is needed to keep an encryption system secure because the failure
to encipher correctly could send out plaintext on the line until the intended receiver
reported the problem.

A bypass mode in an encryption equipment means that encipherment does not
take place and plaintext goes out on the channel that would normally carry
ciphertext. At the receiving end, the same bypass mode allows the plaintext to
reach its destination. Clearly this is a very dangerous procedure; it is used only
for diagnostic tests or in dire emergencies where the message is more important
than its secrecy. Bypass mode is an optional feature in FS 1027 but it must be under
the control of a lock and must be announced by a status indicator.

The standard concludes with requirements for electro-magnetic interference and
compatibility using criteria from US military standards. There are many other
details concerning alarms, indications, key handling, stand-by mode etc.

Using Federal Standard 1027 as a starting point, British Telecom authors have
produced a more comprehensive document entitled “General Security Require-
ments for Cryptographic Equipment: a Code of Practice’; a second document
addresses operational aspects. This material has been further developed and
published by the British Institution of Radio and Electronics Engineers.® Publica-
tion of a British Standard for physical security is being considered by BSL

A register of cryptographic algorithms

In an earlier section we observed the ISO decision not to proceed with the
standardization of cryptographic algorithms. In place of publishing standard
algorithms ISO proposes to establish a register of cryptographic algorithms. The
procedures under which the register is expected to operate are being developed
in a draft international standard’; these procedures will specify how the register
will be used by those wishing to make entries in the register and by the Registra-
tion Authority. The register will serve as a common reference point for the
identification of cryptographic algorithms by a unique name. It will also contain
the basic parameters associated with a register entry. The main purpose of the
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egistered cryptographi as needed and to updat e pub-
lished the register when required. Note that the Regisiration Authority does not
evaluate or make any judgement of the quality of protection provided by any
registered algorithm; thus no guarantee of security quality is implied in the
presence of an algorithm on the register.

Submission of algorithms for registration will be via the national member body
of ISO in each country (BSI, ANSI, DIN, AENOR, etc). Likewise any alterations
to entries or deletions of entries will be initiated via the ISO member bodies.

The register entry details will include:

(a) a formal ISO-entry name for the algorithm

(b) proprietary name, if any

(c) intended range of use

(d) cryptographic interface parameters (block size, key domain, etc.)
(e) set of functional test words

(f) identity of organization requesting registration
(g) dates of registrations and modifications

(h) whether the subject of a national standard

(i) patent licence restrictions

(j) export restrictions

(k) list of references to associated algorithms

() description of the algorithm

(m) statement of modes of operation

(n) other information

It should be noted that items (j) to (n) are optional; some or all may not be present.

At the time of writing nominations for Registration Authority had been called
for by ISO and we understand that two member bodies have put forward
candidate organizations. The present state of the draft international standard is
that agreement on its text has not been reached and further drafting will now
take place.

11.3. MODES OF OPERATION

We have described in chapter 4 the four modes of operation which have been
the subject of several standards. The original publication was FIPS Publication
81 entitled DES Modes of Operation.® This was adopted, apparently without
change, by ANSI as Modes of Operation for the Data Encryption Algorithm.’

The modes of operation standard prepared by ISO was published in August
1987.1 Whereas the FIPS and ANSI documents relate specifically to DES, the
ISO standard is worded to apply to any 64-bit block-cipher algorithm.

We need add nothing more to the description in chapter 4 of the electronic code
book (ECB) mode of operation and cipher block chaining (CBC). For CBC the
standard does not specify how to deal with the incomplete final block (if there
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Fig. 11.1 Detail of the cipher feedback standard

is one) and leaves this to be treated in the individual application. For CBC an
1V of 64 bits is used.

* Cipher feedback (CFB) in these standards is a little more elaborate than the
scheme described in chapter 4, which we illustrated only for 8-bit feedback. Figure
11.1 shows the CFB mode as it is described in the standard produced by ISO.
In this figure, the feedback path is of width k bits. (The notation k must not be
confused with the key.) In the shift registers a left shift by k bits takes place each
time k bits are fed back. This creates the new input for the encipherment algorithm.
From the output, the left j bits are selected and used for Vernam encipherment
of the plaintext character. The difference between the character length j and the
feedback length k is made up by k—j ones which are attached to the left of the
cipher character in the feedback path. It is recommended in the ISO standard
that k=j so that this difference between feedback width and character does not
exist. The only case for which it is known to be used is a 7-bit character with
an 8-bit feedback width.

" For the IV the ANSI standard allows any number of bits to be chosen. This
value is placed in the least significant or right-hand end of the shift register and
padded on the left with zeros. Federal Standard 1027 requires an IV length of
at least 48 bits in CFB operation.

In the ISO standard the 64 bits which fill a register to start any mode of opera-
tion are called the starting variable. The way these are derived from the given IV,
which may be shorter, is not defined.

Output feedback (OFB) mode, sometimes known as “output block feedback’,
is defined in FIPS 81 and the ANSI standard with a feedback path of k bits. We
demonstrated in chapter 4 that OFB with feedback of less than 64 bits is insecure
and that 64-bit feedback should always be used. The ISO standard allows only
64-bit feedback in OFB mode, but does provide that the leftmost j bits can be
selected from the output block if this is convenient for the data stream being
enciphered. Figure 11.2 shows, on the left, the OFB configuration in FIPS 81 and
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the ANSI standard. The right side of the figure shows the configuration in the
1SO standard. Since OFB mode is frequently used for high-speed synchronous
operation it is unlikely that anything less than 64-bit output will be used in practice.

Note that ISO has now a draft standard!! in preparation which provides defini-
tion of modes of operation for an n-bit block cipher; this carries the process of
generalization one step further.

11.4. ENCIPHERMENT IN THE PHYSICAL LAYER OF DATA
COMMUNICATIONS

One of the first international standards to be agreed in the area of secure com-
munications was ISO 9160, entitled ‘Information Processing — Data encipher-
ment — Physical layer interoperability requirements’. The physical layer is the
lowest layer of OSI at which encipherment can be performed. Usually the
encipherment can be continued only over one link of a network, but it has the
advantage that all data bits are enciphered, making it a useful tool for traffic flow
confidentiality.

The standard covers both synchronous and asynchronous or start/stop opera-
tion. In synchronous operation every element transmitted is enciphered. For
start/stop operation, the start and stop elements which frame the characters
transmitted must be preserved and only the data bits (normally 8 of them) are
enciphered. As a consequence the presence of start/stop characters on the line
is made obvious. The whole of the data including headers is enciphered but the
quantity of characters carried remains obvious. To complete the traffic flow
confidentiality in this case, dummy traffic would have to be added.

During the development of ISO 9160 the use of the DES algorithm in one-bit
cipher feedback was assumed. In the eventual standard no algorithm is stated,
because ISO’s policy has changed. Even the mode of operation is left open but
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ration with 8-bit characters there are the a
g-bit cipher feedback. Systems that have been built favour one-bit cipher feed-
pack for its simplicity. They claim ‘protocol transparency’ since the only part of
the protocol that may need adjustment is the setting up of the channel before
{ransmissior.

The use of the cipher feedback mode of operation as specified in 15O 8372 entails
the prior transmission of an initializing variable or IV. Annex B of 15O 9160
describes the structure of the IV and its transmission for the use of DES (des-
cribed here as DEA, i.e. ANSI X3.92). Briefly, for synchronous operation 48 bits
are sent and then padded out with zeros on the left to form the 64-bit starting
© galue or SV. As an alternative, all 64 bits can be sent. For start/stop operation
fhe necessary number of characters are sent so that at least 48 bits of 1V are obtain-
ed, padded out as before. There are two options giving, respectively, minimum
IV lengths of 60 and 64 bits. Details are in Annex B which is an integral part of

the standard.

" The physical arrangement is, in principle, that shown in Figure 11.3, which
shows a point-to-point connection with and without encipherment. The aim is
‘1o make the data encipherment equipment (DEE) as far as possible transparent;
. therefore it is placed between the data terminal equipment (DTE) and the data
" circuit terminating equipment (DCE) which is typically a modem. Consequently
the DTE/DCE interface is ‘split’ and the DEE must present the appearance ofa
DCE on one side and a DTE on the other. In practice it is often more economical

to incorporate encipherment in one of the other units, sO that only a single
DCE/DTE interface remains. To cover all versions, the standards describe encipher-
ment as shown in Figure 11.3 and cover the other cases by requiring them to
operate functionally in the same way.

Data circuit

Without encipherment

Data circuit

With encipherment

Data terminal equipment
Data encipherment equipment —o— DTE/DCE interface

Data circuit terminating equipment

Fig. 11.3 Location of physical layer encipherment devices
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chronous transmission every bit is enciphered in this way. In the case of st
transmission the start and stop elements must be preserved so that only the data-
carrying bits in between them are enciphered. At the end of each character, the
encipherment process stops, the stop bit is transmitted and nothing happens until
the riext start bit arrives; this is transmitted unchanged and encipherment begins
again and continues until the next stop bit is reached. The notation employed
in our figures is shown in Figure 11.4 with the usual convention that the mark
condition corresponds to 1 and the space condition corresponds to 0. The start
elements are represented by space and the stop elements by mark, which is also
the condition of the line between characters. The shading indicates the enciphered
data, which is framed by the start and stop elements.

Before encipherment and decipherment can begin, the IV must be transmitted
over the line and this is sent in clear for CFB operation.

Start Stop Start

—_ —_ —

I = Mark TTTT]

8 data bits
0 = Space Lty

Timing point

1= Mark

0 = Space

Encipherment suspended

Fig. 11.4 Encipherment of start/stop characters

Signalling the start of transmission

Transmission can begin as soon as a connection has been made across the
DTE/DCE interface by the exchange of suitable signals. We will use V24
terminology. New data networks employ CCITT recommendation X20 for
asynchronous circuits and X21 for synchronous circuits and there are also recom-
mendations X20 bis and X21 bis which allow the use of an interface similar to
V24 in connection with these new networks.

The data encipherment equipment (DEE) is almost transparent to the procedure
used to set up the circuit. Most of the signals involved are passed through from
one interface to the other. The standard has been written to cover the older
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Fig. 11.5 V24 interchange circuits during circuit establishment

DCE/DTE interface V24, which allows both synchronous and start/stop working
and the newer X20 (start/stop) and X21 (synchronous) interfaces. The transitional
versions X20 bis and X21 bis can be treated as versions of V24.

The main new requirements are to let the DEE know when the circuit is ready
and to ensure that the transmission of user data is held up until the IV has been
sent and received. Figure 11.5 shows the signals employed in the V24 interface.

107 (data set ready) and 108 (data terminal ready) must be on and, if the DCE
requires it, 105 (request to send). At the receiving end 109 (data channel received
line signal detector) alerts the DEE but is not passed on yet to the DTE. The DCE
at the sending end returns 106 (ready for sending) but this also is held up by
the DEE. The DEE then sends the IV over line 103 (transmitted data) and this
is received on line 104 (received data) and absorbed by the receiving DEE.

These preliminaries having been completed, the sending DEE forwards the 106
signal and the receiving DEE forwards the 109 signal, after which the two DTEs
can communicate normally with the DEEs doing the encipherment and decipher-
ment transparently. Figure 11.6 shows the way that the 1V is followed by
enciphered data in start/stop operation.

Plaintext input

I

Initializing variable Ciphertext output

T T

For number of characters
see Annex B of 1S0 9160

Fig. 11.6 Start of encipherment at the sending data encipherment equipment (start/stop)
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then a single-zero bit heralds the start of transmission of encipherad data.

The physical connection is broken at the end of transmission by the 107 or the
108 circuits going to the off state. Potentially, the DEE can break the connection
via both of the circuits simultaneously, but this is a fault condition.

There are corresponding rules, given in the standard, for the start and finish
of transmission using the X20 or X21 interfaces.

We have now described the normal operation of the system. In addition, the
standard covers how the break condition for start/stop operation is handled and
the use of ‘bypass control’ so that loopback tests can be carried out.

Treatment of the break signal

In start/stop operation it is possible under certain fault conditions for the line to
go into a space condition for longer than the duration allowed in any character.
This can also be used as an ‘out of band” signal though this is less used in present-
day systems. There must be some convention on how the DEE treats the break
signal and it should be, as far as possible, transparent to it. Two possibilities are
provided as options in the ISO document, known as Classes A and B, which are
llustrated in Figure 11.7.

In Class A operation, the beginning of the break signal is interpreted quite
naturally as the start element followed by a character consisting entirely of zeros.
Consequently the DEE output consists of enciphered zeros until the point where
the input can detect the absence of a stop element. This is recognized by the DEE
as signifying a break condition, encipherment is halted and the zero condition
is transmitted on the DEE output. At the receiving end, the enciphered zeros
are correctly deciphered, but the absence of a stop element signals that a break
condition is present so the deciphered zeros can be followed immediately by a
continued zero condition while the break signal lasts.

1
Break signal
0

enciphered ones

Enciphered, Class A

| |
e T —>] Enciphered,Class B I B
! |

Fig. 11.7 Options for the break signal
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The option of bypass control

In the operation of modems on telephone circuits, the diagnosis of line faults is
carried out by inducing a ‘loop-back’ in one of the modems. This can be a local
loop back which tests nothing but the circuit from DTE to DCE and back again
or a ‘remote loop back” which takes place at the distant modem and tests the
entire line without involving the equipment beyond the DCE at the far end. These
provisions enable some types of fault to be distinguished without having to call
~ an operator at the far end. The presence of data encipherment equipments would
upset this diagnostic method.

To allow this diagnosis in the presence of a DEE when the V24 type of interface
is used there is a bypass facility which suspends encipherment and transmits the
plaintext through the DEE. This bypass is brought into operation by a “test mode’
" circuit on the DTE/DCE interface, either 140 or 141 but not both. The occurrence
" of either signal is responsible for selecting the bypass mode. The appropriate loop-
back signal is transmitted through the DEE to the DCE. In this way, the bypass
mode should not occur without the loop back taking place. Figure 11.8 illustrates
.. these two bypass—loop-back conditions.

local loopback remote loopback

of data of data

— 140 or 141 140 or 141 i}

DTE DEE remote
142 142 DCE

141 = local loopback 140 =remote loopback 142 = test mode indicator

Fig. 11.8 Local and remote loopback configurations

Bypass control is an option which does not have to be provided on data
encryption equipments to give compliance with the standard but the existence
of this option in the standard will encourage manufacturers to include it. In order
to be safe against misuse, bypass must be controlled by a lock with a physical key.

Characteristics of encipherment in the physical layer

The form of encipherment defined in ISO 9160 is well suited to fitting into a data
network as an afterthought. It disturbs the existing system to a minimal extent.
The delay due to encipherment and decipherment is about one bit time for each,
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The extansion of fransmission errors due to the CFB mods of encipher

may be a problem on analogue circuits. It can be avoided by using an ‘additive’

stream cipher, but then the need for detecting loss of synchronization and recover-

ing synchronization further complicates the system and prevents full transparency.
The standard does not ensure successful interworking unless the two ends make

prior agreement or:

Cipher algorithm

Mode of operation

Size and format of IV

Break option (start/stop)
Immediate/delayed option (synchronous)
Use of bypass facility

Annex B of the standard, section B.4, describes how the choice of the various
options should be codified.

SO 9160 is the basis for a useful cipher facility that is relatively easy to install
and should result in encryption products that have a wide range of use. Exten-
sion to encompass the ISDN interfaces is an obvious future task for ISO.

11.5. PEER ENTITY AUTHENTICATION

In secure communication two types of authentication are encountered — message
authentication (message integrity) and peer entity authentication. The former has
been discussed extensively in chapter 5. In the latter the aim is to allow com-
municating entities (user application processes for example) to obtain mutual
assurance that both parties are genuine. Various methods of peer entity authen-
tication have been proposed, but a basic feature of all systems is that the entities
satisfy each other that they possess some secret that can be verified. Secret key
cryptosystems and public key cryptosystems can be applied to achieve this type
of authentication, as can also the recently conceived zero knowledge protocols.
ISO is currently developing several standard texts for peer entity authentica-
tion. One of these'® makes use of an n-bit secret key algorithm. Within this draft
standard four distinct mechanisms are identified. The first assumes that genuine
communicating entities are in possession of the same secret key before authen-
tication is attempted; the protocol consists of challenges that establish to the
mutual satisfaction of both parties that each is in possession of the same secret
key. The second does not start from the same premise; at the start no common
secret key exists, but a third party, an authentication server, is invoked to make
up the deficiency. The third protocol improves on the second by assuming that
all parties have reliable clocks available; this simplifies the task of preventing fraud
by replay of messages. The fourth protocol deliberately sets out to minimize the
security relevant information that flows between the authenticating entities.
To illustrate the principle of peer entity authentication we shall explain the first
of the above mechanisms. The initiating entity A generates a random number,

-- 375 -




Fig. 11.9 Peer entity authentication with secret key algorithm

R, see Figure 11.9, and sends this to entity B in clear. Entity B prepares a reply
. in which A’s random number R is concatenated with a new random number,
R’, generated by B. Before sending the reply B enciphers it with key Ks, previously
agreed by some unspecified method between A and B. When A receives the
enciphered reply this can be deciphered with Ks, revealing the original random
number R and the new one R '. To complete the authentication process A sends
back R in cleartext to B. The result of this process is that entities A and B are
cach assured that the other entity with which they are communicating is in posses-
sion of Ks. It is on this knowledge that the authentication is founded. Clearly
the process of establishing Ks at the two entities in the first place must be secure,
with no possibility of a hostile third party learning Ks. The remaining three
mechanisms are more complicated but are based on the same principle.

Peer entity authentication using public key algorithms is somewhat more
clegant. Two draft texts are currently being worked upon. The first' is con-
cerned with a two-way handshake; certified copies of entity public keys are pro-
vided by an authentication server, the certification being based upon digitial
signature. If we call the initiating entity A and the other entity B, the protocol
proceeds by A sending a signed ‘token’ (which includes a time and date stamp,
but no random number) to B together with the certified value of A’s public key.
Using the latter B can check the validity of the former. If satisfied, B responds
with B’s signed token which A can verify using the certified value of B’s public
key obtained from the authentication server. Only one message flows in each
direction between the parties, hence the name ‘two-way handshake’.

The second draft text™® using public key algorithms makes use of a ‘three-way
handshake’. The three-way handshake protocol is distinguished from the two-
way handshake protocol by the presence in each message of a random number
challenge; each entity generates its independent random number. The authen-
tication is based on signature of tokens containing the random numbers and three
messages are necessary to complete the process. There is a close logical parallel
between this public key method and the secret key method explained above.

Because of the close connection between the three peer entity authentication
texts discussed above, it is proposed in ISO that the three texts shall be brought
together into a unified text before final publication as an international standard.

In this connection it is noteworthy that CCITT has published a text'® describing
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11.6. STANDARDS FOR DATA SECURITY IN BANKING

The work on standards development described in the foregoing sections is carried
out at ISO within subcommittees of Technical Committee JTC1, notably SCs 6,
20 and 21. There is another area of substantial activity within ISO that is also
producing standards for data security. This is within the domain of Technical Com-
mittee 68 on Banking Procedures; the subcommittees particularly charged with
data security responsibilities are 2 and 6. The work under TC68 has been almost
totally independent of that under JTC1.

Before giving a summary of the data security work within TC68 it is well to
consider the work of the banking interests within ANSI, because ANSI standards
have formed the basis of some of the standards in the data security area pub-
lished by TC68. The ANSI committee working in the secure banking area is X.9
(which operates in close collaboration with the American Bankers Association).
The following is a list of relevant standards produced within X.9:

X9.8 Personal Identification Number (PIN) Management and Security,
X9.9 Financial Institution Message Authentication (Wholesale),

X9.17 Financial Institution Key Management (Wholesale),

X9.19 Financial Institution Message Authentication (Retail),

X9.23 Financial Institution Encryption of Wholesale Financial Messages,
X9.24 Financial Institution Key Management (Retail).

Thus far TC68 has produced several standards in the data security area. The first
of these was ISO 8730V which describes the logical procedure for message
authentication; it is closely based on ANSI X9.9, but does not specify encipher-
ment algorithms for use in the authentication process. The second TC68 stan-
dard was 1SO 87318 which has two parts, each specifying a suitable algorithm
for message authentication. The first part of ISO 8731 specifies the DES algorithm,
using the ANSI standard X3.92 as a reference. The second part of 15O 8731
specifies the Message Authentication Algorithm which is discussed in chapter
5 of this book. TC68 has also published 1SO 8732" on wholesale key manage-
ment; this is based fairly closely on ANSI standard X9.17 and was described in
chapter 6. Further standards are in process of development.

11.7. POSTSCRIPT

We close this account of data security standards with a postscript rather than with
a set of conclusions because the work is ongoing in a very active sense. Indeed,
as we write, the organization of data security standards work within ISO/IEC/
JTC1 is undergoing a drastic reorganization. The same subjects will be worked
upon that we have described here, with future extensions, but the distribution
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Active card

Thin plastic card of credit-card size containing a store, processor or both, and
capable of interaction with a terminal, for example in a point-of-sale transaction.
Also called a ‘smart card’.

Active line-tap (or wire-tap)

Deliberate interference with a communication system to alter the signals, data
or messages it carries. This includes introducing new data or messages, repeating
those that were sent earlier, delaying or deleting messages. See also passive
line-tap.

Algorithm
A precise statement of a method of calculation. It can sometimes be expressed
conveniently in a programming language.

Alphabet

The range of values which may be taken by a particular unit of communication,
such as a character. When a cipher employs one or more permutations of a
character code, each of these is known as an alphabet.

ANSI
American National Standards Institute.

Arbitration

Settling a dispute by referring it to a third party. This arbitrator may take part
in a procedure which enables disputes to be settled, as in the production and
checking of an ‘arbitrated signature’.

ASCII

American Standard Code for Information Interchange. Its full title is USASCIL.
This code is a national version of the ISO 7-bit coded character set and is mainly
compatible with CCITT alphabet No. 5.

ATM '
See automatic teller machine.

Authentication

1. Ensuring that a message is genuine, has arrived exactly as it was sent and came
from the stated source.
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Authenticator

A number which is sent with a message to enable the receiver to detect alterations
made to the message since it left the sender. The number is a function of the
whole message and a secret key.

Automatic teller machine (ATM)

A machine at which customers can do business with their bank. Withdrawal of
cash is a main part of the service, but the ATM is typically more than a ‘cash
dispenser’ and allows, for example, presenting cheques for payment into an
account and enquiry for the account’s balance.

Bijection

A mapping from one set of entities {x} onto another {y} having the same number
of elements, such that each x maps onto a unique y and each y is the mapping
of a unique x, i.e. it is a one-to-one mapping.

Birthday paradox

How many people must there be in a group to make it likely that at least two
of them have the same birthdate? The answer, twenty-three, appears paradoxical.
This type of problem is significant for the understanding of security in some
systems (see page 279).

Block

A block of data is an array or sequence of bits that are usually stored or transmitted
together. Many such arrays have specialized names such as ‘character’, ‘field’
or ‘packet’ which suggest their function. Block is a neutral term and often signifies
a fixed-length array of bits.

Block cipher .
A cipher method which acts on a fixed-length block of data to produce a result
which depends only on that block.

BSI
British Standards Institution.

By-pass mode

A mode of operation of data encipherment equipment in which plaintext passes
through unchanged. Federal Telecommunications Standard 1027 requires by-pass
mode to be controlled with a lock.

CCITT

International Telephone and Telegraph Consultative Committee. The letters come
from the title in French. With the CCIR (radio) it forms the International
Telecommunications Union (UIT).
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Check field

A field added to a data item which provides redundancy in such a way that the
most likely errors will be detected. Check fields are often used to catch keyboarding
€ITOorS.

CID
Chain Identifier; a sequence number used in the plaintext of a chain which is
to be enciphered. Its purpose is to guard against replay and deletion.

Cipher

A method of cryptography by applying an algorithm to the letters or digits of
the plaintext. A distinction is made between a cipher and a code, the latter using
a table instead of an algorithm. This distinction is not always clearcut.

Ciphertext
The enciphered form of messages or data.

Code

A method of cryptography which employs an arbitrary table (a codebook) to
translate from the message to its coded form. Contrasted with a ‘cipher’. The
word also has non-cryptographic meanings as in ‘character code’.

Complexity

The degree of difficulty of a calculation, measured by the number of elementary
operations it requires. The nature of the elementary operations should be specified.
Complexity is a function of the ‘size’ of the problem, which is measured by a
parameter which should also be stated.

Computationally secure
Secure under the assumption that the computation needed to undermine the
security is too extensive to be feasible.

Confidentiality
The property that information is not made available or disclosed to unauthorized
individuals, entities or processes.

Cryptanalysis
The study and development of methods by which, without a prior knowledge
of the key, plaintext may be deduced from ciphertext, given sufficient working
material and computational power. One aim of cryptanalysis would be to discover
the key, but that may not always be necessary.
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Cyclic redundancy check (CRC)
A kind of check field used to guard against errors. This is used in some CCITT
recommendations and 15O standards.

pAC

Data Authentication Code. A name used for an authenticator in the proposed
Federal Information Processing Standard on Computer Data Integrity. The word
code’ i misused in this term.

Data link layer
The layer of Open Systems Interconnection immediately above the physical layer.
At this layer of procedure, error and flow control are introduced.

Data origin authentication
. Corroboration that the source of data received is as claimed.

_DCE

_ Data circuit terminating equipment. Data communication local lines typically end
at an equipment on the subscriber’s premises which belongs to the network and
provides the ' customer interface’. This outermost part of the network is the DCE.

DEE
Data encipherment (or encryption) equipment.

DID
Data Identifier; synonymous with “chain identifier’. A term used in the proposed
: Federal Information Processing Standard on Computer Data Integrity.

Digital signatute

‘A number depending on all the bits of a message and also on 2 secret key. Its
correctness can be verified by using a public key (unlike an authenticator which
needs a secret key for its verification).

DTE

+ Data terminal equipment. The equipment which is connected to a data
communication network in order to0 communicate. The DTE may be anything that
communicates, for example a computer system.

EFT
Electronic Funds Transfer. A term used for various payment methods that employ
communication or electronic storage. The most usual context is in point-of-sal”
_transactions.
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Enemy

In this book it is a convention to refer to any adversary of the system as an ‘enemy’.
In security analysis the possibility of joint action by several enemies must also
be considered.

Entity
A person or process taking part in a communications procedure. In ‘Open Systems
Interconnection’ there can be communicating entities at any of the seven levels.

Error extension
See garble extension.

Exhaustive search

Solving a problem (usually that of finding the key that is in use) by searching
through all possibilities, assuming that each can rapidly be tested and the true
result (key) will show up.

Exponential function
Normally used to mean exp(x) which is e*, but here we use it also for a*as a
function of x with a as a parameter, called the base.

FIPS

Federal Information Processing Standard. These are issued by the National Bureau
of Standards and, though recognized more widely, are intended primarily for
US Federal Departments and Agencies.

Flag

1. A part of the format of an item of data which contains a bit (or a few bits) which
pertain to the use of the item as a whole. The item is said to be ‘flagged’.

2. An easily recognized pattern of bits to delineate an item of data, such as a
‘frame’ in HDLC. '

Garble extension

Noise in communication systems may produce errors in the ciphertext. When
this is deciphered, the errors in the plaintext sometimes extend further than those
in the ciphertext. This is garble (or error) extension.

Greatest common divisor (gcd)
For two numbers (positive integers), their greatest common divisor is the largest
number which divides into both numbers exactly. Example: ged (75,45) = 15.

Hamiltonian cycle
In a graph it is a cycle which includes all the points of the graph.
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 Hash function

_ A well-defined function of a message or block of data which appears to generate
random number. Care is needed in selecting hash functions because they are
used for several different purposes.

ndex of coincidence

Two texts can be placed together and corresponding characters compared for
equality (coincidence). The proportion of coincidences among the characters is
avery useful statistic. Friedman defined the index of coincidence as “coincidences
minus non-coincidences divided by total number of letters compared’.

nitializing value (or variable), IV

For the encipherment or decipherment of a chain it may be necessary, or desirable,
touse a value (e.g. a block of bits or set of characters) which starts off the process.
This is the initializing value or IV and is known to both sender and receiver.

Intelligent token

A small device incorporating a processor and store which can be carried by
someone for identification and to make transactions with special terminals. One
form of this token is the active card or ‘smart card’.

1SO

International Organization for Standardization. The international forum at which
representatives from national standards bodies (such as ANSI) meet to agree
standards for world-wide use.

Key block
In the context of the Data Encryption Standard it is the 64-bit block of data which
contains the 56-bit key. It is also known as the ‘key variable’.

Key space
The range of all the values which a cryptographic key may take. A large key space
is important for security.
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Least common multiple (Icm)
For two numbers (positive integers) their least common multiple is the smallest
number into which they both divide exactly. Example: lcm (75,45) = 225.

Line level encipherment

On-line encipherment of the data or messages passing Over a single line of a
communication system. As they leave the line, the data or messages are
deciphered. This term does not correspond with OSI terminology, but typically
involves either the physical or data link layer.

Longitudinal parity check
A parity check applied throughout a string of data, for example the modulo 2
sum of each of the 8 bits in a string of octets, which together form a ‘check octet”.

MAC

Message Authentication Code. A name used for an authenticator, for example
in ANSI Standard X9.9 ‘Financial Institution Message Authentication”. The word
‘code’ is misused here.

MDC

Manipulation Detection Code or Modification Detection Code. A redundancy
check field included in the plaintext of a chain before encipherment, sO that
changes to the ciphertext (an active attack) will be detected. The word ‘code’ is
misused here. )

Modulo, modulus
The expression ‘modulo m’ is a statement that arithmetic with m as modulus is
being used, see page 245.

Multi-drop

A communication line which connects to more than two stations so0 that (in
principle) each may communicate with several others, according to an agreed
procedure.

Negative file

In the context of payment systems, a file listing those accounts which are not
to be allowed transactions because of some problem, such as a lost or stolen card
or a denial of further credit.

Node

An equipment in a communication network at which two or more communication
lines converge. Usually it refers to a switching node but, strictly speaking, a
multiplexer or concentrator could be called a node.
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One-way function

A function y=£(x) which is relatively easy to compute but much more difficult
to compute the inverse. That is, given x it is easy to find y, but given a value
yitis (except in a few cases) difficult to find any solution x of y=£(x). The exception
allows for the fact that, with luck, the x,y pair may already be known.

Open Systems Interconnection (OSI)
A system of standards which should make useful communication possible between
_any systems attached to a communications network.

- Padding

When a message (or a record of arbitrary length) is divided into fixed-length blocks
for any purpose, the last block may not be completely filled. The information used
to fill the remaining part of the last block is padding.

Passive line-tap (or wire-tap)
_ Unauthorized reading of signals, data or messages from a communication system,
without changing the signals. See also active line-tap.

Peer-entity authentication
Corroboration that a peer entity in an association is the one claimed.

Permutation

Changing the order (or sequence) of a set of data elements. The elements can
be bits, characters, bytes, etc. Permutation can be used as one operation in a
process of encipherment. See also transposition cipher.

Physical layer

The lowest layer of Open Systems Interconnection, in which physical phenomena
(voltage, current, light waves) are interpreted as a sequence of bits or other units
(such as start/stop characters).

PIC

Personal Identification Code. A sequence of symbols (letters and numbers) used
to verify the identity of the holder of a bank card. It is different from a PIN in
allowing letters to be used. The word ‘code’ is misused here.

PIN
Personal Identification Number. A sequence of decimal digits (usually four, five
or six) used to verify the identity of the holder of a bank card. A kind of “password’.
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Power function

The function a” is the nth power of 2. This is considered as a function of a with
— 4 . s
n as parameter. Thus y=a" is the fourth power of a.

Prime

A prime number is a positive integer 7 which has no divisors except the trivial
ones 1 and 7. Sometimes 1 itself is included among the prime numbers, sometimes
not. Non-primes are called ‘composite numbers’.

Product cipher
A cipher employing both substitution and transposition, in some cases repeated
alternately.

Pseudo-random
A sequence of data which are generated by an algorithm but nevertheless appear
random and will pass the customary tests for randomness.

Public key

A cryptographic key used for encipherment but not usable for decipherment. It
is therefore possible to make this key public.

Relatively prime

Two numbers (positive integers) are relatively prime if they have no common
divisor except the trivial divisor 1. That is to say: their greatest common divisor
is 1. Example: 65,24.

Replay

An attack on a cipher system (or authenticator) in which a message is stored and
re-used later, replacing or repeating the original. There is a similar attack on stored
data by restoring an item to an earlier state it once had.

Repudiation
Denial by one of the entities involved in a communication of having participated
in all or part of the communication or denial of the content of the communication.

Residue, modulo m
The residue of x, modulo m, is the (positive) remainder r which is left when x

is divided by m. It follows that 0=r<m. Finite arithmetic is the arithmetic of
residues.

Round
The Data Encryption Standard algorithm consists of an initial permutation, then
sixteen ‘rounds’, a register interchange, then a final permutation which is the

inverse of the initial one. The sixteen rounds are identical operations but each
uses its own sub-key 4.v.

-- 387 --



ROA
Rivest,
psuatly ko

signatt

5-pox
A substitution operation used in the Data Encryption Standard. This algorithm

employs eight different “S-boxes’.

Security policy
The set of rules for the provision of security services.

Seed value
A value (e.g. block of bits or set of characters) which is used to start a pseudo-

random sequence generator and provide unpredictability. A seed must be
randomly chosen and usually must be kept secret.

Session key
A cryptographic key which is used only for a limited time, such as one

communication session, then discarded. Typically it is transported through the
network under encipherment with another key.

Settlement

When banks send messages to effect customer payments, customer accounts are
updated at once, but these changes do not constitute net payments between the
banks because they are balanced in an account held by one bank for the other.
The eventual payment between banks is called settlement and usually employs
accounts at some other bank.

Smart card
See active card, intelligent token.

Starting variable

The ISO standard for ‘modes of operation’ distinguishes the initializing variable or
IV from the 64-bit block which is loaded into a register before encipherment/
decipherment begins. The latter is called the ‘starting variable’ and is derived
from the IV.

Steganography
Concealment that a means of communication exists. Examples are the use of
Invisible ink or microdots.

Stream cipher

A cipher which is devised in such a way that an indefinitely long stream of data
can be dealt with. It contrasts with a ‘block cipher’, but both kinds of cipher can
be adapted to the other purpose.

Sle-kev
In the Data Encryption Standard algorithm, the 56-bit key is used in a ‘key
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Replacerent of one unit of data (such as an o er) by a related one.
A cipher in which each character is replaced by one derived from it is a substitution
cipher. The substitution boxes (S-boxes) of the Data Encryption Standard each
produce a 4-bit function of a 6-bit input
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SW.LET.
Society for Worldwide Interbank Financial Telecommunication, which provides
a specialized communication network for banks, see page 289.

Synchronization
In the context of cryptography, synchronization means keeping in step the
processes involved in encipherment and decipherment.

Test key

Used in banking to mean the same as authenticator. The secret key used in
calculating the authenticator produces a confusion of terms, so the word
‘authenticator’ is preferable.

Time-memory trade-off

Calculations which require a large number of computational steps can sometimes
be carried out with less computation at the cost of having to store a large number
of intermediate results. This is trading time of computation for size of memory,
called a time-memory trade-off.

Time stamp, time and date stamp

A value inserted in a message to give the time at which the message was
originated. If necessary it is extended to include the date, becoming a time and
date stamp.

Token

Something possessed by a person to assist in identifying him, etc. Its form could
be a card, pen, key, etc. and it can have functions additional to identification,
for example, storage, access control, payment.

Traffic analysis

When communication traffic is in cipher form and cannot be understood it may
still be possible to get useful information by detecting who is sending messages
to whom and in what quantity. This is traffic analysis.

Traffic flow confidentiality

Concealment of the quantity of users’ messages or data in a communication system
and their sources or destinations, to prevent traffic analysis.
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or characters.

Transposition cipher

A cipher which permutes a set of biis or characters from the plaintext. Mainly
of historical interest as a cipher, but it can be used as a component of a more
complex cipher.

Trapdoor

A feature in a cipher or a puzzle which, given the necessary information, enables
it to be solved easily. The trapdoor is concealed from those who do not have the
information.

Type I error .
An error in the operation of an identity verification system which causes a genuine
user to be rejected — a false alarm.

Type II error

An error in the operation of an identity verification system which allows a false
user (someone claiming the wrong identity) to be recognized as valid — an
imposter pass.

Unconditionally secure
Secure even though an enemy is assumed to have unlimited computing power
available.

Unicity distance

The amount of ciphertext beyond which some knowledge of the statistical
properties of the plaintext (its redundancy) allows the key to be deduced, given
unlimited computing power. With less than this amount, there are multiple key
values that are consistent with the given ciphertext.

Vernam cipher

A cipher which uses a sequence of bits (or characters) called the ‘key stream’ and
enciphers by adding this stream modulo 2 to the plaintext. It deciphers in the
same way with an identical stream. In the original Vernam cipher the key stream
came from a loop of punched tape.

Weak key

Avalue of a cipher key which gives that cipher some special properties that might,
In certain circumstances, weaken its security. The supposed weakness has to be
related to a specific method of application of the cipher. There can also be weak
key values for an authenticator or a digital signature.
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McEliece cipher method, 240
meet in the middle, 71
mental poker, 224
Merkle, 71
message authentication code, 121
message authenticator algorithm, 119
message sequence number, 126—128
message types in SW.IET, 289-293
minutiae, 191 ’
mirror symmetry, 60, 83, 88, 97
Mitre Corporation, 198
modes of operation standards, 348—350
modulo m arithmetic, 245250
modulus, 214
monoalphabetic substitution, 19-21
multiple encipherment, 71, 160

National Bureau of Standards, 48, 132,
206, 341
National Institute of Standards and
Technology, 48, 341
National Physical Laboratory, 188, 189,
199, 205
Needham, R., 171
negative file, 298
negotiable document, 335—339
creation of, 337
protection against theft, 338
network architecture, 98, 101
Nihilist cipher, 27
node-by-node encipherment, 106
nomenclator, 17
notarization, of document, 99, 277
of keys, 166
number theory, 213, 245-250
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one-
one-way function, 125, 213, 264, 316

exponential, 217

for signature and authentication, 264
on-line operation of ATM, 303-311
Open Systems Interconnection, 98—101
output feedback, 80, 93, 95

standard, 349

Packet Switchstream, 295
padding, 84
passive line attack, 109
passive line tap, 42
password, 170-176
variable, 176
password table in S.W.LE.T., 293
payment systems, 284288
using digital signature, 331
pay-television, 181
permutations in DES, 5258
personal characteristics, 186
personal identification number, see PIN
physical layer encipherment, 102
bypass control, 355
break signal, 354
_initialization, 352
principles, 354
standard, 350—-356
physical security, 3, 144
of secret key, 332
of smart card, 325
PIN, 170, 174, 177, 183, 283
in automatic teller machines, 298-310
in point of sale payments, 312-319
PIN checking, 299
algorithms, 301 )
at point of sale, 317, 323
by authentication parameter, 308
by intelligent token, 325
PIN management, 300
plaintext, 9
plastic card, 177-181
point-of-sale EFT, 117, 311-325
derived key, 318—321
transaction key, 314-318
using RSA, 321-324
point~of-sa1e terminals, off-line, 324
polyalphabetic substitution, 22—25
power function, 215, 222224
pre-payment token, 336
printing cipher machines, 32
privacy, 2
product cipher, 28



errors, 111
protocol
authentication, 356—258
complexity, 7
data link layer, 103
half word exchange, 222
public key cipher, 209250
in ATM systems, 310
for point of sale, 321—324
used for digital signature, 253—256
public key registry, 242, 276

oreparztion

quadratic residue, 266
questionnaire, 176

Rabin’s digital signature method, 272

random number generators, 134—136

re-blocking problem, 257

reciprocal, in finite arithmetic, 249

reference set of physical characteristics,
194

register of cryptographic algorithms, 347

registry of public keys, 242, 276

regularities in DES, 61—-69

replay, 126—131

repudiation, 99

re-synchronization, 39, 94

retailer-sponsor (acquirer), 322

retinal patterns, 193, 205

revocation of digital signatures, 277

Rivest, Shamir and Adleman cipher
(RSA), 212, 226~230

practical aspects, 230—235
use in EFT-POS, 321-324

rotor machines, 30—32

round, 56—60

running key, 24

Saint-Cyr slide, 24

sandwich tape, 180

S-box, 49-55, 69, 72-75

Schneider cipher, 25

scytale, 25

secondary file key, 150

security feature of magnetic striped card,
79, 299

security in SW.LE.T., 293

security services, definition, 98

semi-weak keys in DES, 65

fixed points, 74

Senate Select Committee on Intelligence,
72

session key, 137, 146148

distribution, 138—142

protocol, 139-142

-- 395 --

I signat
signature v 1, 188-190, 200, 204
smart card, 181, 324—-328
software integrity, 5
speaker verification, 192, 203
spoofing, 140
standards for data security, 340—359
static signature verification, 188
steganography, 15—16
stream cipher, 3739, 88
sub-key, 57, 65
substitution, 49, 52, 55
substitution cipher, 18—25, 33-34
super-increasing sequence, 236
S.W.LF.T., 116, 171, 289-294
S.W.LE.T. interface device (SID), 289
symmetric cipher, 209

used for digital signature, 271-275

1i

T52 cipher machine, 32
tagged key, 154-157
tamper resistant module, 3, 144
Teleautograph, 189
test key, 288
see also authenticator
terminal key, 135, 138
distribution, 142, 149
Texas Instruments Inc., 192, 198, 203
threats, 42
Threshold Technology Inc., 204
time-stamp, 329
of session key, 142
tolerance of error, 195198
town clearing, 295
traffic flow confidentiality, 100
transaction key, 314318
transparency of channel, 222
transposition cipher, 25-27, 34
trapdoor, 213, 235
in DES, 69, 72
trapdoor knapsack, 235
practical aspects, 238
security, 239
triple encipherment, 71, 160
Trojan Horse attack, 334
type I and II errors, 187, 195, 198—205

unconditional security, 40
unicity distance, 40

update record, 131

US Atomic Energy Act, 47
US National Security Act, 47
US Privacy Act, 48



iaris, De, 32

Vigenére cipher, 23-25, 38 X.25 interface, 105
Vogel cipher, 25
voice verification, 192, 199, 203 zero knowledge protocol, 265

zone keys, 306, 319
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