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Docket No, {93085 )

Commissioner of Patents and Trademarks
Washington, D.C. 20231

PATENT

RS

NEW APPLICATION TRANSMITTAL -

Transmitted herewith for filing is the patent application of
Inventor(s): =00 Ji-4
James R. Woodhill et al,.

s

WARNING: Patent must be applied for in the name(s) of all of the actual inventor(s). 37 CFR 1.41(a} and
1.53(b). '
For (title):

SYSTEM AND METHOD FOR DISTRIBUTED STORAGE MANAGEMENT ON

NETWORKED COMPUTER SYSTEMS
1. Type of Appilcation . :

This new application is tor a(n) (check one applicable item below ): ‘
%] Original ‘
[] Design
(M1 Plant ' : _
WARNING: Do not use this transmittal for a complstion in the U.S. of an International Application under 35

U.S.C. 371(c)(4) unless the International Application is being filed as a divisional, continuation or
continuation-in-part application,

NOTE: If one of the following 3 items apply then complete and attach ADDED PAGES FOR NEW APPLICA-
TION TRANSMITTAL WHERE BENEFIT OF A PRIOR U.8. APPLICATION CLAIMED,

™ Divisional
] Continuation
(] Continuation-in-part (CIP)

CERTIFICATION UNDER 37 CFR 1.10

I hereby certify that this Mew Application Transmittal and the documTts referred t%as enclosed therein are being
deposited with the United States Postal Service on this date July 1, 1993 in an envelope
as "Express Mail Post Office to Addressee” Malling Label Number HB119745527US addrgssed |
to the: Commissioner of Patents and Trademarks, Washington, D.C. 20231,

Beth H, Retort

or print n{m'e of pgyson malling paper)

e

. @Pture of persopfnailing paper)
NOTE: Each paper or fee referred to as enclos erein has the number of the "Express Mail" malling label

placed thereon prior to malling. 37 CFR 1.10(b).

(Application Transmittal [4-1]—page 1 of 7)




2. Benefit of Prior U.S. Application(s) (35 USC 120)

NOTE: If the new application being transmitted is a divisional, continuation or a continuation-in-part of a parent
case, or where the parent ¢ase is an International Application which designated the U.S., then check
the following item and complete and attach ADDED PAGES FOR NEW APPLICATION TRANSMITTAL
WHERE BENEFIT OF PRIOR U.S, APPLICATION(S) CLAIMED.

(] The new application being transmitted claims the benefit of prior U.S. applica-
tion(s) and enclosed are ADDED PAGES FOR NEW APPLICATION TRANSMIT-
TAL WHERE BENEFIT OF PRIOR U.S. APPLICATION(S) CLAIMED.

3. Papers Enclosed Which Are Required For Filing Date Under 37 CFR 1.53(b) (Reg-
ular) or 37 CFR 1.153 {Design) Application

J.l_3m Pages of specification
8 Pages of claims
_1__ Pages of Abstract
14 Sheets of drawing

] tormal

K] informal

WARNING: DO NOT submit original drawings. A high quality copy of the. drawings should be supplied when
filing a patent application. The drawings that are submitted 1o the Office must be on strong, white,
smooth, and non-shiny paper and meet the standards according to § 1.84. If corrections to the
drawings are necessary, they should be made to the original drawing and a high-quality copy of
the corrected original drawing then submitted to the Office. Only one copy is required or de-
sired, Comments on proposed new 37 CFR 1.84. Notice of March 8, 1988 (1990 O.G, 57-62).

NOTE: "ldentitying indicia such as the serial number, group and unit, title of the.invention, attorney's docket
number, inventor's name, number of sheets, etc., not to exceed 2% inches (7.0 cm.) in width may be
placed in a centered location between the side edges within three fourths inch (19.1 mm.) of the top
edge. Either this marking technique on the front of the drawing or the placement, although not pre-
ferred, of this information and the title of the invention on the back of the drawings is acceptable." Pro-
posed 37 CFR 1.84(1). Notice of March 9, 1988 (1090 O.G. 57-62},

4. Additional papers enclosed
Preliminary Amendment
Information Disclosure Statement
Form PTO-1449

Citations

Declaration of Biclogical Deposit

Authorization of Attorney(s) to Accept and Follow Instructions from Representa-
tive

Special Comments

Other

o

oo gooo

(Application Transmittal [4-1]—page 2 of 7)




5. Declaration or oath
0 Enclosed
executed by (check all applicable boxes)
O inventor(s).
] Iegél representative of inventor(s), 37 CFR 1.42
or 1.43

O joint inventor or person shovbing a proprietary
interest on behalf of inventor who refused to
sign or cannot be reached.

O this is the petition required by 37 CFR 1.47 and the statement
required by 37 CFR 1.47 is.also attached. See item 13 below for
fee.

Not Enclosed.

WARNING: where the fling /s a complelion i ihe U.S. of an Infernational Apphcation but where a declaration is not
available ar where the compiehon of the U.S. appication coniains subjec! malter in adgiion o the
International Applicalion the apphcalion may be Irealed as a continualion or continualion-n-parl, as the
case may be, ulilizing ADDED PAGE FOR NEW APPLICATION TRANSMITTAL WHERE BENEFIT OF PRIOR
U.S. APPLICATION CLAIMED

0O Application is made by a person authorized under 37 CFR 1.41(c) on behalf

of all the above named inventor(s). (The deciaration or oalh, aiong wilh the surcharge
required by 37 CFR 1 16(e) can be hled subsequently)

NOTE Its imporlant thal alf the correct invenlor(s) are named lor fiing under 37 CFR 1.4 1(c) and 1.53(b).

[J  Showing that the filing is authorized. (vof requred untess calied nio question
37 CFR 1.4 1(g).

6. Inventorship Statement

WARNING. i the named inventors are each nol the invenlors of all the claims an explanation, including the ownership
ol the various claims al the lime lhe last claimed invention was made, should be submitied

The inventorship for all the claims in this. application are:
® The same
or - o

{d  Are not the same. An explanation, including the.éWhéfship of the various claims at the
time the last claimed invention was made,
0 is submitted,
0O will be submitted.

7. Language '

NOTE: An application including a signed oath or declaration may be filed in a language other than English.
A verified English transiation of the non-English language ‘application and the processing tee of
$130.00 required by 37 CFR 1.17(k) is required to be filed with the application or within such time
as may be set by the Office. 37 CFR 1.52(d)}.

NOTE: Anon-English oath or declaration in the form provided or approved by the PTO need not be transiated.
37 CFR 1.69(b).

English
0  non-English
0O the attached translation is a verified translation. 37 CFR 1.52(d).
(Application Transmittal [4-1]—page 30of 7)




8. Assignment
® An assignment of the invention to ___LEGENT Corporation

0O is attached. A separate O "COVER SHEET FOR ASSIGNMENT (DOCU-
MENT) ACCOMPANYING NEW PATENT APPLICATION" or 0 FORM PTO
1806 is also attached.

X will follow.

NOTE: 'If an assignment is submitted with a new application, send two separate letters-one for the
application and ong for the assignment.” Notice of May 4, 1990 (1114 0.G. 77-78).

9. Certified Copy
Certified copy(ies) of application(s)

(country) , (appln.y no.) ! {filed)
(country) (appin. no.) (filed)
{country) " (appln. no.) ‘ {filed)

from which priority is claimed
O is(are) attached.
O will follow,

'NOTE: The foreign application forming the basis for the claim for priority must be telerred to in e oath or
declaration. 37 CFR 1.55(a) and 1.63. '

NOTE: This item Is for any foreign priotity for which the application being filed directly relates. If any parent
U.S. application or International Application from which this application claims benefit under 35 U.S.C.
120 is itself entitled to priarity from a prior foreign application then complete item 18 on the ADDED
PAGES FOR NEW APPLICATION TRANSMITTAL WHERE BENEFIT OF PRIOR U.S. APPLICA-
TION(S} CLAIMED.

10. Fee Calculation (37 CFR 1.16)
A. ¥ Regular application

CLAIMS AS FILED

Number filed Number Extra Rate Basic Fee
37 CFR 1.16{a}
$710.00
Total .
Claims (37 CER 1.16(c)) 20 -20= 0 X $ 22.00 Y
Independent .
Claims (37 CFR 1.16(b)) 6 3= 3 X $ 74.00 222.00
Multiple dependent clalm(s_), if any

{37 CFR 1.16(d)) _ - $230.00

0 Amendment cancelling extra claims enclosed.
O Amendment deleting multiple-dependencies enclosed.

0O Fee for extra claims is not being paid at this time,

NOTE: If the fees for extra claims are not paid on filing they must be paid or the claims cancelied by
amendment, prior to the expiration-of the time perlod set for response by the Patent and Trademark
Office in any notice of fee deficiency. 37 CFR 1.16(d).

Filing Fee Calculation g 932.00
(Application Transmittal |4-1]—page 4 of 7)




B. [] Design application
($280.00~-37 CFR 1.16(f))

Filing Fee Calculation $

C. [[] Plantapplication
($460.00—37 CFR 1.16(g))

Filing fee calculation 3

11.  Small Entity Statement(s)
[ Verified Statement(s) that this is a filing by a small entity under 37 CFR 1.9 and

1.27 is(are) attaqhed.
Filing Fee Calculation (50% of A, B or C above) $

NOTE: Any excess of the full fee paid will be refunded if a verilied statement and a relund request are filed
within 2 months of the dale of timely payment of a tull fee. 37 CFR 1,28(a).

12. Request for International-Type Search (37 CFR 1.104(d)) (complete, if applicable)
(] Ptease prepare an international-type search report for this application at the
time when national examination on the merits takes place.
13. Fee Payment Being Made At This Time
[7] Not Enciosed

(] No filing fee is to be paid at this time. (This and the surcharge required by
37 CFR 1.16(e) can be paid subsequently.) : ‘

X Enclosed

[X basic filing fee  $.932,00
[) recording assignment ’ A

($40.00; 37 CFR 1.21(h)) §

[ petition fee for filing by other
than all the inventors or person
on behalf of the inventor where
inventor refused to sign or cannot
be reached. ($130.00; 37 CFR
1.47 and 1.17(h)) $

(] for processing an application with
a specification in a non-English
language. ($130.00; 37 CFR 1.52(d) and
1.17(K) $

(J processing and retention fee
($130.00; 37 CFR 1.53(d) and 1.21(1))

(7] fee for international-type search report ($35.00;
37 CFR 1.21(e)). $

NOTE: 37 CFR 1.21(]) establishes a fee for processing and retaining any application which is abandoned for
failing to complete the application pursuant to 37 CFR 1.53(d) and this, as well as the changes to 37
CFR 1.53 and 1.78, indicale that in order to oblain the benefit of a prior U.S, application, either the ba-
s filing fee must be paid or the processing and retention fee of § 1.21()) must be paid within 1 year
from notification under § 53(d).

Total fees enclosed $.932.00

(Application Transmittal [4-1}—page 5 of 7)




14. Method of Payment of Fees
Check in the amount of $_932.00

(7] Charge Account No. . in the amount of $ A
duplicate of this transmittal is attached.

NOTE: Fees should bg itemized in such a manner that it is c/ear for which purpose the fegs are paid. 37 CFR
1.22(b),

15. Authorization to Charge Additional Fees
WARNING: If no fees are to be paid on filing the following items should not be comp eted

WARNING: Accurately count claims, especially mu/uple dependent claims, to avoid unexpected high charges
if extra claim charges are authorized.

The Commissioner is hereby authorized to charge the following additional fees

by 1th1is ;q)aqp% and during the entire pendency of this application to Account No.

¥ 37 CFR 1.18(a), {f) or (g) (ﬁlinq fees)
(X 37 CFR 1.16(b), (c) and (d) (presentation of extra claims)

NOTE: Becauss additional fees for excess or multiple dependent claims not paid on filing or on later presenta-
tion must only be paid or these ciaims cancelled by amendment prior to the expiration of the time peri
od set for response by the PTO in any notice of fee deficiency (37 CFF 1.16(d)), it might be best not to
authorize the PTO to charge additional claim fees, except possibly when dealing with amendments af-
ter final action.

[ 37 CFR 1.16(e) (surcharge for filing the basic filing fee and/or deciaration
on a date later than the filing date of the application)

[{ 87 CFR 1.17 (application processing fees)
WARNING: While 37 CFR 1.17(a), (b), (c) and (d) deal with extensions of time under § 1. 136(a) this authoriza-
tion should be made only with the knowledge tnat: "Submission of the appropriate extension fee

under 37 C.F.R. 1.136(a) Is to no avail unless a request or pelition for extension-is filed.” (Empha-
sis added). Notice of November 5, 1985 ( 571080 0.6, 27).

L] 37 CFR 1.18 (issue fee at or before mailing of Notice of
Allowance, pursuant to 37 CFR 1.311(b))

NOTE: Where an authorization 10 charge the issue fee 10-a deposit account has been filed before the mailing
of a Notice of Allowance, the issue fee will be automatically charged to the deposit account at the time
of mailing the notice of allowance, 37 CFR 1.311(b).

NOTE: 37 CFR 1.28(b) requirgs "Notification of any change in loss of entitlement to small entity status must be
filed in the application . . . prior to paying, or at the time of paying, . . . issue fee”. From the wording of
37 CFR 1.28(b): (a) notification of change of stalus must be made even il the fee is paid as "‘other than
a small entity" and (b) no notification is required if the change is to another small entity.

16. Instructions As To Overpayment
(] credit Account No.

refund | & 7(/ /:; Z
. = , - M

Reg.No, 33,130 ‘ | SIGNATURE OF ATTORNEY
Q_Llristopher H, Gebhardt
Tel. No. 412) 355-8641 Type of Iprint name of attorney

Kirkpatrick & Lockhart

P.O.Address 1500 - Oliver Building
Pittsburgh, PA 15222

e — T

(Application Transmittal [4-1]—page 6 of 7)




. Incorporatibn by reference of added pages

Check the following item if the application in this transmittal claims the ben-
efit of prior U.S. application(s) (including an international application enter-
ing the U.S. stage as a continuation, divisional or C-I-P application) and
complete and attach the ADDED PAGES FOR NEW APPLICATION
TRANSMITTAL WHERE BENEFIT OF PRIOR U.S. APPLICATION(S)
CLAIMED )

(] Plus Added Pages For New Application Transmittal Where Benefit Of Prior U.S.
Application(s) Claimed

Number of pages added

{1 Plus Added Pages For Papers Referred To in ltem 4 Above

Number of pages added

1 Plus "Assignment Cover Letter Accompanying New Application”

" Number of pages added

Statement Where No Further Pages Added
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BAC QUND OF THE INVENTION

Field of the Invention

The present invention is directed generally to a system
and method for distributed storage management on a networked
computer system and, more specifically, to a system and method
for distributed storage management on a networked computer |
system includinq a remote backup file servef and one or more
local area networks in communication with the remote backup

file server.

Description of the Background of the Invention

Backup copies of information stored on a computer system

must be made so that if a failure qccufs which causes the

original copies of the data to be lost, the lost data can be

recovered as it existed at the time when the last backup copy,;‘

was made. Backup/restore systems have a long history on all
types of computer systems from mainframes to minicomputers,
local area network file servérs and desktop workstations. |
Historically, backup systems have operated by making
copies of a computer system;s files on a special backup
input/output device such as a magnetic tape drive, floppy
diskette drive, or optical disk drive. Most systems allow full
backup, partial backup (e.g., specified drives, directories, or
files), or incremental backups based on files changed after a

certain date or time. Copies of files made during a backup

procedure are stored on these special backup devices and are

then later retrieved during a restore operation either under
file names derived from the original file, from the date/time
of the backup operation or from a seriélly~iﬁcremehted number.
The backup procedure is typically'éccomplished on an individual

computer/file server basis, rather than through a single

.
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the cdmputer resources of two computers at most (the one
processing the files to be backed up and the one with the
backup device attached) are employed to effect the backup
process, regardless of thé actual number of compﬁters networked
together, | | |

Today, the absolute numbers of computers networked

together by organizations are increasing rapidly as is the

number of different types of computers andAbperating-systems in

use. At the same time, the number of storage devices and the

capacities incorporated into each of these units is growing

even more rapidly. In. 'this environment, the backup/restore

" approaches which have been traditionally used have become less

reliable, more expensive, and more consumptive of human time
and attention. |

Thus, the need exists for a system designed to overcome
the limitations of the existing backup/restore systems that
have ﬁhe following characteristics: (1) is capable of operating
on a networked computer system incorporating various types of
computers and operating systems; (2) is.capable'of
accommodating a large array of large capacity storage devices;
(3) is reliable; (4) ié capablerf operating with a minimumr |
amount of human intervention; and (5) is rélatively

inexpensive.

SUMMARY OF THE INVENTION
The present inventién is directed to a system for the
distributed management of the storage space and data on a
networked computer syétem wherein the networked computer systen
includes at least two étorage devices for storing data files
comprised of one or more binary objects., The distributed
storage management sysfem includes'means for selectively

copying the binary objects stored on one of the storage devices
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to another of the storage devices and means for calculating a
current value for a binary object identifier for selected
binary objects stored on the storage devices wherein the

|

calculation of the binary object identifier is based upon the

-actual data contents of the associated binary object. The

distributed storage management system further includes means
for sforing the current value of the binary object identifier
as a previous value of the binary objec? identifier, means for
comparing the current value of the binary object identifier
associated with a particular binary object to one or more
previous vaiues of ﬁhe binary object identifier associated with -
that particular binary object and means fof éommanding the
means for selecéively copying binary objects in response to the
means for comparing.

The bresent invention is further directed to a method for
the management of the storage space and data on a computer
system wherein the computer system includes at 1eastvtwo |
storage area for storing data files comprised of one or more
binary objects. The siorage space management method includes
the féllowing steps: (1) selectively copying the binary objects
storeé in one of the storage areas to another of the storage
areas; (2) calculating a current value for a binary object
identifier for selected binary objects stored in the storage
areas wherein the calculation of the binary object identifier
is based upon the actual data contents of the associated binary
object; (3) storing the current value of the binary object

identifier as a previous value of the binary object identifier;

- (4) comparing the current value of the binary object identifier .

associated with a particular binary object to one or more
previous values of the binary object identifier associated with

that particular binary object; and (5) controlling the step for
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selectiVély copying binary objects in response to the step for
comparing.

- The system and method of fhe ﬁréSént invention for the
ﬁanagement of the storagé space on a computer system provide a
backup/resto;e system that is capable of operating on a

networked computer system incorporating various types of

computers and operating systems, is capable of accommodating a

large array of large7capacity storage devices, is reliable, is
capable of operating with a minimum amount of human
intervention and is relatively inexpensive. These and other
advantages and benefits of the present invention will become
apparent from the description of a preferred embodiment

hereinbelow.

BRIEF DESCRIPTION OF THE DRAWINGS

For the present invention te be clearly understood and
readily practiced, a preferred embodiment will now be
described, by way of example only, with reference to the
accompanying figures wherein: o

FIG, 1 illustrates'a simplified representation of a
networked computer system in which the system and method of the
presekt invention may be employed;

fIG. 2 illustrates the manner in which the Distributed
Storage Manager progrém of the present invention allbcateslthe
storage space on each Qf the storage devices illustrated in
FIG. 1;

FIG. 3 illustrates the File Database utilized by the
Distributed Storage Manager program of the present invention;

FIG. 4 illustrates the Backup Queue Database utilized by
the Distributed Storage Manager program of the present

invention; and
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‘FIGS. 5a - 51 illustrate flow charts explaining the
operation of the Distributed Storage Manager program of the

present invention.

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENT

FIG. 1 illustrates a simplified representation of a

typical networked computer system 10 in which the system and
nethod of the present invention for distributed storage
management on networked computer systems may be employed. A
remote backup file server 12 is in communication, via data path
13, with a wide area network 14. The wide érea network 14 is,
in turn, in communication with a piurality of local area
networks 16 via data paths 15. Those of ordinary skill in the
art will redognize that any number of wide area networks 14 may
be in communication with remote backup file server 12 and that

any number of local area networks 16 (from 1 to more than 100)

" may be in communication with each wide area network 14. Those

of ordinary skill in the art will also recognize that the means
for coﬁmunication between remote backup file server 12, wide
area network 14 and local area networks 16 over data paths 13
and 15 is well known,

Each local area network 16 includes multiple user
workstations 18 and local computers 20 each in communication
with their respective locgl areé network 16 via data paths 17,
Again, those of ordinary skill in the art will recognize that
the means for communication between user workstations 18, 1oca;;
compﬁters 20 and local area networks 16 via data paths 17 is
well &nown. The storage space on each disk drive 19 on each
local computer 20 in the networked computer system 10 is
allocated as follows and as }s shown in FIG. 2: (1) operating
system files 22; (2) a Distributed Storage Manager program 24

which embodies the system and method of the present invention
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(the operati;n of which is described in detail hereinbe;ow):
(3) a File Database 25 (the structure of which is described in
detail heréinbelow); {4) a Backup Queue Database 26 (the
structure of which is described in detail hereinbelow); (5)
local computer data files 28; (6) free disk space 30 and (7)
compressed storage files 32 (created by the Distributed Storage
Manager program 24 of the present invention as is explained
more fully hereinbelow). | |

The Distributed Storage Manager program 24 of the present
invention builds and maintains the File Database 25 on one of
the disk drives 19 on each local computer 20 in the networked
compuﬁer system 20 according to the structure illustrated in
FIG. 3. The File Database 25 stores informatiqn relating to
each file that has been backed up'by the Distributed Stérage
Manager program 24 since the initialization of that program on
each local computer 20. The File Database 25 is compriged of
three levels of records organized according to é predefined
hierarchy. The top level record, File Identification Record
34, includes identification information for each file that‘haé
been backed up by Distributed Storage Manager program 24. File
Identification Record 34 contains the following elements: (1)
Record Type 36 (identifies the file as either a directory file
or a regular file); (2) Filé Location 38 (name of the directory
in which the file resideé); (3) File Name 40 (name of the
file); (4) Migration Status 41 (explained more fully
hereinbelow); and (Si Management Class 43 (explained more fully
heréinbelow).

For each File Identification Record 34 in File Database
25,‘oﬁe or more Backup Insfance Records 42 are created that
contain information about the file‘(iQentified by File
Identification Record 34) at the time that the file is backed

up. Each time that a file is backed up, a Backup Instance
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Record 42 is created for that file. Each Baékup Instance
Record 42 consists of the following elements: (1) Link to File
Identification Record 44; (2) Backup Cycle Identifier 46
(identifies‘the particular backup cycle during which the Backup
Instance Record 42 is created); (3) fiie Size 48; (4) Last
Modified Date/Time 50; (S) Last Access Date/Time 52; (6) File
Attributes 54 (e.g., read-only, system, hidden); (7) Delete
Date 56 (date on which the file was deleted); and (8) Insert

Date 57 (date on which the Backup Instance Record 42 was

, Created).

Associated with each Backup Instance Record 42 is one or
more Binary Object Identification Records 58. The Distributed
Storage Manadger program 24 views a file as a collection of data
streams. A data stream is defined as a distinct collection of
data within the file that may be changed independently from
other distinct collections of data within the file. For |
example, a file may contain its normal data and may also
contain extended attribute data. A user may change the
extended attribute data without modifyinglany of the normal
data or vice versa. The Distributed Storage Ménager prog;aﬁ-é&
further divides each data st#eam into one or more binary
objects. If the size of the data stream is equal to or less
than a previously defined convenient maximum binary object size
(curréntly one (1) megabyte), then a sihgle binary object
represents'the data stream. If the data stream is larger than
the maximum binary object siae, then the Distributed Storage
Manager program 24 divides the data stream into multiple binary
objects, all but the last of which are equal in size to the
maximumvbinary object size. A Binary Object Identification
Reco%d 58 is created for each binary object that comprises the
file which was backed up during the backup cycle identified by

the Backup Cycle Identifier 46 of a particular Backup Instance
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Record 42. Each Binary Object Identification Record 58
includes the following cqmponents:'(l) Link to Backup Instance
Record 60; (2) Binary Object Stream Type Gzl(e.g., data,
extenﬁed attributes, security); (3) Binary Object Size 64; (4)
Binary Object CRC32 66 (explained more fully hereinbelow); (5)

Binary Object LRC 68 (explained more fully hereinbelow); (6)

" Binary Object Hash 70 (explained more fully hereinbelow); and

(7) Binary Object Offset 72 (explained more fully hereinbelow).
The.Binary Object Size 64, Binary Object CRC32 66, Binary
Objec£ LRC 68 and Binary Object Hash 70 comprise the Binary
Object Identifier 74 which is a unique identifier.for each
binary object to be backed up and is discussed in more detail
below.

The Distributed Storage Manéger prégram 24 also builds and
maintains the Backup Queue Database 26 on one of the disk
drives 19 6n each local computer 20 in the networked computer o
system 10 according to the structure illustrated in FIG. 4. |
Each entry (Backup QueueIRecoxd'75) in the Backup Queue
Database 26 is comprised of the following components: (1)
Record Type 76 (identifies tﬁe file as eithgr a directory file
or a regular file); (2) File Location 78 (name of the directory
in which the file resides); (3) File Name 80 (name of the
file); (4) File Status 82 ("new", "modified" or "deleted"); (5)
File Eize 84; (6) Last Modified Date)Time 86; (7) Last Access
Date/Time 88; (8) File Attributes 90 (e.g., read-only, systen,
hidden); and (9) File Priority 92 (explained more fully
hereinbelow).

The operation of the Distributed Storage Manager program
24 may bé illustrated by way of the flow charts depicted in
FIGS. 5a through Si. For explanation purposes, the Distributed

Storage Manager program 24 is divided into several distinct
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skill in‘the art will recognize, however, that each of the

distinct functions operates in cooperation with the other

i

functions to form a unitary computer program. Those of
ordinary skill in the art will also recognize that the
following discussion illustrates the operation of the
Distributed Storage Manager program 24 on a single local
computer 20, although it should be understood that the
Distributed\storage Manager program 24 operates in the same‘
fashion on each local computer 20 on the networked computer
system 10. The Distributed Storage Manager program 24 can
either be executed on user demand or can be set to execute

periodically on a user-defined schedule.

1. Identification of Binary Objects to be Backed Up

In the flow chart of FIG. 5a, execution of the Distributed
Storage Manager program 24 begins at step 100 where the Backup
QueuelDatabase 26 1is built by creating a Backup Queue Record 75
for each File Identification Record 34 found in File Database
25, 1In this way, a list of files that were backed up during
the previous backup cyéle is established so that it can be
determined which files need to be backed up during the current
backup cycle. To creaﬁe each Backup Queue Record 75, the
Backup Instance Record 42 representing the most recent backup
of the file represented by each File Identification Récord 34
is located. This determination is made by examining the Backup
Cycle Identifier 46 in each Backup Instance Record 42. The

Backup Cycle Identifier 46 may represent either a date

- (month/day/year) or numerical value assigned to a particular

backup éycle. The Backup Queue Record 75 is comprised of
certain of the data fields of both the File Identification

Record 34 and the Backup Instance Record 42. During.the

rransaa nf rrasting oacrh Racrlum Miets Bacard TH *tho Wila
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Status field 82 is sét to "DELETED". However, if the Delete
Date field 56 of the most recent Backup Instance‘Recora'42
associated with the File Identification Record 34 cﬁrrently
beinq‘processed is non-zero, indicating that the file has been
previéusly deleted, then‘no Backup'Queue Record 75 is created
for that File Identification Record 34, 1If the 5ackup that is
currently being processed for the local computer 20 is not a
full backup (i.e., all files on all disk drives 19 on the local

computer 20), then the Distributed Storage Manager program 24

© will only create Backup Queue Records 75 for those files that

match the backup specifications. For example, if only those
files that have a file extension of ".EXE" are to be backed up,
then only File Identification Records 34 that correspond to
".EXE" files will be processed.

Program control then continues with step 102 where the
Distributed Storage Manager program 24 of the present invention
scans all diék drives 19 on the local cémputer 20 that are to
be backed up. This operation consists of scanning the |
directory hierarchy on each disk drive 19 on the local computé;:'
20 and returning to the Distributed Storage Manager program 24I
certain file block information for each of the directory files
and régular files that are stored on the disk drives 19 to be
backed up. A typical computer operating sysﬁem maintains a
file block for each file sto;ed on the system which includes
information such as file ldcation, file type, user-assigned
file namé, file éize, creation date and time, modify date and
time, access date and time and file attributes. This operation
may be controlled by some parameters that indicate which
drives, directories and files are to be backed up during a
backup operation. However, the default operétion is to back up
all files on all disk drives 19 on the local computer 20.

Program control then continues with step 103 where the
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Distributed Storage Manager program 24 detgrmines whether the
file block information for an additional file has been located
on the disk drives 19. If an additional file has‘been located,
program control continues with step 104. If an additional file
has not been located, progrém control continueé with step 116,
In step 104, the Distributed Storage Manager pfogram 24
determines whether a Backup Queue Record 75 exists for the
located file by cdmparing the file3s file block information to
the informa£ion stored in Backup Queué Database 26, If such a
Backup Queue Record 75 does not exiét”fi.e.,'this is the first
time this file will be backed up), program control continues

with step 106 where a Backup Queue Record 75 for the- file is

created using the information contained within the file's file

block. The File Status field 82 for the newly created Backup
Queue Record 75 is set to "NEW". Program control then
continues with step 108 where a user~defined priority is
assigned to the file and stored in the File Priority field 92
of the Backup Queue Record 75. This user-defined priority may
be assigned to the file by methods that are well-known to those
of ordinary skill in the art. The use of the File Priority
field 92 by the Distributed Storage Manager program 24 is
discussed in more detail hereinbelow.  Program control is then
retukned to step 102.

; If the Distributed Storage Manager program 24 determines,
in step 104, that a Backup Quéue Record 75 exists in the Béckub -
Queue Database 26 for the located file, program controi |
continues with'step 110 where it is determined whether any
change has been made to the file. This determination is made
by comparing the informaticén in the %ile's file block with the
information stored in the file's Backup Queue Record 75, 1If |
any of the values have changed, program control continues with

step 112 where File Status field 82 is set to "MODIFIED" and
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the fields in the Backup Queue Record 75 are updated from the
file's file block information. Program control then continues
with step 108 where a user-defined priority isvassigned to the
file and stored in File ériority field 92; program control is
thén returned to step 103. If the determination is made in
step 110 that no change has,been-madé.to thé file,vthen, in
step 114, the Backup Queﬁe Record 75 is deleted from the Backup
Queue Database 26 since the file does not need to be backed up.
?olldwing step 114, program control is returned to step 102.

If the Distributed Storage Manager program 24 determines,

. in step 103, that an additional file has not been located,

program control continues with step 116. In step 116, the
Distributed Storage Manager program 24 reads each Backup Queue
Record 75 in Backup Queue Database 26, one at a time. The |
Backup Queue Records 75 in Backup Queue Database 26 represent
all of the files that must be backed up by the Distributed
Storage Manager program 24 during the present backup cycle.
Progrém control continueé with step 117 where Ehe Distributed
Storaée Manager program 24 determines whether a next Backup
Queue Record 75 has been located in Backup Queue Database 26.
If a next Backﬁp Queue Record.75 has been 1o¢a£ed, progranm
control continues with step 118; otherwise, program control
continues with step 119, where the routine illustrated by the
flow chart of FIG. 5a is terminated. 1In step 118, the
Distributed Storage Manager ﬁrogram 24 determines whéﬁher the
File status field 82 in the Backup Queue Record 75 currently
being processed is set to "DELETED". If the File Status field
82 is set tq "DELETED"; program control continues with step 120
where the Delete Date field 56 in the most recent Backup
Instance ‘Record 42 associated with the file identified by the
Backup Queue Record 75 currently being processed is set to the

N

current date. A list of all Binary Object Identification
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Records 58 associated with the Backup Instance Record 42 for
the file identified by the Backup Queue Record 75 currehtly
beinggprocessed is placed in a delete queue (not shown) that
will ﬁe’used by Distribﬁ@ed Storage Manager program 24 to
delete all Binary Object Identification Records 58 for binary
objects that have been deleted from the disk drives 19 of local
computer 20. Program control then continues with step 122
where the Backup Queue Record 75 currently being processed is
deleted from the Backup Queue Database 26. Program control is
then returned to step 116.

If the Distributed Storage Manager program 24 deﬁermines,
in step 118, that the File Statﬁs‘field 82 of the Backup Queue
Record 75 currently being processed is not Set'to "DELETED",
program control continues with step 124 whéreithe Distributed
Storage‘Manaéer program 24 determings whether the File Status
field 82 of the Backup Qﬁeue Record 75 currently being

processed is set to "NEW". If the File Status field 82 is set

to "NEW", program control continues with step 126 where a File

Identification Record 34 is created in File Database 25 using

the information stored in the Backup Queue Record 75 currently

" being processed. Program control then continues with step 130.

If the Distributed Storage Manager progranm 24 determines, in
step 124, that the File Status field 82 of the Backup Queue
Record 75 currently being processed is pot set to "NEW" (i.e.,
the file has been modified since the last backup cycle),
program control continues with step 128 wheré the File
Identification Record 34 associated with the file identified byi‘
the Backup Queue Record 75 currently beinqiprocessed is‘15cated
in the File Database 25. Program control then continues with
step 130: In stép 130, the Distributed Storage Manager program
24 creates a new Backup Instance Record 42 in the File Database

25 for the file identified by the Backup Queue Record 75
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.currently being processed. The Backup Instance Record 42 is

createa using information stored in the associated File
Identification Record 34 and the Backupqueue Record 75
currently being processedl The Backup Cycle Identifier 46 is
set to indicate that the file is to be backed up during the
current backup cycle. The Delete Date field‘56 is initialized
to "zero". The Insert Date field 57 is set to the current
date.

Program control then continues with step 132 where the
Distributed Storage Manager program 24 separates the file
identified by the Backup Queue Record 75 currently being
processed into its component data streams. Each data stream is
then processed individua}ly. Those of ordinary skill in the
art will recognize ﬁhat these data'streams may represent

regular data; extended attribute data, access control list

data, etc. ,Prograﬁ control continues with step 134 where the

" Distributed Storage Manager program 24 determines whether each

of the data streams cﬁrrently being processed is larger than
the maximum binary object sizeé (currently one (1) megabyte).
If the data stream is larger than one (1) megabyte, program
control continues with step 136 where the data stream currently
being processed is segmented into multiple binary objects
smaller in size than one (1) megabyte. Either following step
136 or, if the determination is made in step 134 that the data
stream currently being processed is not larger than one (1)
megabyte (and, thus, the data strean is’represenped by a éingle
binary object), program control continues witﬁ step 138.

In step 138, d Binary Object Identification Record 58 is‘M
created in File Database 25 for each of the binary objects
currently being processed. Each of these Binary Object

Identification Records 58 are associated with the Backup

Trmeodtarnr~a DamavAd A9 Avaatbad 4n abawm 190 Mhs D vmawery Al Aasde
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Identifier 74 portion 6f each Binary Object Identification
Record 58 is comprised of the Binary Object Size field 64, the
Binary Object CRC32 field 66, the Binary Object' LRC field 68
and the Binary Object Hash field 70. Each of the fields of the
Binary Object Identifier 74 may be four (4) bytes in length and
is calculated from the contents of each binary object. The
Binary Object Size field 64 may be set equal to the byte-size
of the binary object. The Binary‘Object CRC32 field 66 may be
set equal to the standard 32-bit Cyclical Redundancy Check
number calculated against the contents of the binary object
taken one (1) byte (8 bits) at a time. Those of ordinary skill
in the art will readily recognize the manner in which the

Cyclical Redundancy Check number is calculated. The Binary

Object LRC field 68 may be set equal to the standard

Longitudinal Redundancy Check number calculated against the
contents of the binary object taken four (4) bytes (32 bits) at

a time using the following algorithm:

BINARY OBJECT LRC = (initialized value)

for each double word (32 bits) of the binary object data:
LRC = LRC (XOR) double word of binary object data

end loop

The Binary Object Hash field 70 is calculated against the

contents of the binary object taken one (1) word (16 bits) at a

time using the following algorithm: .

HASH = (initialized value)
for each word (16 bits) of the binary object:

rotate current HASH value by 5 bits

'HASH = HASH + 1 .

HASH = HASH + (current word (16 bits) of binary object)
end loop

i
i
i

Since the Binary Object Identifier 74 is used to uniquely

identify a particular binary obiject, it is important that the

.possibility of two different binary objects being assigned the
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same Binary Object Identifier 74 be very small. This is the
reaeon for implementing the Binary Object Identifier 74 using
128 bits end four separate calculations. Although a Binary
Object Identifier 74 may be calculated in various”ways, the key
notion is that the Binary Object Identifier is calculated from
the contents 6f the data instead of from an external and
arbitrary source. By:incorporating the Binary Object Size
field 64 within ﬁhe Binary Obﬂect Identifier 74, oniy binary
objects that are exactly the same size can generate duplicate
Binary Object Identifiers 74. Further, the calculations used
to determine the Binary Object CRC32 field 66, the Binary
Object LRC field 68 and the Binary Object Hash field 70 are
relatively independent of each other. Using the calculations
set forth above,. the probablllty that the Distributed Storage
Manager program 24 will generate the same Binary Object
Identifierv74 for two different binary objects is extremely
low. Those of ordinary skill in the art will recognize that
there exist many different ways of establishing the Binary
Object Identifier 74 (e.g., establishing a Binary Object

Identifier 74 of a different length or utilizing different

~calculations) and that the procedure set forth above is only

one way of establishing the Binary Object Identifier 74. The
critical feature to be recognized in creating a Binary Object
Identifier 74 is that the identifier should be based on the
contents of the binary object so that the Binary Object
Identifier 74 changes when the contents of the binary object
changes. In this way, duplicate binary objects, even if
resident on different types of computers in a heterogeneous
network, .can be recognized from their 1dentlcal Blnary Ob]ect
Identgflers 74.

Program control then cpntinues with step 140 where the

Distributed Storage Manager program 24 identifies which binary '
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objects must be backed up during the current backup cycle. If
£he File Status field 82 of the Backup Queue Record 75
currently being processed is set to "NEW", then all binary
objects associated with the file identified by the Backup Queue
Record 75 currently being processed must be backed up during
the c&rrent backup cycle. If the File Status field 82 is set
to "MODIFIED", then only those binary objects associated with 
the file that havé changed must be backed up. Those binary(
objects that have changed are identified by éomparing the
Binary Object Identifiers 74 calculated in step 138 with the
corresponding Binatry Object Identifiers 74 associated with the
next most recent Backup Instance Record 42 for the file
identified by the Backup Queue Record 75 currently being
processed. The Binary Object Identifiers 74 calculated in step
138 are compared against their coﬁnterparts in the File
Database 25 (e.g., the Binary Object Identifier 74 (as
calculated in step 138) that identifies the first binary object
in the file (as determined by the Binary Object Stream Type
fieldlsz and the Binary Object Offset field 72) is compared to
the Binary'object Identifier 74 (associated with the next most
recent Backup Instance Record 42) for the first binary object
in thg file). This procedure allows the Distributed Storage
Managér program 24 to determine which parts of a.file have
changed and only back up the changed data instead of'bécking up
all of the data associated with a file,when only a small
portion of the file has been modifiéd. Program'coﬁtrol is then

returned to step 116.

2. Concurrent Onsite/Offsite Backup

The Distributed Storage Manager program 24 performs two

- concurrent backup operations. In most cases, the Distributed

Storage Manager program 24 stores a compressed copy of every
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binary object it would need to restore every disk driveﬁ19 on
every local computér 20 somewhere on the local area network 16
other than on the local computer 20 on which it normally
resides., At the same tiﬁé, the Distributed Storage Manager

program 24 transmits every new or changed binary object to the

‘remote backup file server 12. Binary objects that are

available in compressed form on the local area network 16 can
be restored very quickly while the much greater storage
capacity on the remote backup file servér 12 ensures that at
least one copy of every binary object is stored and that a
disaster that destroys an entire site would not destroy all
copieé of that site's data.

. The Concurrent Onsite/Offsite Backup routine begins at
step 200 of the flow chart illustrated in FIG. 5b where the
Distributed Storage Manager program 24 compiles a list of those |
binary objects that are to be backed up during the current o
backup cycle. Those binary objects whiqh must be backed up
during the current backup cycle are identified in step 140 of
the flow chart of FIG. 5a. Those of ordinary skill in the art
will recognize, however, thaf the Concurrent Onsite/Offsite
Backup routine may be performed independently of the routine
illustrated ih FIG. 5a. - Program control then continues with
step 202 where the Distributed Storage Manager program 24
identifies whether there are any additionai binary objects to
be péocessed. If no additional binary objects are’to be
procéssed, program control is transferred to stép 204 where the
Concurrent Onsite/Offsite Backup routine is terminated.
Otherwise, program control continues with step 206 where the
binary object currently being processed is compressed and

stored in a compressed storage file 32 (FIG. 2) on one of the

disk drives 19 on a local computer 20 on the local area network

1R mbhay +han +he Tacal Aeamritbar 90 An whicrk Fha Wl maoeeg A
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is currently stored. The compresseéd storage file 32 is used to
allow the Distributed Storage Manager program 24 to pack
several smaller compressed binary objects into a larger unit
for storage. This is required to reduce the number of files
that the Distributed stgrage Manager program 24 must manage and
to ensure that the Distributed Storage Manager program 24 does
not create many "small" files since most file systems allocate
some minimum amount of space to store a file even if\the actual
file contains less data than the allocated space. The purpose
behind storing the backup copy of a binary object on a disk

drive 19 on a different local computer 20 is to ensure that if

- the ﬁirst disk drive 19 or local computer 20 failé, the backup

copiés of the binary objects are not lost along with the
original‘coﬁies of the binary objects. |
Program control then continues with step 208 where each
compressed storage file 32, when iﬁ reaches a maximum
manageable size (e.g., two (2) megabytes), is transmitted to
the remote backup file server 12 (FIG. 1) over wide area
network 14 for long~term storage and retrieval., Upon arrival
of the compressed storage file 32 at the remote backué file

server 12, software resident on the remote backup file server

12 routes the compressed storage file 32 for ultimate storage

to magnetic tape or other low cost storage media. The backu§ ;‘
copy of a binary object which is méintainéd in the compréssed
storage file 32 on one of the disk drives 19 on oné of the
local computers 20 is only the most recent version of each
binary object that is backed ﬁp while the backup copy of the
binaky object stored on the remote backup file server 12 is
kept until it is no longer needed. Since most restores of
file; on a local area network 16 consist of requests to restore
the most recent backup version of a file, the local copies of

binary objects serve to handle very fast restores for most
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restore requests that occur on the localtareavnetWOrk 16, If.

the local backup copy of a file does not exist or a prior
versién of a file is requireq, it must be resﬁored from the
remote backup file server 12. Program control then continues
with étep 210 where the Distributed Storage Manager program 24
determines whether sufficient space is available  in the space
allocated for compressed storage files 32 on the disk drives 19
on local computers 20 for storage of the binary object
currently being processed. If sufficient space is available,
program control is returned to step 200, 'Otherwiée, the binary
object currently being processed is deleted from the disk drivé
19 on which it was stored after transmission to the remote

backup file server 12 has been completed. Program control is

then returned to step 200.

3, File Prioritization

The file prioritization procesé performed by the

Distributed Manager Storége program 24 is handled by four

| .
interrelated routines of that program: (1) Backup/Restore

| . .
Routine; (2) Compression Routine; (3) Local Storage Routine;
, ‘ ,

and (4) Resource Allocation Routine. Each routine will be

~ described in turn. In the following discussion, when one of

the féur routines is discussed, it should be understqéd that‘it
is the Distributed Storage Manager'program 24 that is executing
the functions of that routine. The Backup/Restore Routine, the
Local Storage Routine and the COmpressioanoutine may be
executedvon each of the local computers 20 on the networked
computer system 10 while the Resource Allocation Routine is
executed on only one of the local computers 20 on the networked
computer system 10. This execution scheme permits the
resources of any available local computer 20 on any of the

local area networks 16 to be utilized accqrding to its |
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availability. Furthermore, more than one local computer 20‘may
be utilized to complete any high-priority tasks required to be
completed within a specified time frame. An advantage of the
process of prioritization of files is that it allows the
Distributed Storage Manager program 24 to effectively deal with
a situation where local storage and wide area ﬁétwork |
transéissiqn resources are limited. The Distributead Stdraée
Managér program 24 is also able to keep track of data which is
not sﬁored locally or transmitted to the remote backup file
server 12 in any given backup cycle and then attempt to resume
these prdcesses during the next backup cycle.

The Backup/Restore Routine is illustrated in the flow ,
chart shown in FIG. 5c. In step 300, the Distributed Storage
Manager program 24 initiates the Backup/Restore Routine by
locating the highest priority binary object scheduled for
backﬁp on the local computer 20 on which the Backup/Restore
Routine is executing. The identities of the binary objects to
be backed up and their respective priorities were determined by
the Distributed Storage Manager pfogram 24 in the flow chart of
FIG. 5a. Those of ordinary skill in the art will recognize,
fhowever, that the file prioritization routines of the
Dlstrlbuted Storage Manager program 24 may be utilized
1ndependently of the process 1llustrated in the flow chart of
FIG. $a. Program control then continues with ‘step 302 where
the Backup/Restore Routine of the Distributed Storage Manager
program 24 determines whether a binary object to be backed up
has been located. If not, program control continues with step

304 where the Backup/Restore Routine is terminated. Otherwise,

. program control continues with>step 306 where the

Backup/Restore Routine of the Distributed Storage Manager
program 24 sends a nmessage to the Resource Allocation Routine

indicating the priority of the highest priority binary object
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that the Backup/Restore Routine has located. Prograﬁ control
then continues with step 308 where the Backup/Restore Rbutine
waits for é.message from the Resource Allocation Routine
indicating which Compresgion Routine is available to compress
and store the highest priority binary object located by the
Backup/Restore Routine. 1In this way, the Distributed Storage
Manager program 24 is able to perform not only local computer
26 based file prioritization but also networked computer system
10 based file prioritization. This is accomplished by havinq
the Resource Allocation Routine examine the priority of the
highest priority binary object located by each Backup/Restore
Routiﬁe and then allocating compression resources to the
Backup/Restbre Routine which has the highest.priority bina;f
object to compress. | f |

Program control continues with step 310 where the
Backup/Restore Routine receives a message from the Resource
Allocation RQutiﬁe'indicating that a Comﬁression Routine is
available for binary object compression. The Backup/Restore
Routine then sends a'list‘of uplto forty (40) binary objects or
up to one (1) megabyte of uncompressed binary objects to the
Compression Routine st&rting with the highest priority binary
object that the Backup/Restore routine has identified for
backup. The reason to limit the number or size of binary
objects that are sent to a Compression Routine is to allow the
Comprgssion-Routine to work for a limited amount of time on the
binar§ objects for one Backup/Restore Routine before Eecoming
availdble to work on another Backup/Restore Routine's binary
objecfs.

The Compression Routine performed by the Distributed

Storage Manager program 24 is illustrated in the flow chart

depicted in FIG. 5d. Program control begins at step 312 where

the Compression Routine of the Distributed Storage Manager
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program 24 sends a message to the Resource Allocation routine

indicating that the Compression Routine is available to
compress binary objects. Program control then continues with
step 314 where the Compression Routine waits for a compress
message from a Backup/Restore Routine indicating which binary
objects are to be compressed. The compress message includes
the File Namé 40 from Identification Record 34, the Binary
Object Stream Type field 62 from the Binary Object
Identificatién Record 58 and the Binary Object Offset field 72
from the Binary Object Identification Record 58 for each binary‘

object to be compressed. The binary objects are placed in a

compression queue (not shown) for processing by the Compression

Routine. ' Program control then continues with step 316 where
the Compression Routine sends a message to the Resource
Allocgtion Routine to determine which Local Storage Routine has
spacelavailable for storage of compressed binary objects.
Progr%m control then continues with step 318 where the
Compression Routine requests allocation of a compressed storage
file 32 from the Local Storage Routine £hat has indicated
availability of storage space. Program control continues with
step 520 where the binary object is compressed and stored in
the allocated compressed storage file 32. JPfograﬁ contfollthen
continues with step 322 where the Compression Routine |
determines whether there are more binary objects in the
compress queue, If there are no more binary objects present in
the compress queue, program control returns to step 312. If
more binary objects are present, program control continues with
step 324 where the Compression Routine determines whether the
allocated‘compressed storage file 32 is full. If not, program
control is returned to step 320. Otherwise, program control is
returéed to step 316 whereithe Compression Routine sends a

message to the Resource Allocation Routine to determine which
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Local Storage Routine has spadce available for4storage,of
compressed binary objects. ,

The Local Storage Routine executed by the Distributed
Storage Manager program 24 is illustrated in the flow chart
depicﬁed in FIG. 5e. Thé Local Storage Routine is responsible
for m;naging storage file space on a particular local computer
20. éroéram control beings at step 326 where the Local Storage
Routine of Distributed Storage Manager program 24 sends a
message to the Resource Allocation Routine indicating the
amount of storage space it has available for allocation of
coméressed'storage files 32. The Local Storage Routine

determines the amount of space it has available for allocation

of compressed storage files 32 by determining the total amount

‘of free space on its disk drives 19 and then determining how

must space must be left as "free space". The amount of
required "free space" is user-specified. Program control
continués wiih‘step.szslwhere the Local Storage Routine waits
for a request from a Compression Routine for allocation of a

compressedfstorage file 32. Upon receipt of such a request,

- program control continues with step 330 where the requested

éompréssed storage file 32 (e.g., two (2) megabytes in size) is
allocéted. The Local Storage Routine then returns a message to
the requesting Compression Routine indicating the name and
location of the compressed storage file 32 that has been
allocated. Program control is then returned to step 326.

The Resource Allocation Routine performed by the
Distributed Storage Manager program 24 éf the present invention
is depicted in the flow chart of FIG. 5f. Thé Resource
Allocation Routine is a process that responds to messages ffoﬁaf‘
other routines of the Distributed Storage Manager progrém é4
and allocates resources between resource requesters and

resource providers. Program control begins with step 332 where
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the Resource Allocation Routine executed by the Distributed
Storage Manager program 24 waits for a message from a
Distributed Storage Manager program 24 routiné. When a message
is received, program control continues with;étep'334 where the‘ﬁw
Resource Allocation Routine determines whether the message is
from a Backup/Restore Rouﬁine transmittiné information relating
to itg highest priority binary object for compression. If such
a meséage is received, program control continues wiﬁh step 336
wherefthe Resourée Allocation Routine stores this information
in an internal table containing Backup/Restore Routine status
information. The Resource Allocation Routine then scans this
status information table to ascertain which Backup/Restore
Routine has the highest priority binary object for storage.
Program control then continues with step 338 where the Resource
Allocation Routine determines whether any Compression Routine
is‘available to process the highest priority binary object. If
no Compression Routine is available for proceésing, program
control is returned to sfep 332. If an available Compression
Routine is,located, program control continues with step 340
where the Resource Allocation Routine transmits a message to
the requesting Backup/Restore Routihé indicating which
Compression Routine is available to compress the binary object.
In éddition, the Resource Allocation Routine marks the
Compression Routine as_“wciking" in an internal table
containing Compression Routine information. 'Program controi is
then returned to step 332.

- If the Resource Allocation Routine»determiﬁes, in step
334, that the received message is not from a Backup/Restore
Routine, program control continues with step 342 where the
Resource Allocation Routine determines whether the received'
message is from a Compression Routine indicating that the

transmitting Compression Routine is available for processing.
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If the received message is from a Compression Routine, program

control continues with step 344 where the Resource Allocation
Routine marks the transmitting Compression Routine as‘
"available" in its internal table containing Compression
Routine information. Program control then contiﬁues with step
336.

If the Resource Allocation Routine determines, in step
342, that the received message has not been transmitted from a
Compressibn Routine indicating its availability for proceséinq,
program control continues with stép 346 where the Resource
Allocation Routine determines whether the received message(is
from a Local Storage Routine indicating thé amount of storage
space that the Local Storage Routine has available. If the
recei§ed meSSage'is from a Local Storage Routine, Program
contrél continues with step 348 where the Resource Allocation
Routine locates the transmitting Local Storage Routine'in an
internal table containing Local Storage Routine information and
saves the storage space information transmitted by the Local
Storaée Routine. Program control then continues with step 354.
If the Resource Aliocation Routine determines, in step 346,
that the received message is not from a Local Storage Routine,
program control continues with step 350 where the Resource
Allocation Routine determines whether the received message is
from a Compression Routine requesting a compressed storage file
32. If the Resource Allocation Routine determines that such a
message was received, program control continues with step 352

where'the identity of the requesting Compression Routine is

i

added to a "space requeét list". ©Program control then
continues with step 354. If the Resource Allocation Routine
detefmiﬁes, in step 350, that the received message is not from

a Compression Routine requesting a compressed storage file 32,
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In step 354, the Resource Allocation Routine determines
whether any Compression Routines are waiting for allocation of
a com$resse§ storage file 32 by examining the "space request
list",i If no such Compression Routines are in the "space
request list", program control is fefurned to step 332. If the
identity of such a Compréssion Routine is found in the "space

request list", program control continues with step 356 where

the Resource Allocation Routine determines whether any of the

" Local Storage érocassors has any available space by examining

. the information in its internal table containing Local Storage

Routine information. When a Compression Rout ine requests a
compressed storage file 32, the Compression Routine identifies
the name of the local computer 20 on which the Backup/Restore
Routine is executing and on whose behalf it is compressing
binary objects. This allows the Compression Routine to request
a compressed storage file 32 on a local computer 20 other than
the local computer 20 on which the binary object to be stored
residgs. Otherwise, the backup copy of the binary object hay
be stgred on the same local computer 20 as the original binary .|
objecE whereby a disk.drive failure would result in losing bogﬁu
the ofiginal and backup copies. The Resource Allocation
Routine uses the information supplied by the Compression
Routine to ensure that the requested compressed storage file 32
is allocated on a local ccmpﬁter 20 other than the loéal
computer 20 from which the binary object originated. If
available storage space is located, program control continues
with step 358 where the Resource Allocation Routine transmits a
message to the next.Compression Routine in the "space request
list" indicating which Local Storage Routine has allocated an
available compressed storage file 32, Program control is then

returned to step 354.
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If the Resource Allocation Routine determines, in step
356, that no storage spéée is available, program control
continues with step 360 where the Resource Allocation Routine
determines whether there are any compressed storage files 32
that are maintained by any of the Local Stofage Routines which
have A lower priority that the binary object currently being
proceﬁsed. If so, program control‘continues with step 362
where |a message ié transmitted to the Local Storage Routines
instrdcting the Local Storage Routines to delete éome of the

low-priority compressed storage files 32 to make room for

“higher priority binary objects. After these lower~priority

compressed storage filesv32 are deléﬁed by the Local Storage
Routines, the Local Stdréqe Routines will transmit new status
messages to the Resource Allocation Routine. Program control
is then returned to step 332. If no lower-priority compressed

storage files 32 are located in step 360, program control

. continues with step 364 where the Resource Allocation Routine

transmits a message to the Local Storage Routines with
instructions that from that time forward, any allocated
compressed storage files 32 are to be deleted after the
conteqts of the compressed storage files 32 have beeh
succeésfully transmitted to the remote backup file server 12
for 1éng—term storage. Program control is then returned to

step 332.

4. Granularization of Files

The most important class of "large" files on computer
systems such as networked computer system 10 is databases.
Typically, on a given day, only a small percentage of the da;a
in a large database is changed by the dsers of that database.
However, it is likely that séme data will be changed in each

one of the (1)‘megabyte binary object segments that are created
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in step 136 of the flow chart depicted in FIG. 5a. As a
result, in most cases, the entire "large" database file would
have to be backed up to the remote backup file server 12.
However, the Distributed'storaqe Manager progranm 24 of the
present invention utilizes a technique of subdividing large
database files into "granules" and then tracks changes from the
previous backup copy at the "granu;e" level. The "granule"
size utilized by the Distributed Storage Manager program 24 may
be one (1) kilbbyte although those of ordinary skill in the art
will recognize that any "granule" size that produces the most
effic%ent results (in terms of processing time and amount of
data éhat must be backed up) may be utilized. This technique
of subdividing files into "granules" is only used to reduce the
amount of data that must be transmitted to the remote backup
file server 12 and is not utilized in making backup copies of
binary objects for storage on local computefs 20.

The operation of the Distributed Storage Manager program
24 in subdividing files into "gfanules" is illustrated in the
flow chart aepicted in FIG. 5g. . This "granularization"
procedure is performed for "1arge"‘fiiés following step 136 of
the flow chart of FIG. 5a. Program control begins at stepqgoo
where the Distributed Storage Manager program 24 identifies
whether the binary object cdrrently being processed is.a

éegment of a "large" database-like file. Program control then

continues with step 402 where the Distributed Storage Manager

program 24 determines whether this is the first time that the
binar& object currently being processed is being backed up

using the "granularization" technique. If so, program control
continues with step 404 where the Distributed Storage Manager
program 24 creates a "shadow file" which contains a "contents
identifier" for each "granule" in the binary object currently

being processed., Each "contents identifier" is composed of a
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standard 32-bit Cyclical Redundancy Check number which is

‘calcullated against the contents of the "granule" and a 32-bit

hash Aumber which is calculated against the contents of the
"grandle" in the same manner described in relation to step 138
of the flow chart depicted in FIG. 5a. Those of ordinary skill
in the art will readily recognize the manner in which the
Cycliéal Redundancy Check number is calculated. Each time fhat
the binary object is to be backed up, the Distributed Storage
Manager program 24 can calculate the "cdnteﬁté identifier" for
each "granule" in the binary object and then compare -it to the
"contents identifier" of the "granule" the last time the binary; 
object was backed up and determine if the ”granulé" has 
changed. This allows the Distributed Storage Manager program
24 to determine what data within a binary object has changed
and only back up the chanqedhdata instead of the entire binary
object. Program control then continues with stép 406 where the
Distributed Storage Manager program 24 calculates a "change
identlfier" fSr each "granule" of the 5inary object and stores
it in;the "shadow file" for that binary object. Program
contrél then continues with step 408 where the binary object is
compressed into a compressed storage file 32 which becomes the
most recent complete copy of the binary object for later
reconstitution of the binary object as is discussed more fully
hereinbelow. The contents of the compressed storage file 32 is
then £ransmitted to the remote backup file server 12 for long-
term storage and retrieval. Program control'is then returned
to step 400.

If thelDistributed Storage4Manager program 24 determines,
in step 402, that this is not the first time that the binary
object currently being pfoéessed is being backed up using the

"granularization" technique, program control continues with

step 410 where the Distributed Storage Manager program 24
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calculates the "contents identifier" for each "granule"kﬂ
Program control continues with step 412 where each newly-
calculated "contents identifier® is compared to the
corresponding "contents identifier"'for the "granule" in the
"shado@ file". If the téo values are equal, program control
ccntiﬁues with step 414 where the Distributed Storage Manager
progrgm 24 determines whether the last "granule" of the binary

object has been processed. If so, program control is returned

- to step 400; otherwise, program control continues at step 410,

If the "contents identifiers" are not found to be equal in step
412, the “granule" has changed and program control continues
with step 416 where the "shadow file" is updated with the
newly-calculated "contents identifier" for the "granule".
Program control then continues with step 418 where the changed
"granule" is compressed into a compressed storage file 32 using
a special format that identifies the "granule". All changed
"granules" for the "data stream" currently being processed‘are
packed together in thé same compressed storage file 32. The
contents of the compressed storage file 32;ié then transmitted)w
to the remote backup file server 12 for long~-term storage and
retriéval.‘ If the Distributed Storage Manager program 24
determines that a large percentage of the "granules" in the
binary object have changed (é.g‘, 80%), then the entire bihary
ocbject is‘backed up to the remote backup file server 12.

The operation of the Distributed Storage Manager program
24 in reconstituting, on a local computer 20, a binary object
that has been transmitted to the remote backup file server 12
using the "granularization" technique illustrated in FIG. 5g is '
illustrated in the flow chart depicted in FIG. 5h. Program
control Eegins at step 420 where the Distributed Storage
Manager program 24 creates a work area on the remote backup

file server 12 that is equal in size to the total uncompressed




10

15

20

25

30

size of the binary object that is to be reconstituted. Program
control continues with étep 422 where the most recent complete
copy of the binary object to be reconstituted is located on the
remote backup file server 12 and is decompressed into the work
area. Program control then continues with step 424 whefe the
Distributed Storage Manager program 24 creates a bitmap with
one bit representing each granule 6f the binary object to be
reconstituted. 1Initially, all bits in this bitmap are set to
zero (0). Each bit in the bitmap is used to indicate whether
the granule associated with that bit has been restorednto the
most y;cent complete copy of the‘bina:y object. Progranm
controﬁ then continues with:step 426 where the Distributed
Storage Manager program 24 locates the most récent
"granularized" copy of the binary‘object that was stored on the
remote backup file server 12. Each time that step 426 is

executed, the next most recent "granularized" copy of the

-binary object is located. This process continues until all

bits in the bitmap are set to one (1) or untii there are no
more "granularized" copies of the binary object that are newer
than the most recent complete copy of the binary object. At
that point, the binary object will have been reconstituted and
will be ready to be restored to the local computer 20.
Following step 426, program control continues with'step 428
where the Distributed Storage Manager program 24 determines
whether aﬁother "granularized" copy of the binary ogject haé
been lbcated. If so, program control continues with step 430
where the Distributed Storage Manager program 24 obtains the.
list of "granules" in the "granularized" copy of the binary
object ju;t located. If another "granularized" copy of the
binary object is not located in step 428; program control
continues with step 438 where'the reconstituted binary object

is restored to the local computer 20. Following step 430,
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progr#m control continues with step 432 where, starting with
the first "granule" in the "granularized" coﬁy of the binary
objecé, the Distributed Storage Manager program 24 determines a
whether the bit for this "granule" in the bit map is set to
zero (0). If the bit is set to one (1), a more recent copy of
the "granule" has already been decompressed and copied into the
work area. If the bit is set to zero (0}, program control
continues with step 434 where the "granule" is decompressed and
copied into the work area at the correct location for that
"granule". After copying the "granule" to the work area, the-
Distributed Storage Manager program 24 sets the bit within the
bitmap for the "granule" to .one (1). If the Distributed Storage
Manager program 24 determines, in step 432, that the bit is not
set to zero (0), program control continues with step 440 where

the Distributed Storage Manager program 24 determines whether

' there are any more "granules" to be processed in the current

set 04 "granules". If so, program control is returned to step
432} otherwise, program control is transferred to step 426.
Follo&ing step 434, program control continues with step 436
where the Distributed Stdrage Manéger-program 24 determines
whether all bits in the bitmap are now set to one (). 1If so,
program control continues with step 438 where the reconstituted
binary objecé iS‘restored to the local computer 20. If the
Distributed Storage Manager program 24 determines, in step 436,

that all bits in the bitmap are not set to one (1), program

" control continues with step 440.

The technique of "granularizing" "large" files also
becomes useful when a current version of a file (comprised of
current versions of binary objects) must be restored to a
previous version of that file (comprised of previous versions
of binary objects). Each binary object comprising the current

versién of the file can be restored to the binary object
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comprising the previous version of the file by restoring and
updating only those "granules" of the current version of the
binary objects that are different between the current and
previéus versions of the -binary objects.! This technique is
illusérated in the flow chart depicted in FIG. 5i. Progranm
contrél begins at step 442 where the Digtributedvstorage
Manager program 24 obtains from the user the identities of the
current and previdus versions of the file (comprised of binary
objects) which needs to be restored. Program control continues.
with step 443 where the Distributed Storagé Manager proéraﬁ 24
compiles a list of allibinary objects comprising the current
version of the user-specified file. This information is
obtainedAfrom File Database 25. Program control‘then continues
with step 444 where the Distributed Storage Mana@er program 24
calculates "contents identifiers" for each "granule" within the
current version of each binary object as it exists on the local
computer 20. Program éontrol then continues with step 446
where the Distributed Storage Manager program 448 tfansmits an
“updaﬁe request" to the remote backﬁp file server 12 which
includes the Binary Object Identification Record 58 for the
previous version of each binary object as well as the list of
"contents identifiers" calculated in step 444. Program control
continues with step 448 where the Distributed Storage Manager
pfogfam 24 reconstitutes each previous veréion'of the binary
objects acc@rding to the technique illustrated in the flow
chart depicted in FIG.45h. Program control then continues with
step 450 where the Distributed Stofage Manager program 24, for
each binary objeéct, compares fhe "contents identifier" of the

next "granule" in the work area of remote backup file server 12

against the corresponding "contents identifier" calculated in

step 444. ‘Program control continues with step 452 where the

- Distributed Storage Manager program 24 determines whether the
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"contents identifiers" mat¢h. If so, program control is
returned to step 450 since this "gfanule"-is the same on the
local computer 20 and on the remote backup file server 12. If.
the Distributed Storage Manager program 24 determines, in step
452, that thé "contents identifiers" do not match, progranm

control continues with step 454 where the Distributed Storage

Manager program 24 transmits the "granule" to the local

- computer 20. Program control then continues with step 456

where ‘the "granule" received by the local computer 20 is
written directly to the current version of the binary object at
the appropriate location. Program control then continues with
step 458 where the Distributed Storage Manager program 24
determines whether there are any more "granules" to be examined
for the binary object currently being processed. If so,
program control is returned to step 450} otherwise the file
restore routine is terminated at step 460. After all
"granules" are received from the remote backup file server iz{aj'

the binary object has been restored to the state of the

previous version.

5. Auditing and Reporting

The Distributed Storage Manager program 24 is able to
perform self-audits on a periodic basis to ensure that the
binary objects that have been backed up can be restored. To
perform an audit, the Distributed Storage Manager program 24
executes the steps illustrated in the flow chart of FIG. 573.
Program control begins at step 500 where the Distributed
Storage Manager program 24 initiates a restore of a randomly
selected binary cbject identified by a Binary Object
Identification Record 58 stored in File Database 25. Program
control continues with step 502 where the selected binary

object is restored from either a compressed storage file 32
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residing on one of the disk drives 19 of one of the local
computers 20 or from the remote backup file server 12.'<Program
control then continues with step 504 where, as the binary

object is being restored, a Binary Object Identifier 74 is

" calculated from the binary object instead of writing the binary

object to one of the disk drives 19 of one of the local
computers 20. Program control then continues with step 506
where the Distributed Storage Manager program 24 compares the
Binary Object Identifier 74 calculated in step 504 to the
original Bihary Object Identifiér 74 stored as part of the
randomly selected Binary Object Identification Record 58. If
the values are equal, program control continues with step 508
where the Distributed Storage Manager program 24 logs a

successful audit restore. If the values are not equal, program

’ | .
‘contrbl continues with step 510 where the Distributed Storage

Manager prbgram 24 generates an event indicating an audit

failure.

6. Virtual Restore

The disk drives 19 associated with 1dcal computers 20 may
have a very large storage capacity and may require a
significant amount of time to be restored, especially if mbst‘
or all of the data must be transmitted from the remote backup
file server 12, To reduce the amount af time that a local
computef 20 is "offline" during a full disk drive 19 restore,
the Distributed Storage Manager program 24 employs a techniqug;‘,
which allows a disk drive 19 associated with a local cémputer
20 to be only partially restored before being put back "online"
for acégss by locai computer 20. The user specifies to the
Distributed Storage Manager, program 24 that only those files
that;have been accessed in the last <n> days, <n> weeks or <n>

months should be restored to the disk drive 19 before the disk
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drive 19 is returned to the "online" state. Alternately, the g(f
user may specify that oply files that are stored "lo¢ally"]in
compr%ssed sﬁorage files 32 should be‘restored and that no
filesistored on the remote backup file server 12 should be
restofed before the disk ‘drive 19 is returned to the "online"
state. The overall result is a minimization of restore time in
the event of disk drive 19 failure. This "virtual restore"
technique generally works quite well since users who will begin
accessing data on a particular diék drive 19 after it is put
back "online" will most likely only be accessing data that had
been "recently" accessed before failure of the disk drive 19.
The "virtual restore" process is illustrated in the flow
chart depicted in FIG. 5k. Program control begins at step 600
where the Distributed Storage Manager program 24 obtains, from
the user, the last access date that defines which files must be
restored before the disk drive 19 can be returned to the
"online" copdition. Any files that were last accessed on or
after jthis date will be restored before the disk drive 19 is
placeé."online". The specification 6f this date may be
accomplished in any of the following ways: (1) actual date;
(2) "within the last <n> days"; (3) "within the last <n>
weeks": or (4) "witﬁin the last <n> months". Alternately, the

user may specify that only files that are currently backed ub

. in compressed storage files 32 are to be restored as opposed to

files stored on remote backup file server 12. Program control
continues with step 602 where the Distribﬁted Storage Manager
Program 24 locates the most recent version of the File Database
25 for the disk drive 19 to be restored if the File Database 25
does not already exist on the disk drive 19. Program conttol
then continues with step 604 where the next File Identification
Record 34 in File Database 25 is read. 'Program control

continues with step 606 where the Distributed Storage Manager
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program 24 determines whether an additional File Identification\
Record 34 to be procéssed has been located in File Database 25.
If not, program control continues with step 608 where the
Distributed Storage Manager program 24 notifies the local
computer 20 that the restored disk drive 19 may be placed
"online" and terminates the virtual restore process. If
another File Identification Record 34 has been located for
proceésing, program control continues with step 610 where the .
Distr;bgtedystorage Manager program 24 locates the most‘recentJM
Backup Instance Record 42 associated with the File
Identification Record 34 currently being processed. In step
612, the Distributed Storage Manager program 24 determines
whether the Last Access Daﬁe/Timevfield 52 in the Backup
Instance Record 52 indicates that the file has been accessed
since the user-specified last access date (step 600). If the
file has been accessed on or since ﬁhe user-specified last
access date, program control continues ﬁith step 614 where the
Distributedlstorage Manager program 24 initiates the
restoration of this file and éets the Migration Status field 41
in the File Identification Record 34 currently being processed
to "NORMAL". Program control is then returned to step 604; If
the Distributed Storage Manager program 24 determines, in step
612, ghat the file has not been accessed on or éince the user-
specified last access date, program control continues with step
616 where the Distributed Storage Manager program 24 sets the
Migration Status field 41 in the File.Identification Record 34
currently being processed to "MIGRATED". 1In this case, the
file does not need to be restored. Program control is then
returned fb étep‘604l

Anoﬁﬂer feature of the virtual restore process is the

ability to utilize the Migration Status field 41 in File .

'Identification Record 34 for the performance of space -
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managemen£7 If a particular file has not been accessed on or
since a user-specified last accessldéte, the file can be backed
up to the remote backup file server 12 and then deleted from
the disk drives 19 associated with local computers 20. The
Migration Status field 41 is then set to "MIGRATED". If a
migrated file is later neededvby,a user, the file can be

restored from the remote backup file server 12.

7. Backup File Retention

The Distributed Storage Manager prdgram 24 implements a
backup file retention scheme wherein a retention pattern is
maintained for each individual file that indicates which backup
veréions of a file‘are to be saved. A retention pattern for a

file is defined as:

keep the last "d" daily backup copies of the file AND
keep the last "w" weekly backup copies of the file AND
keep the last "m" monthly backup copies of the file AND .
keep the last "q" quarterly backup coples of the file AND
keep the last "y" yearly backup copies of the file.

By specifying the retention pattern in this way, all backup
copies of a file that are needed to represent the backup of the
file as it existed at the time it was backed up for the last
"d" days, the last "w" weéeks, the last "m" months, the last "g"
quarters and the last "y" years are saved. However, by way of
example, this may meanvthat only one backup copy of the file is
saved to represent all "d" days (in the case where the file has
not changed in the last "d" days), or this may mean that the
last "d" daily backup copies of the file must be saved to
represent the file as it existed for the last "d" daily backup
cycles. The‘same prineciple is utilized for weekly, monthly,

quarterly and yearly copies.
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The backup file reten&ion scheme utilized by the
Distributed Storage Manager program 24 provides several unique
benefits. First, this technique prevents undetected virus or
application program damaée to a file from destroying all good
backup cppies of a file. If a file is damaged and this
condition is not noticed for several days, theﬁ'a‘séheme which
only mainta;ns the last "n" versions of a file may result in
the situation where an "undamaged" backup copy of the file is
not available. The backup file reténfion scheme of the present
invention allows backup éopies of files to be kept that
represent the file as it existed at various times during the
pastiseveral days, weeks, months or even years. Second, the

file retention scheme utilized by the Distributed Storage

. Manager program 24 eliminates the need for most archives. Most

archlves are designed to take a snapshot of a group of files as
of a certain date, such as at the end of each month. The
Distributed Storage Manager program's use of retention patterns
eliminates the need for users to take bériodic snapshots of
their data using a special archive, since the Distributed
Storage Manager program 24 handles this automatically.

In order for the Distributed sto;age Manager program 24 to
implement the backup file retention scheme, each file storéd on
the local computers 20 must be associated with a specific
retention pattern. The Management Class fiéld 43 in the File
Identification Record 34 of File Datab;se 25 specifies a
managément class for each fiié. In turn, each management class

is associated with a specific file retention pattern. In this

. way, a specific retention pattern is associated with each file.

Those of ordinary skill in the art will recognize that other

methods of assigning a specific file retention pattern to a

file may also be utilized.
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’
The operation of the backup file retention scheme utilized
by the Distributed Storage Manager program 24 is illustrated in
the flow chart of FIG. 51. Program control begins at step 700
where the Distributed St;raéevManager program 24 locates each
File Identification Record 34 in the File Database 25. Program
contrél continﬁes at step 702 where the Distributed Storage
Managar program 24 determines the required file retention
pattern by examining the Management Class field 43 in the File
Identification Record 34 currently being processed and then
creates a '"retention working list". The "retention working
list" is a list of entries that specify the starting and ending
dates for each backup copy that should be retained based upon
the specified retention pattern. For example, if the user has
specified that the last "d" daily backup copies must be
retained, then the "retention working list" will contain "g"
entries with the "start date" equal to the "end date" for each
entry and the dates for the-first enffies set equal to the
current date, the dates for the second entries set equal to the
previous day's date, etc. For weekly entries, the "retention
working list"™ will contain entries (one per weekly backup copy

to be*retainéd) with the "start date" set to the date that

' spe01f1es the beginning of the prior week (based on the current

date)?and the "end date" set to the date that specifies the end
of thé prior week (based on the current date)., If “Q" weeks
are to be retained, then "w" weekly "retention working list"
entries will be created. At the end of this process, the
"retention working list" will contain a list of "windowé" which
indicates the date ranges that a file must fall within in order
to be retained. |

Program control continues with step 704 where the

Distributed Storage Manager program 24 locates the most recent

Rarliim Tnatbanms RornarAd A2 acenrniatad with +he Fila
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Identification Record 34 currentl? being processed. ‘Program
control continues with step 706 where the Distributed Storage
Manager program 24 compares the date stored in the Insert Date
field 57 of the Backup Instance Record 42 currently being
processed with any "unuséd" date ranges set forth in the
"retention working list" (if any of the "retention working
list" entries have already been satisfied, they will be marked
as "used" as is discussed more fully below in relation to step
708). If the date stored in the Insert Datevfiéld 57 doeslnﬁt'”
fall within any of the "unused" “retentionvworking list" date
ranges, then program control continues with step 712 where the
Backup Instance Record 42 is deleted. Otherwise, program
contrél continues with step 708 where all "retention working
list" entries satisfied by the date stored in the Insert Date
Field;57 are marked as "used" to indicate that a Backup o
Instance Record 42 has been used to satisfy this eniry. This
ensures that an older Backup Instance Record 42 is not used to
satisfy a retention pattern specification when a newer entry
also satisfies the condition. The Distributed Storage Manager
program 24 also checks to ensure that the file associated with
the Backup Instance Record 42 has not been deleted prior to the
"end date" of the window satisfied by the date stored in Insert
Date field 57. - This condition is satisfied by ensuring that
the date stored in the Delete Date field 56 of the Backup
Instance Record 42 currently being processed is after the "end
date" of the window satisfied by the date stored in Insert Date
field 57. If the file was deletedyprior to the "end date" of
the window, then the file cannot be used to satisfy the

nretention working list" entry since that file did not exist on

the "end date'. Following either step 708 or step 712, program

control continues with step 710 where the Distributed Storage

' Manager program 24 determines whether there are any additional
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Backup, Instance Records 42 associéted ﬁith the File
Identikication Record 34 éurrently being processed. If-so,
prbgram control is returned to step 704; otherwise, program
control is returned to step 700,

While the present invention has been described in

‘connection with an exemplary embodiment thereof, it will be

understood that many modifications and variations will be
readily apparent to those of ordinary skill in the art. This
disclosure and the following claims are intended to cover all

such modifications and variations.
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We claim:

’7%:;::>~ 1. A system for distributed management of the

storage space and data on a networked computer system wherein
the networked computer system includes at least two storage
devices for storing data files comprised of one or more binary
obﬁects, said distributed storage management system comprising:

means for selectively cppying the biﬁary objects |
stdred oﬁ one of the storage deV'ces to another of the storage
devices; N |

means for célculating a current value for a binary
object identifier for selected pinary 6bjec£s stored on the
storage devices wherein said cglculation of said binér& object

3 B

identifigr is based upon the afctual data contents of the

associated binary object;

means for storing aid current véiue of said binary
object identifier as a previpus value of said binary object
identifier;

means for compag‘ g said current value of said binary
object identifier associated with a particular binary objéct to
one or more previous valugs of said binary object identifier
ass&ciated with that partficular binary object; and

means for commanding said means for selectively

copying binary objects in response to said means for compariqgg‘

2. The distributed storage management system of

3. The di

claim 1 wherejw said means for calculating said current value




for sald binary object identifier includes means for
calculating'a 128-bit binary value comprised of four 32-bit

fields.

4. The distributed storage management system of
claim 3 wherein said four 32-bit fields include a binary gbject
identifier size field, é Cyclical Redundancy Check numbgr field
calculated against the contents of the binary object Associated
with said current value of said binary object identifier, a
Longiﬁudinal Redundancy Check number field calculgted against
the cohtents'of the binary object associated wifh said current
value;of said binary object identifier; and a/binary object
hash number field calculated against the coptents of the binary
object assoclated with said current value/of said binary object

identifier.

5. The distributed stors§e management system of
claim 1 wherein the networked cpgpputer system further includes

at least two local computers

which is in communication
- with at least one of the storAge devices and wherein said
distributed storage managemént system is cooperatively

executable on at least t of the local computers.

6. The disfributed storage management system of
cla%m 1 wherein the/networked computer system further includes
a rémote backup fAle server and wherein said means for
selectively copying binary objects selectively copies binary
objects stored on one of the storage devices to another of the
storagg devices and to the remote backup file server unlesé
sufficient storage space is not available on another of the
storage/devices in which case the binary §bjects are copied

only ¥o the remote backup file server.
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7. The distributed storage management system of
claim 1 further including means for auditing the perfo nce of
said distributed storage management system, said mea A for
auditing including: '

second means forkgemmandéng said‘mean for
selectively copying binéry objects to recoéy‘ previously
copied binary object; | ' §

means for recalculating said b a;y object identifier

for the recopied binary object;

means for reporting/a failure if gaid recalculated
binary object identifier j not identical to said previous

value of said binary object identifier.

8. The digtributed storage magagement system of
claim 1 wherein safd means forb- sdid means for
selectively copyfng includes means foriéﬁﬁggﬁﬁiﬁgiéaid means
for selectivel copying to copy a particular binary object only
if said currgnt value of said Binary object identifiér for that -
particular/binary object is not identical to a previous value

of said Pinary object identifier for that particular binary

object/ in response to said means for comparing.

]

9. A system for distribute anagement of the
storége sbécg and data on a ne rked computer system wherein
the ﬁetworked compﬁter s en includes at least two storage
devices for storing ta files coﬁprised of one or more binary

objects, said di€tributed storage management system comprising:

ans for segmenting the binary objects into granules




‘ means for selectively épring said granules stored on
one of the sﬁorage devices to anpther of the storage déQices;

! means for calculating a current value for a granule
identifier for selected granulgs stored on the storage devices
‘wherein said calculation of safid granule identifier is based
upon the actual data contents|of said associated granule;

means for storing

aid current value of said granule
identifier as a previous value of said granule identifier;
means for comparjing saild current value of said
granule identifier associdted with a particular granule to one
or more previous values df said granule identifier associated
with said particular granule; and |
means for commanding said means for selectively

copying granules in response to said means for comparing.

10. The distributed storage management systen f‘

claim 10 wherein sajd means for calculating said current value
for said granule identifier includes means for calculafing a
32-bit Cyélic Redundancy Check number calculated against the
contents of said granule associated wi§h said present value of

said gpdnule identifier and means for calculating a 32-bit




binary object hash number calculated against the contents
said granule associated with said present value of said granule

identifier.

12. The distributed storage management gystem of
claim 10 further includihg means férﬁréstoring a /current
version of a binafy object to a previous versi of that binary
object, said means for restofing including:

meéns for calculating said granul¢g identifier for
each of said granules in the current versibn of the binary
object; '

means for comparing said calgulated granule
identifier to a previous value of sajyd granule identifier for
each of said granules in thé current version of the binary
object; and

means, responsive to gaid means for comparing'said
granule identifiers, for replating those granules in the
current version of the binary object for which said granule

identifiers are not iden

13. A systen for distributed management of the
storage space and da . on a networked compﬁtér system wheréin
the nétworked compyfer system includes at least two storage
devices for storijig data files comprised of~oné or more binary
objects and at Yeast two local computers each. of which is in
communiéation with at least one of the storage devices, said
distributed /storage management system comprising:

eans for selectively copying‘binary objects stored
on one of the storage devices to another of the storage

device

-

means for‘indicating which of said copied binary

objécts must be copied to a particular storage device in the




event of a failure of that storage device before that storag

device is considered to be operable by the local computer With

which that storage device is in communication; and
CHM. '

means forh, i sgiﬁ means for selectiyvely

copying binary objects in response to said means fo

indicating.

14. The distributed storage management system of
claim 13 wherein said means for indicating Ancludes means for
specifying a last access date such that oAly binary objects

i
that have been accessed by the networked computer system on or
after said last access date must be c¢gpied to a particular
storage device before that storage dévice is considered to be

operable.

'15; A system for digkributed management of the

storage spade and data on a tworked computer system wherein
the networked computer syst/ém ingludes at least two storage
- devices for storing data comprised of one or more binary
objects, said distributgd storage mahagementlsystem comprising:
means for se¢lectively copying the binary objects
stored on one of the storage devices to another of the storage
devices;

means for maintaining a file retention list wherein

said file retention list includes a file retention patﬁern for
each binary opject copied by sa;d means“fér selectively copying
binary objedts; |

o eans for detéermining which of the binary objects .
said means for selectively copying binary objects
match each of said file retention patterns; and

means for deleting the binary objects from the

storage devices in response to said means for determining.




16. The distributed storage management system o

17. A system for distributed maﬁ
storage space and data on a networked confputer system wherein
the networked computer system includ
server and at least two storage degvices for storing data files

conprised of one or more bina

ata on a cemputer system whefein the computer system includes

LJQ///;>. 18. A method for managément of the storage sbace and
. d

at least two storage areag” for storing data files comprised of

one or more binary obj éts; said method comprising the steps
of: |
seiect ely copying the binary objects stored in one
of the storage/areas to another of the storage areas;
culating a current value for a binary object
 identifie¥ for selected binary objects stored  in the storage
areas erein said‘calculation of said binary object identifier
is based upon the actual data contents of the associated binary

obyect;




;7 ldentifier associated wi

storing said current value/of said binary object

identifier as a previous value of said binary object

identifier; |
comparing said -cyrrent value of said binary object

a particular binary object to one or

more previous values of/ said binary object identifier

associated with that particular binary object; and

controlli said step for selectively copying binary

objects in response/ to said step for comparing.

The method of claim 18 wherein said step for

calculating sdd current value for said binary object
identifier inclu¥es the step for calculating a current value
for a binary object identifier comprised of at least two

independently determined values.

20, The method\gi claim 18 wherein said step for

calculating said current value for said binary object

identifier includes the st or calculating a current value

for a binary object identifie

tilizging a 128-bit binary value
comprlsed of four 32-bit fiel sgépg wherein said four 32-bit
flelds include a blnary object! igéntifier size field, a

Cyclical Redundancy‘chec mber field calculated against the

kY
A,

contents of the binary object associated with said binéry
object identifier, a Longitudinal Redundincy Check number field
calculated against the contents of the binary object associated
with said binary object identifier, and a binary object hash
number field calculafed against the contents of the binary

object associated with said binary object identifier.

5D
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ABSTRACT OF THE DISCLOSURE
The present invention is directed to a system'and
method for the distributed management of the storage space and

data on a networked computer system wherein the networked

5 computer system includes at least two storage devices for
bstoring data files comprised bf one or more binary objects.
A saVice
\}PZEY The distributed storage management system includes,meens for
AR

15

selectlvely copying the binary objects stored on one of the
@ éQ‘storage devices to another of the storage devices andAmaaﬁe for

A%Xéalculatlng a current value for a binary ob]ect Ldent;fier for
selected binary objects stored on the storage devices whereln

the calculation of the binary object identifier is based upon

the actual data contents of the associated binary object. The

) Vi
w%wp&distributed storage management system further includesAmeuaég”

Ie,

for storing the current value of the blnary object identifier

another defice

)
Vﬂ%ﬂiié a previous value of the binary object 1dentif1eruAnnanm8 for

comparing the current value of the binary object identifier
associated with a particular binary object to one or nore

previous values of the binary object identifier associated with
Q

%yﬁ” that particular binary object andiﬁ%&ﬁn for commandlng the
2

ey
@“%A weans for selectively copylng binary objects in response to the

&b d%ﬂ&é%& for comparing.

another dU/’Cb
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PATENT
93085

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Art Unit 2307
Examiner Homere

: : ¢

In re application of : SYSTEM AND METHOD FOR gmfﬂ‘g”
DISTRIBUTED STORAGE ﬁzéf§$
. James R. Woodhill et al. : MANAGEMENT ON NETWORKED mﬂﬂh

| COMPUTER SYSTENS
Serial No. 08/085,596 : HE HED viF |
; ‘ v e
Filed July 1, 1993 : Grogp No. 2300h;@ 7& WQS /

AMENDMENT
Pittsburgh, Pennsylvania 15222
February 20, 1995

Hon. Commissioner of Patents
and Trademarks

Washington, DC 20231
Sir:
In response to the Office Action dated 21 October 1994,

please amend the above-identified application as follows:

In the title
Please amend the title of the above-identified application

by addlng at the end thereof --Using Binary Object Ident1f1ers~-

In the claims‘

Please amend the ¢laims as follows:

1. (Once Amended) A system for distributed meffagement of

the storage space and data on a networkegd~cSmputer system wherein
the networked computer gy i fides at least two storage
devices for storing data omprised of one or more binary

objects, said dispe stofage management system comprising:




identifier j argfcular binary object to one or

" selectivel

means for storing said cgu value of said binary object
identifier as a previous valu f f8aid binary object identifier;

means for comparing s

with that particy¥ar binary object; and

means foy/[commanding] controlling said means for

copying binary objects in response to said means for

comparipgy.,

Claim 7, line 5, cancel "commaﬁazggz and substitute therefon

~~contf6fi€5g~~.

Claim 8, line 2, cancel "commanding" and substitute therefoxn

-—conthII;ngw-.

/MT"""" : .
Claim 8, line 3, cancel "commanding” and substitute therefox

-~iﬁgg;;;;ingw*.

9. (Once amended) A system for distributed manageme

the storage space and data on a networked comp system wherein

the networked computer system inclu least two storage

devices for storing da es comprised of one or more binary

objects, saj istributed storage management system comprising:

eans for segmenting the binary objects into granules of

data;




means for selectively copying said gfanules storedyﬁi/ﬁ

-~

of

the storage devices to another of the storage devices;
means for calculating a current value for a gg fiule

identifier for selected granules stored on the Gtorage devices

wherein said calculation of said granule entifier is based upon

the actual data contents of said assoeiated granule[;], said

calculated granule identifier beirfg used as the identifier for-

the selected granule;

means for storing sp¥d current value of said granule
identifier as a previ
means for com

identifier

Claim 13, line 16, cancel "commanding" and insert therefor

--controlling--.

e

18. (Amended) A method for management of~the storage spacse

and data on a computer system wherein the omputer system

includes at least two storage areas r storing data files

comprised of one or mo?é jects, said method comprising

the steps of:

selectively copying”the bifary objects stored in one of the

storage areas to anpther e storage areas;

calculating”a current value for a binary object identifier

for selected’binary objects stored in the storage areas wherein

said calgulation of said binary object identifier is based upon

the attual data contents of the acanciated hinsvu ~kdame Tl ~aiAd



calculated binary obiject identifier being used as,zﬁé identifier

for the selected binary obiject;

storing said current value of sai inary object identifier

as a previocus value of said object identifier;

comparing said currgént ue jof said binary object

- controlling séid step for seléctively copying binary objects

in respopfe to said step for comparing.

Remarks
In response to paragraph 1 of the Office Action, the title

of the invention has been aménded to indicate that binary object
identifiers are usged in the management of storage space on a
network computer system. It is aﬁplicants' position that the
title, as amended, is descriptive of the invention. If the
Examiner remains of the position that the amended title is not
indicative of the invention, the Examiner is respectfully
requested to suggest wording changes to the amended title.

In response to paragraph 2 of the Office Action, applicants
acknowledge that the instant application has been filed with
informal drawings. Formal drawings will be submitted.when
allowable subject matter is indicated.

In pa;agraph 3 of the Office Action,vclaims 1, 9} and 13
stand rejeéted under 35 U.S.C. § 112 because the phrase "means
for commanding . . . comparing" isfaileged to be ambiguous.
Claims 1, 9, and 13 have been amended to recite "means for
controlling". The means for controlling controls the means for
selectively copying in response to the means for comparing. As
amended, it is believed that the 35 U.S.C. § 112 rejection is now

overcome.:
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Attorney’s Docket No, __23085C0ON " PATENT

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE 6}; |- 7 (/

Anticipated Classification of this application:

ClESS e SUbCIESS

Application No. 08/ _085 596
PRIOR APPLICATION Examiner: ngggr e, Jd.
' Art Unit:

Box FWC
Assistant Commissioner for Patents
Washington, D,C. 20231

FILE WRAPPER CONTINUING APPLICATION (FWC) TRANSMITTAL

(37 C.F.R. 1.62)

WARNING: This form cannot be used where the parent case may not be abandoned because the filing of a

request under the FWC procedure "will be considered to be a request to expressly abandon the
pnor application as of the filing date granted to the continuhg. application.” 37 C.F.R. 1.62(g).

WARNING: This procedure can only be used for a pending application prior toeayment of the issue fee (37

C.F.R. 1.62(a)), except if the parent application was withdrawn under 37 O\E.R, 1.313(b)(5) “to permit
consideration of an information disclosure statement under 1.97 in & contigquing application.” 37
C.F.R. 1.62(a). :

WARNING: The filing of an application at the United States stage of an international applicatjon requires an

cath or declaration, 37 C.F.R. 1.61(a)(4).

WARNING: The clairns of this new application may be finally refected in the first Office action where all claims

of the new application are drawn to the same invention claimed in the earlisr application and would
have been properly finally rejected on the grounds or art of record in the next Office action if they
had been entered in the eadier application, MPEP § 706.07(b).

WARNING: An epplication under 37 C.F.R. 1.62 is filed by making changes by amendment to the prior

appfication, (37 C.F.R. 1.62(a}}, and not by filing a new application, 37 C F.R. 1.62(s). . ‘

WARNING: Filing under 37 C.F.R. 1,62 is permitted only if filed by the same or less than’ all the inventars named

in the pror application, 37 C.F.R, 1.62(a).

CERTIF!OAT!ON UNDER.TI C.F.R. 1.10

I hereby certify that this FWC Transmittal and the documents referred to as attached therein are being deposited
with the United States Postal Service on this date _November 9, 1995 In an envelope as “Express
Mail Post Office to Addressee,” mailing Label NumberB(G..22 9434922 8ddrassed to the: Assistant
Commissioner for Patents, Washington, D.C. 20231,

"Beth H, Retort

_ltypeyor pn%gjﬁ:g paper)
7 -—Wé % :

- Sigdature of perso;{ malling paper

NQTE: Each paper or fes filad by "Express Mail" 7iGSt have the number of the "Express Mail” mailing label placed

thereon prior to mailing. (37 C.f.R, 1.10(b)).

WARNING: Certificate of mailing (first class) or facsimite transmission procedures of 37 C.F.R. 1,8 cannot be

used to obtain a date of mailing or transmission for this correspondence.

(FWC [4-2}—page 1 of 13}




WARNING: Fila wrapper continuing procedure filings can only be based on a prior complets application as
defined by § 1 51(ajfi), and not a prior complete provisional application as defined by § 1.51(aj(2},

This is a request for a filing under the file wrapper continuing application procedure (37
C.F.R. 162}, fora

(4 continuation

O divisional

(0 continuation-in-part (for oath or declaration, see Il below)
Attached is an amendment for added subject matter

{J continuing application to permit consideration of an information disclosure
statement under 37 C.F.R. 1.97.

NOTE: The filing date under 37 C.F.R. 1.62(a} is . . , the date on which a request is filed for an application
. including identification of the application number and applicant’s name of the prior application,”

The prior application under 37 C.F.R, 1,.62(a) must be “, . . a prior complete application,” as defined
in 37 C.F.R. 1.51(a)(1).

PARTICULARS OF PRIOR NONPROVISIONAL APPLICATION

WARNING: File wrapper continuing procedure filings can only be based on a prior complete application as

defined by § 1.51(a)(1), and not a prior complete provisional application as defined by § 1.51(a)(2).
37 C.F.R. 1.62(a)

A. Application No, 08 /085,596 : filed July 1, 1998

, L . SYSTEM & METHOD FOR DISTRIBUTED STORAGE
B. Title (as originally filed MENAGEMENTUON Nmiwumwu COMPUTERTSYSTEMS
and as last amended) ...SYSTEM & METHOD FOR RIBUTED STORAGE.

C. Name of applicant(s) (a

correspondence address of applicant( )

(FWC [4-2]~page 2 of 13)




1, FULL FAMILY NAME FIRST GIVEN NAME SECOND GIVEN NAME
NAME OF '
INVENTOR Woodhill James
_/z }‘D M S
RESIDENCE & cTy STATE OR FOREIGN COUNTRY OF CITIZENSHIP
CITIZENSHIP COUNTRY .
Houston Tex‘a“ﬂ U.S.A.
POST OFFICE | POST OFFICE ADDRESS cITyY STATE & ZIP CODE/COUNTRY
ADDRESS
1960 Haddon
Avenue Houston TX 77019
2. FULL FAMILY NAME FIRST GIVEN NAME SECOND GIVEN NAME
NAME OF
.
)] INVENTOR _ , :
n” ATAD Woodhill Louis
~~.v~"‘" St —— A R S e )
RESIDENCE & crry STATE OR FOREIGN COUNTRY OF CITIZENSHIP
CITIZENSHIP COUNTRY
Richmond Texas 7' U.S.A.
POST OFFICE | POST OFFICE ADDRESS CITY STATE & ZIP CODE/COUNTRY
ADDRESS '
2114 Pecan ‘ :
Trail Drive Richmond Texas 77469
3. FULL FAMILY NAME FIRST GIVEN NAME SECOND GIVEN NAME
NAME OF
o INVENTOR g . Sy
S More, Jr. William " 'Russell
< e PAD s sy
RESIDENCE & CITY STATE OR FOREIGN COUNTRY OF CITIZENSHIP
CITIZENSHIP ; COUNTRY
Houston Texas U.S.A.
. Ly
POST OFFICE | POST OFFICE ADDRESS - CITY (T sTaTE & TIP CODE/COUNTRY
ADDRESS, ‘
786 Thicket Houston Texas 77079

& Continued on Added Page for Inventor's Data

(FWC [4-2]—page 3 of 13)




4, FULL NAME FAMILY NAME FIRST GIVEN NAME SECOND GIVEN NAME
OF INVENTOR
Berlin Jay Harris -
RESIDENCE & CTTY STATE OR FOREIGN COUNTRY OF CITIZENSHIP
CITIZENSHIP COUNTRY
Houston Texas - U.S.A.
et T 4
N
POST OFFICE POST OFFICE ADDRESS cy SYTATE & 21P CODE/COUNTRY
ADDRESS
9111 Landdownk
Drive Houston TX 77096
5, FULL NAME FAMILY NAME FIRST GIVEN NAME SECOND GIVEN NAME
OF INVENTOR ,
RESIDENCE & ary STATE OR FOREIGN COUNTRY OF CITIZENSHIP
+ CITIZENSHIP COUNTRY
POST OFFICE POST OFFICE ADDRESS cIry STATE & ZIP CODE/GOUNTRY
ADDRESS
6. FULL NAME © FAMILY NAME FIRST GIVEN NAME SECOND GIVEN NAME
OF INVENTOR
RESIDENCE & crry STATE OR FOREIGN COUNTRY OF CITIZENSHIP
CTTIZENSHIP COUNTRY
POST OFFICE POST OFFICE ADDRESS crry STATE & ZIP CODE/COUNTRY
ADDRESS

FWC [4-2.1]—Added Page)




The above identified application, in which no payment of issue fee, abandonment of (other
than where the above identified application was abandoned under 37 C.F.R. 1.313(b)(5) to
permit consideration of an information disclosure statement under 37 C.F.R. 1.97), or
termination of proceedings has occurred, is hereby expressly abandoned as of the filing
date of this new application. Please use all the contents of the prior application file wrapper,
including the drawings, as the basic papers for the new application.

It is understood that secrecy under 35 U.8.C 122 is hereby waived to the extent that
it information or access is available to any one of the .applications In the file wrapper of
a 37 C.F.R. 1.62 application, be it either this application or a prior application in the same
file wrapper, the PTO may provide simitar information or access to all the other applications
in the same file wrapper.

i{. Inventorship statement

NOTE: "“If the continyation, ‘continuation-in-part, or divisional application is filed by less than ail the inventors
named in the prior application a statement must accompany the application when filed requesting
deletion of the names of the person or persons who are not inventors of the invention being claimed
in the continuation, continuation-in-part, or divisional application.” 37 C.F.R. 1.62(a).

NOTE: “In the case of a continyation-in-part application which adds and claims additional disclosure by
amendment, an oath or declaration as required by § 1.63 must be filed. In those situations where a
new oath or declaration is required due to additional subject matter being claimed, additional inventors
may be named in the continuing application, In a continuation or divisional application which discloses
and claims only subject matter disclosed in a prior application, no additional oath or declaration is
required and the application must name as inventors the same or less than &ll the inventors in the prior
application.” 37 C.F.R. 1.60(c}. ‘

(complete applicable item (a), (b} and/or (c) below)

(a) (3 This application discloses and claims only subject matter disclosed in the prior
application whose particulars are set out above and the inventor(s) in this
application are

Kl the same.

(] less than those named in the prior application. It is requested that the
following inventor(s} identified above for the prior application be deleted:

(type name(s) of inventor(s) to be deleted )

(o) O This application discloses and claims additional disclosure by amendment and
a new declaration or oath is being filed. With respect to the prior application
whose particulars are set out above, the inventor(s) in this application are

{3 the same.
[0 Add the following additional inventor(s).

ftype name of inventor(s) to be added )
{c) The inventorship for all the claims in this application is
k! the same.

[0 not the same. An explanation, including the ownership of the various claims
at the time the last claimed invention was made, is submitted.

(FWC [4-2]—page 4 of 13)




11l. Declaration or oath

A. Continuation or divisional
¢ None required.
B. Continuation-in-part
O Attached.
Executed by

{check all applicable itemns)

O  inventor(s).

[0 legal representative of inventor(s). 37 C.F.R. 1.42 or 1.43.

0 joint inventor or person showing a proprietary interest for inventor who
refused to sign or cannot be reached. 37 C.F.R. 1.47,

[ This is the petition required by 37 C.F.R. 1.47 and the statement
required by 37 C.F.R. 1.47 is also attached.
. (See item Vill below for fee.)

[ Not attached.

[0 Application is made by a person authorized under 37 C.F.R. 1,41(c)
on behalf of all of the above named applicant(s).
(The declaration or oath, along with the surcharge required by 37
C.F.R. 1.16(g) can be filed subsequently.)

(]  Attached is a showing that the filing Is authorized.
(Not required unless called into question. 37 C.F.R. 1.41(d))

IV, identification of Claims for Further Prosecution

WARNING: “The claims of a new application may ba finally rejected in the first Office action in those situations
where (1) the new application is a con tinuing application of, or a substitute for, an earlier application,
and (2) all the claims of the new application (a) afe drawn to the same invention claimed in the
earlier application, and (b) would have been properly finally rejected on the grounds of art of record
in the next Office action if they had been entered in the eartier application.” MPEP § 706.07(b).

& The fees to be charged are to be based on the number of claims remaining as
a result of the:

® attached preliminary amendment.

(] the unentered amendment filed under 37 C.F.R. 1.116 in the prior applica-
tion, which is now repeated.

L. the claims as on file in the prior application.

" (FWC [4-2]—page 5 of 13)




V. Fee Calculation (37 C.F.R. 1.16)

NOTE: The filing fee for a continuation, continuation-in-pant,. or divisional application is based on the nymber
of claims remaining in the application after entry of any preliminary amendment and entry of any
amendments under 37 C.F.R. 1,116 unentered in the prior application which is requasted to be entered
in this FWC application. 37 C.F.R. 1.62

CLAIMS FOR FEE CALCULATION

Number Filed Number Extra Rate Basic Fee
37 CER. 1.16(a)
$750.00

Total Claims 4
(37 CER. L.16(c) 4- 20 = 0 X . $2200
Independent Claims 0 ' '
(37 CFR. 1.I6bB) 2 -3 = X $ 78.00
Multiple dependent claim(s), if any '
(37 C.FR, 1.16(d)) ) . + $250.00

(] The fee for extra claims Is not being paid at this time.
Filing fee calculation $.750.00

NOTE: If the fees for extra claims are not paid on filing they must be pa)d or the claims cancelled by amendmaent,
prior to the expiration of the time period set for response by the Patent and Trademark Office in any
notice of fee deficiency. 37 C.F.R, 1.16(d).

VI. Petition for Suspension of Prosecution for the Time Necessary to
File an Amendment

NOTE: Whereitis possible that the claims on file will give rise to a first action final for this continuation apphcation
and for some reason an amendment cannot be filed promptly (e.g., experimental data is being gathered),
it may be desirable to file a petition for suspension of prosecution for the time necessary.

(check the next item, if applicable)

(3 There is provided herewith a Petition to Suspend Prosecution for the time
Necessary to File an Amendment (New Application Filed Concurrently),

VIE. Small Entity Statement

[J A verified statement that this is a filing by a small entity is attached.

WARNING: “Status as a small entity in one application or patent does not affect any other application or patent,
including applications or patents which are directly or indirectly dependent upon the spplicstion
or patent in which the status has been established. A nonprovisional application claiming benefit
under 35 U.S.C. 11908}, 120, 121 or 365(c) of a prior application may rely on a verified statement

filed in the prior application if the nonprovisional application includes a reference to a verified
statement in the prior application or includes a copy of the verified statement filed in the prior
applrcat/on if status as a smal entity is still proper and desired.” 37 C.F.A. § 1.28(a).
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(complete the following, if applicable) -

[J Status as a small entity was claimed in prior application

/ , filed on , from which benefit is being
claimed for this application under;

35 U.S.C. O 120,
0O 121,
] 365(c),

and which status as a small entity is still proper and desired,
[0 A copy of the verified statement in the prior application is included,

Reduced filing fee calculation (50% of above) $

NOTE: 37 C.F.R. 1.28(a) states “Status as a small entity must be specifically established by a verified statement
filed in each application or patent in which the status is available and desired, except those applications
filed under § 1.60 or § 1.62 of this part where the status as a small entity has been established in a
parent application and is still proper.” '

The last sentence of 37 C.F.R. 1.28(a) states: “Applications filed under § 1,60 or § 1.62 of this part
must include a reference to a verified statement in a parent application if status as a small entity is
still proper and desired.”

Any excess of the full fee paid will be refunded If a verified statement and a refund request are filed
within 2 months of the date of imely payment of a full fee then the excess fee -paid will be refunded
on request. 37 C.F.R. 1.28(a).

Vill. Fee Payment Being Made at This Time

Not attached
{0 No filing fee is submitted.

(This and the surcharge required by 37 C.F.R. 1, 76(9} can be paid subsequently )
Attached

& filing fee « $_7_.§.Q..-.9..Q,._.,

[ recording assignment
($40.00; 37 C.F.R. 1.21(h)).
For payment of fee see item XIV below. $

O petiti‘on fee for filing by other than all the
inventors or person not the inventor where
inventor refused to sign or cannot be reached

($130.00; 37 C.F.R. 1.47 and 1.17{h)) . $
1 processing and retention fee ‘
($130.00; 37 C.F.R. 1.53(d) and 1.21()) $

NOTE: 37 C.F.R. 1.21() establishes a fee for processing and retaining any application that js abandoned for
failing to complete the application pursuant to 37 C.F.R. 1.53(d) and this, as well as the changes to -
37 C.F.R. 1.53 and 1.78, indicate that in order to obtain the benefit of a prior U.S. application, either
the basic filing fee must be timely paid or the processing and retention fee in § 1.21(1) must be paid
within 1 year from the notification under § 1.53(d).

Total fees enclosed 3 750.00
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IX. Method of Payment of Fees

¥ Attached is chieck in the amount of $ 750.0Q
[0 Charge Account No. ' in the
amount of $

0 A duplicate of this reduest.,is attached.

NOTE: Fees should be itemized in such & manner that it is clear for which purpose the fees are paid. 37 C.F.R.
1.22(b),

X. Authorization to Charge Additional Fees

WARNING: If no fes payment is made at this time, this item should not be completed.

WARNING: Accurately count claims, especially multiple dependent claims, to avoid unexpected high charges
if extra claim charges are authorized.

[X The Commissioner i is hereby authorized to charge the following additional fees

that may, be required by this paper and durmg the entire pendency of thus
application to Account No. . 11-1110

£1 37 C.F.R. 1.16(a), {f) or (g) (filingvfees)

¥l 37 C.F.R. 1.16(b), (c) and (d) (presentation of extra claims)

NOTE: Because additional fees for excess or muitiple dependent claims not paid on filing or on later presentation
must only be paid or these claims cancelled by amendment prior to the expiration of the time period
set for response by the PTO in any notice of fae deficiency (37 C.F.R. 1.16(d)), it might be best not
to authorize the PTO to charge additional claim fees, except possibly when dealing with amendments
after final action.

X} 37 C.F.R. 1.16(¢) {surcharge for filing the basic filing fee and/or declaration
on a date later than the filing date of the application)

K] 37 C.F.R. 1.17 (application processing fees)

WARNING: While 37 C.F.R. 1.17(a), (b}, (c) and (d) deal with extensions of time under § 1,136(a), this
authorization should be made only with the knowledge that; “Submission of the appropriate
extension fee under 37 C.F.R. 1.136(a) Is to no avail unless a request or petition for extension is
filed” (Emphasis added). Notice of November 5, 1985 (1060 O.G. 27).

[0 37 C.F.R. 1.18 (issue fee at or before mailing of Notice of
Allowance, pursuant to 37 G.F.R, 1.311(b))

NOTE: Where an authorization to charge the Issue fee to a deposit account has been filed before the mailing
of a Notice of Allowance, the issue fee will be automatically charged to the deposit account at the time
of mailing the Notice of Allowance. 37 C.F.R. 1.311(b).

37 C.F.R. 1.28(b) states: (a) notification of change of status must be made gven. if the fee is paid as
“other than a small entity” and (b) no notification is required If the change I$ to another small entity.
Notification of any change of status resuiting in loss of entitlement to smail entity status must be filed
in the application prior to, or at the time of, paying the issue fea. 37 C.F.R. 1.28(b).

}XI. Instructions as to Overpayment

[0 Credit Account No,
& Refund
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X8, Priority—35 U.S.C. 119(a)-(d)
1 Priority of Application No, f .. filed on

in (country) is claimed under 35 U.8.C., 119,
[0 The certified copy has been filed on in prior U.S. applica-
tion Serial No, 0 / . which prior application was filed on

0 Certified copy will follow,

?(III. Relate Back

WARNING: If an application claims the benefit of the filing date of an earlier filed appilication undsr 35 U.8.C.
120, 121 or 365(c), the 20-ysar term of that application will. be based upon the filing date of the
sarliest U.S. application that the application makes reference to under 35 U.8.C. 120, 121 or 365(c). .
(35 U.S.C. 154(a)(2) does not take Into account, for the determination of the patent term, any
application on which priority is claimed under 35 U.S.C. 119, 365(a) or 365(b).) For a c-i-p
application, applicant should review whether any claim in the patent that will Issue is supported
by an earlier application and, if not, the applicant should consider canceling the reference to the
earller filed application. The term of a patent is not based on a claim-by-claim approach, See Notice
of Apnl 14, 1985, 60 Fed, Reg 20,184, at 20,205,

NOTE: “Any nonprovisional application clalmmg the benefit of one or more pdor filed copending nonprovisional
applications or international applications des:gnatlng the United States of America must contain or be
amended to contain in the first sentence of the specification following the title a reference to each such
prior application, identifying it by application number (consisting of the series code and serial number)
or international application number and international filing date and indicating the relationship of the
applications, Cross-references to other related appiications may be made when appropriate. (See
§ 1.14(b})." 37 C.F.R. § 1.78(2).

(complete the following, if applicable)

K} Amend the specification by inserting, before the first line, the sentence:

A. 35 U.S.C, 119(e)

NOTE: “Any nonprov/s:ona! application claiming the benefit of one or more prior filed copending provisional
applications must eontain or be amended to contain in the first sentence of the spacification following
the title a reference to each such pror provisional application, identifying it as a provisional application,
and including the provisional application number {consisting of series code and serial number).” 37 C.F.R,
§ 1.78(aj(4).

WARNING: While this application under 37 C.F.R. § 1.62 cannot be a file wrapper continuation application

of a provisional application, the nonprovisional application giving rise to this FWC filing could claim
the benefit of a provisional application.

(0 “This application claims the benefit of U.S. Provisional Application(s) No(s).:

hy

\PPLICATION NO(S).: FILING DATE

/
/
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B. 35 U.S.C. 120, 121 and 365(c)

NOTE: *Any nonprovisional application claiming the benefit.of one or more prior filed copending nonprovisional
applications or intemational applications designating the United States of America must contain or be
amended to contain in the first sentence of the specification following the title a.reference to each such
pricr application, identifying it by application number (consisting of the serles code and serial number}
or International application number and intemational filing date and indicating the: relationship of the : "
applications, Cross-references to other related applications may be made when appropriate, (See
§ 1.14b))." 37 C.F.R. § 1.78(2).

& “This application is a
%] continuation
{J divisional
0 continuation-in-part.
O\&ﬂf copending application(s)
X L] Serial Number 0 8/ 085,596 ___ filed onJuly 1, 1993 , nol/ abandoned.

\ [0 Tnternational Application filed on and
which designated the U.8.”

NOTE: The proper reference to a prior filed PCT application that entered the U.S. national phase is thg U.S.
senial number and the filing date of the PCT application that designated the U.S.

XiV. Assignment

& The prior application is assigned of record to
Legent Corporation

[0 An assignment of the invention to

is attached. A separate ] “COVER SHEET FOR ASSIGNMENT (DOCUMENT)
ACCON;PANYING NEW PATENT APPLICATION" or [ FORM PTO 1595 is also
attache

NQTE: “Ifan assignment is submitted with a new application, send two separate letters—one for the application
and one for the assignment.” Notice of May 4, 1990 {1114 O.G. 77-78).

XV. Power of Attomey

The power of attorney in the prior apblicatlon is 1o

Christopher H, Gebhardt 33,130
Attorney Reg. No.
| . A
a. X1 The power appears in the original papers in the priér application.
b. [0 The power does not appear in the original papers, but was filed on
c. [0 A new power has been executed and is attached.
d. X1 Address all future communications to: :
(item d may only be completed by applicant, or attorney or agent of record.)
Edward L. Pencoske 29,688
Name Reg. No.
Kirkpatrick & Lockhart LLP ‘
Address
1500 Oliver Building (412) 355-8645
Tel. No,

Pittsburgh, PaA 15222 ‘
(FWC [4-2}—page 10 of 13)




L(VI. Maintenance of Copendency of Prior Application

(this item must be completed and the necessary papers filed in the prior application,
if the period set in the prior application has run.)

K A petitibn, fee and response has been filed to extend the term in the pending
prior application until ___Novembexr 11, 1995 .
NOTE, The PTC finds it useful if a copy of the pstition filed in the prior application extending the term for

response is filed with the papers constituting the filing of the continuation application. Notice of
November §, 1985 (1060 O.G. 27).

& A copy of the petition for extensxon of time in the prior apphcatlon is
+ attached.

XVIl. Conditional Petitions for Extension of Time in Prior Application

{complete this item and file conditional petition in prior app/r‘é:ation,
if previous itern is not applicabls)

(J A conditional petition for extension of time is being filed in the pending prior
application
NOTE: The PTO finds it useful if a copy of the petition filed in the prior application extending the term for

response is filed with the papers constituting the fmng of the continuation application. Notice of
November 5, 1985 (1060 0.G. 27).

(0 Acopy of the conditional petition for extension of time in the prior application
is attached.

XVili. Abandonment of Prior Application

X] Please abandon the prior application at a time while the prior application is
pending or when the petition for extension of time or to revive in that application
is granted and when this application is granted a filing date 80 as to make this
application copending with said prior application. At the same time, please add
the words “now abandoned” to the amendment to the specification set forth
in Xl above.

NOTE: According to the Notice of May 13, 1983 (103 TMOG 6-7), the filing of a continuation or continuation-in-
part application is a proper response with respect to a petition for extension of time or a petition to

revive and should include the express abandonment of the prior application conditioned upon the
granting of the petition and the granting of a filing date to the continuing application.

NOTE: “A registered attomey or agent acting under the provisions-of § 1.34(a), or of record, may also expressly
abandon a prior application as of the filing date granted to a continuing appl:cafron when filing such
a continuing application.” 37 C.F.R. 1.138.

XiX, Information Disclosure Statement

[0 Submitted herewith Is an Information Disclosure Statement.

“
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Assignment recorded in PTO on _October 21, 1993

6737 Frame 0936

(3 Plus ADDED PAGE FOR INVENTOR'S DATA FOR FWC FILING

0 Plus ASSIGNMENT (DOCUMENT) COVER LETTER ACCOMPANY-
ING NEW PATENT APPLICATION

Reel

‘ /;,,,.m.»\ ' SIGNATURE OF ATTORNEY "
Reg. N 9,6 88 / }
/ A I N /*’f,‘(’.,-'

N

o
- Edward L, Pencoske

- {type or print narme of attorney)

Tel. No.: #12) 355-8645 Kirkpatric LLP

o 1500 obtver Bty
P.0O. Address Pittsburgh, PA 15222 7

e
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PATENT
93085CON;2,

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Art Unit
Examiner :
In re application of : SYSTEM AND METHOD FOR
: DISTRIBUTED MANAGEMENT ON
James R. Woodhill et al. : NETWORKED COMPUTER SYSTEMS
Serial No. ‘ :
Filed: November 9, 1995 : Group

. PRELIMINARY AMENDMENT
Pittsburgh, Pennsylvania
Novenmber 9, 1995

Hon. Commissioner of Patents
and Trademarks

Washington, DC 20231
Sir:

Preliminary to the examination of the continuation

15222

application filed herewith, please amend that applicaticn as

follows.

In the Claihs
Please canc¢el claims 2 -~ 17.




KIRKPATRICK & LOCKHART
1500 Oliver Building
Pittsburgh, PA 15222

(412) 355-8645

This Preliminary Amendment is filed to reduce the number of

claims for purposes of calculating the filing fee.

intend to file a second preliminary amendment to either amend or
replace claims 1 and 18 = 20. °

REMARKS

Applicants

Respectfully submitted,

SN/

Edward L. Pencoske
Registration No. 29,688




Attorney’s Docket No. 9308 5CON PATENT

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE
In re application of: James R, Woodhill et al,

Serial No.: 08 / 555,376 Group No.:
Filed: November 9, 1895  Examiner:

For: SYSTEM AND METHOD FOR DISTRIBUTED MANAGEMENT ON

NETWORKED COMPUTER SYSTEMS 2
Commissioner of Patents and Trademarks ‘ M f ;if.‘j:
Washington, D.C. 20231 59‘ ;

AMENDMENT TRANSMITTAL b =% %
<D

1, Transmitted herewith is an amendment for this application,

STATUS
2. Applicant is
0 a small entity. A verified statement; ,,%
0 is attached. , HK,
J was already filed. . FEB 2 0 139

& other than a small entity.

GROUP 2300

CERTIFICATE OF MAILING/TRANSMISSION (37 CFR 1.8a)

i hereby certify that this correspondence is, on the date shown below, being:

MAILING FACSIMILE
K} deposited with the United States Postat {0 transmitted by facsimile to the
Service with sufficient postage as first class Patent and Trademark Office

mail In an envelope addressed o the

Commissioner of Patents and Trademarks, ' \) |
Washington, D.C. 20231 O

Signature =

Dme:\f'wjhw {996 Edward L. Pencoske

(type or print name of person certifying)

(Amendment Transmittal {9-19]—page 1 of 4)




EXTENSION OF TERM

NQTE: “Extension of Time in Patent Cases (Supplement Amendments) — If a timely and complete response
has been filed after a Non-Final Office Action, an extension of time is not required to permit filing and/or
entry of an additional amendment after expiration of the shortened statutory period.
if a timely response has been filad after a Final Office Action, an extension of time s required to permit
filing and/or entry of a Notice of Appeal or filing andjor entry of an additional amendment after expiration
of the shortsned statutory period unless the timely-filed response placed the application in condition
for allowance. Of courss, if a Notice of Appeal has been filed within the shortened statutory period,
the period has ceased (o run.” Notice of December 10, 1985 (1061 O.G. 34-35),

NOTE: See 37 CFR 1.645 for extensions of time in interference proceedings and 37 CFR 1 .550(c) for extensions
of time in reexamination proceedings,

3. The proceedings herein are for a patent application and the provisions of 37 CFR
1.136 apply

(complete (a) or (b) as applicable)

(@ [0 Applicant petitions for an extension of time under 37 CFR 1,136 (fees: 37 CFR
1.17(a)-(d) for the total number of months checked below:

Extension Fee for other than Fee for
(months) small entity small entity
(3 one! month $ 110.00 $ 55.00
[T} two months $ 370.00 $185.00
{7 three months $ 870.00 $435.00
{7 four months $1,360.00 $680.00
Fee $

If an additional extension of time is required please consider this a petition therefor.

(check and complete the next item, if applicable)

0 An extension for months has already been secured and the |

fee paid therefor of $ . is deducted from the total fee due for the total
months of extension now requested

Extension fee due with this request $
OR

(b) (I Applicant believes that no extension of term is required. However, this condi-
tional petition is being made to provide for the possibility that applicant has
inadvertently overlooked the need for a petition for extension of time.

(Amendment Transmittal [9-19]—page 2 of 4)
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FEE FOR CLAIMS

4, The fee for claims (37 CFR 1.16(b)-(d)) has been calculated as shown below:
OTHER THAN A

(Col. 1) {Col. 2) {Col, 3) SMALL ENTITY SMALL ENTITY
CLAIMS
REMAINING . HIGHEST NO : :
AFTER PREVIOUSLY  PRESENT ADDIT. ADDIT.
AMENOMENT PAID FOR EXTRA  RATE FEE OR RATE  FEE
TOTAL * 18 MINUS ™ 20 = 0 x11= § (- x22= % 0
INDEP, * 2 " OMINUS 3 = 0 x38= § 0 X76= $ 0
[ FIRST PRESENTATION OF MULTIPLE DEP. CLAIM +120= % +240= §
TOTAL OR TOTAL
ADDIT. FEE § ADDIT.
FEE §

If the entry in Col. 1 is less than entry In Col. 2, write “0" in Col. 3.

“* If the “Highest No. Previously Paid for" IN THIS SPACE is less than 20, enter "20".

= If the “Highest No, Previously Paid For" IN THIS SPACE s less than 3, enter “3".

The “Highest No, Previously Paid For" (Total or indep.) is the highest number found in the appropriate
box in Col. 1 of a prior amendment or the number of claims originally filed.

WARNING: “After final re/'ection’or action (§ 1.113) amendments may be made cancelling claims or complying
with:any requirement of form which has been made.” 37 CFR § 1.116(a) (emphasis added).

{complete (c) or (d) as applicable)

{c} & No additional fee for claims is required.

OR

(d) [0 Total additional fee for claims required 3

FEE PAYMENT

5. [] Attached is a check in the sum of $

) Charge Account No. - the sum of
: .

A duplicate of this transmittal is attached,

(Amendment Transmittal [9-19]-—page 3 of 4)




FEE DEFICIENCY

NOTYE: If there is a fes deficlency and there is no authorization to charge an account, additional fees are
necessary to cover the additional time consumed in making up the original deficiency. If the maximum,
six-month period has expired before the deficiency is noted and corrected, the application is held
abandoned. In those instances where authorization to charge is included, processing delays are
encountered in retuming the papers to the PTO Finance Branch in order to apply these charges prior
to action on the cases. Authorization to charge the deposit account for any fee deficiency should be
checked. See the Notice of April 7, 1986, (1065 O.G. 31-33).

6, kK I 1a{\ylaijdz)tional extension and/or fee is required, charge Account No.
-111

AND/OR

k1l Hany additiohal fee for claims is required, charge
Account No. L1=1110

OSD .

SIGNATURE OF ATTORNEY

Reg. No.. 29,688
Edward L. Pencoske

type or print name of attorney

Tel. NQ';&‘liz) 355*8645 »
‘ Kirkpatrick & Lockhart LLP

' P.O.Address 1500 Oliver Building
Pittsburgh, PA 15222
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CofY "D"

§ . PATENT

B 93085CON
. RPN
IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

e i e L LT

ISR EING S S A
P VR AR . M W

. 1 1596
Art Unit FEB 2(}
Examiner : GHOUP 5900
In re application of ; SYSTEM AND METHOD FOR
DISTRIBUTED MANAGEMENT ON
James R. Woodhill et al. : ‘NETWORKED COMPUTER SYSTEMS

o/
Serial No.jf555,376

Filed: November 9, 1995 : Group

SECOND PRELIMINARY AMENDMENT

Pittsburgh, Penﬁsylvan%aﬁ 15222
January 5, 1996 ?; rf
' Hoﬁ. Commissioner of Patents #H :
and Trademarks ‘,%f o
Washington, DC 20231 - i
Sir:

Preliminary to the examination of the application filed

November 9, 1995, please amend that application as follows.

'In the Claims

Please cancel claims 1 and 18 - 20, which are all of the
claims remaining in the application, and substitute the
following new claims.

--21. A system fpr distributed management of the storage
space and data on a networked computer system wherein the |
networked computer system includes at least two storage devices
for storing data files, said distributéd storage management
system compriging:

~means for selectively copying data files stored on one of

the storage devices to another of the storage devices;




means for dividing each data file into one or more binary
objects of a predetermined size;

means for calculating a current value for a binary objeq:
identifier for each binary object within a file, said
calculation of said binary object ideﬁtifier_being based’upén o
the actual data contents of the associated binary object, said
calculated binary object'identifier being saved as the name of
the associated binary object; |

means for comparing said current name of a particular
binary object to one or more previous‘names of said binary
object; |

means for storing said current name of said binary object
identifier; and

means for controlling said means for selectively copying

binary objects in response to said means for comparing.

22. The distributed storage management system of claim 21
wherein said means for calculating said current name includes
means for calculating a current name comprised of at least two

independently determined values.

23. The distributed storage management system of claim 21
wherein said means for calculating said current name includes
means for calculating a 128-bit binary value comprised of four

32-bit fields.

24. The distributed storage management system of claim 23
wherein said four 32-bit fields include a binary object
identifier size field, a Cyclical Redundancy Check number field
calculated against the contents of the binary object, a
Longitudinal Redundancy Check number field calculated against

the contents of the binary object, and a binary object hash .




number field calculated against the contents of the binaxy
object.

25, Tﬁe distributed-storage management system of claim 21
further including means for auditing the performance of said
distributed stordge management system, said means for auditing
including:

second means for controlling said means for selectively~
copying binary objects to recopy a prewiously copied binary
object;

means for recalculating said binary object identifier for
the recopied binary object, said recalculated binary object
identifier being saved as the name of the associated binary
object; | |

meaﬁs for comparing said recalculated name to a previous
name of said binary object; and

means for reporting avfailure if said recalculated name is

not identical to said previous name of said binary object.

26. The distributed storage ﬁanageﬁent system of claim 21
wherein said means for controlling said means for selectively
copying includes means for instructing, in response to said
means for comparing, said means for selectively copying to copy
a particular binary object only if its current name is.not

identical to a previous name for that particular binary object.

27. The distributed storage management system of claim 21
additionally comprising means for segmenting the binary objects
into granules of data, and wherein said granules of data are

processed in the same manner as said binary objects.




28. The distributed storage management system of claim 27
further including means for reconstructing a binary object from
a most recent complete copy of the binary object, said means for
reconstructing including:

means for copying said granules copied by said means for
selectively'bopying granules to said most recent complete copy
of the binary object in otder from mosf-recently copied granule
to least-recently copied granule; and

means for generating a bitmap for gontrolling sald means

for copying said copied granules.

29, Tﬁe distributed storage management system of claim 28
‘wherein said means for calculating said current name for said
granule includes means for calculating a 32-bit Cyclical
Redundancy Check number calculated against the contents of said
granule and means for calculating a 32-bit binary object hash

number calculated against the contents of said granule.

30.  The distributed storage management.system of claim 28
further including means for restoring a current version of a
binary object to a previous version of that binary object, said
means for restoring including:

means for calculating said name for.eéch of said granules
in the current version of the binary object;

mgans for comparing said calculated name to a previous néme
for each of said granules in the current version of the binary
object; and

means, responsive to said means for comparing said names,
for replacing those granules in the current version of the

binary object for which said names are not identical.




31. The distributed storage management system of claim 21
additionally comprising;

means for‘indicating whichvof said copied binary objects
must be copied to a partigular storage device in the event of a
failure of that storage device before that storage device is
considered to be operable by the local computer with which that
storage device is in communication; and

wherein saild means for controlling said means for

selectively copying binary objects is further responsive to said

means for indicating.

32. The distributed storage management system of claim 31
- wherein said.means for indicating includes means for specifying
a last access date such that only biﬂafy objects that have been
accessed by the networked’computerfsystem on or after said last
access date must be copied to a particular storage device before

-

that storage device is considered to be operable.

33. The distributed storage management system of claim 21
additionally comprising:

means for maintaining a file retention list wherein said
file retention list includes a file retention pattern for each
binary object copied by said means for selectively copying
binary obijects;

means for determining which of the binary objects copied by
said means for selectlvely copying binary objects match each of
sald file retention patterns; and

méans for deleting the binary objects from the storage

devices in response to said means for determining. !




34. The distributed storage management system of claim 33
wherein said file retention pattern includes daily, weeklyt

monthly, quarterly and yearly retention patterns.

35. The distributed storage management system of claim 2i\:
wherein said networked computer system includes a remote backup
file server, and wherein said means for selectively copying
copies the binary objects stored on one of the storage devices
to another of the storage devices or to the remote backup file
server, sald distributed storage management system additionally
comprising:

means for employing user-defined priorities to determine
which binary objects are to be copied to another storage device
and to determine a queuing sequence for copying binary objects

to the remote backup file serxver.

36. A method for management of the storage space and data
on a computer system wherein the computer system includes at
least two storage areas for storing data files, said method
comprising the steps of:

dividiﬁg each data file into one or more binary objects of
a predetermined size; |

calculating a current value for a binary object identifier
for each binary object within a file, said calculation of said
binary objecﬁ identifier being based upon the actual data
contents of the associated binary object, said calculated binary
object idenéifier being saved as the name of the associated
binary object;

comparing said current name of said binary objecﬁ to one or
more previeus names of said binary object;

storing said current name of gaid binary object as a

previous name of said binary object; and




selectiﬁely copying binary objects in response to said

comparing step.

37. The method of claim 36 wherein said step of
calculating said current name for said binary object includes
the step of calculating a current name for a binary object

comprised of at least two independently determined values.

38. The method of claim 36 wherein said step of
calculéting saild current name for said binary object includes
the step of calculating a current name fér a binary object‘
utilizing a 128-bit binary value comprised of four 32-bit fields
and wherein said four 32-bit fields include a binary object
identifier size field, a Cyclical Redundandyfcheck numbexr field
calculated against the contents of the binary object, a
Longitudinal Redundancy Check number field calculated against
the contents of the binary object, and a binary object hash
number field calculated against the contents of the binary

_object.--

REMARKS

This Second Preliminary Amendment is filed to submit new
claims for examination.

In the parent applicatién, of which the instant application
is a continuation, an Office Action was issued on 11 May 1995
rejecting claims 1 - 20 under 35 U.S.C. § 103 as being
unpatentable over an article to Daniel Barbara et al. ("the
Barbara article"). It is the Examiner’s position, as set forth
on page 3 of the Office Action in the parent application, that
- the Barbara érticle discloses "a means for storing".. As the
Examiner noted, the Barbara article\aia not specifically

calculate the check sums to be used as identifiers for selected
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Sir:
Preliminary to the examination of the application filed

November 9, 1985, please amend that application as follows.

In the Claij

Please cancel ¢

ims 1 and 18 ~ 20, which are all of the
claims remaining in the lication, and substitute the

following new claims,

{ .
h€;4<A A system for distributed management of the storage
aﬁace and data on a networked computer system wherein the
neéwcrkgd computer system includes at least two storage devices
for storing data files, said distributed storage management
gystem ccmprising
means for selectlvely copying data filea gtored on one of

the storage devices to another of the stcrage devices;

p11-566771,1




means for calculating a current value for a binary object
identifier for each binary object within a file, said

calculation of said binary objecﬁ identifier being based upon

“the actual data contents of the asgoclated binary object, said

calculated binaxy object idenhifier being saved as the name of
| .
the apsociated binary object;

means for comparing said current name of a particular

binary object to one or more previous names of said binary

object;
meang for storing said current name of gaid binary object
Tderrifier; and
;
meansa for controlling said means for selectively copying
binary objects in response to said means for comparing.
") | /,
%é( - The distributed storage maragement system of claimlzf f
wherein said means for calculating said current name includes
means for calculating a current name comprised of at least two

N

independently determined values.

. o ' /
\:iéf The distributed storage management system of claim/&f

wheérein said means for calculating said current name includes

means for calculating a 128-bit binary value comprised of four
32-bit fields. |

7/ ‘ . - | ( 3

| ;4( rhe distributed storage management system of Claiﬂl}%(
wherein said four 32-bit fields include a binary object
identifier size field{ a‘Cyclical Redundancy dheck.number‘field
calculated against the contente of the binary object, a
Longitudinal Redundancy Check number field calculated against

the contents of the binary object, and a binary object hash

- 2 -




/(Q\

4 | : -/
;yf.- The distributed storage management system of c}aim/zf
further including means for.auditing the performance of said
distributed storage management system, said means for auditing
including:

gecond means for controlling said means for selectively
copying binary objects to recopy a previously copied b;nary
cbject; | .

means for recaleculating said binary object identifier fer

' the recopied binary object, said recalculated binary object

iden;ifier being saved as the name of the aspociated binary
object; |

means for comparing said recalculated name to a previous
name of said binary object; and

meane for reporting a failure if sald recalculated name ig

not identical to said previous name of said binary object.

lo : /

;é: The distributed storage management system of claim/}(
wherein said means for contrelling said means for selectively
copying includes meane for instructing, in response to said
meang for comparing, eaid means for selectively copying to copy
a particular binary object only if its current namé ie not
identical to a previoug name for that particular'binary obiect .

g /

74. The distribqted storage management system of claim'zd/__

additipnally comprising means for segmentingbthe binary objectswﬁ

into granules of data, and wherein said granules of data are

‘proceséed in the same manner as said binary cbjects.




a most recent complete copy of the binary object, said means for |
reconétrucning including:

means for copying said granules copiea by said‘maéﬁs for
selectlvely copying graﬁules to said most recent complete copy

of the binary object in order from most-recently copied grandle

to least-recently copied grarule; and

means for generating a bitmap for controllihg said means

for copying gaid copied granules.

| . 8

;;< The digtributed storage manégement system of claim/QJ/
wherein.said means for calculating said current name for said
granule inﬁludes means for calculating a 32-bit Cyclical
Redundancy Check number calculated against the contents of said
granule and means for calculating a 32-bit binary object haesh
number calculated against the contents of said granule.

/0 | 8
/}5. The distributed storage management systgm.of claim ;E/

further including means for restoring a current version of a

, binar9 object to a previous veréion,of:that binary object, said

meang for restoring including:

means for calculating said name for each of said granules
in the cutréﬁ: version of the binary object;

means for comparing said calcﬁlated name to a previous name

for each of said granules in the current version of the binary

 object; and

means, respensive to said means for comparing said names,
for replacing those granules in the current version of the

binary object for which sald names are not identical.
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must be copiled to a particular storage device in the event of a
fallure of that storage device before that storage device is
considered to be operable by the local computer with which.tha;
storage device is in communication; and |

:wherein said means for controlling said means for
salectively copying binary objects is further responsive to said |
means for indicating.
/2 - v

;Zi The distributed storage management gystem of claim/}f
wvherein said means for indicating includes means for Speclfylng
a last’ access date such that only binary objects that ‘have bean
accessed by the networked computer system on or after said last
access date must be copied to a partitular storage device before

that sﬁcrage.device ie considered to be operable.

%3é<, The distributed storage management syatem of claim:;f

additionally compriaing:

means for maintaining a file retention list wherein said
file retention list includes a file retention pattern for each
binary object copied by said means for selectively copying
binary objects; |

means for determining which of the binary objects copied by
said means for selectively copying binary objecte match each of
gaid file retention patternsf and

means for deleting ;he biparyVOpjects from the storage

devices in response to sald means for determining.




monthly, quartexly and yearly retention patterns.

/52M{ The distributed stcrage management system of clalm/2{
wherein said networked ccmputer system includes a remote backup
file server, and wherein said means for selectively copying
copieg the binary objects stored on one of the storage devices
to anothér of the storage devices 6r to the remote backup file
server, sald distributed storage management system additiohally
comprising:

| means for employing user-defined priorities to determine
which binary objects are to be copied to another storage device
and to determine é queuing sequence for copying binary objects

to the remote backup file server,.

/f;é. A method for management of the storage epace and data‘
on a computer system wherein the computer gystem includes at |
least two storage areas for storing data flles, said method AL.
comprlalng the steps of: | |

dividing each data'file into one or more binary objects of
a predetermined esize; |

calculating a current.value for a binary object identifier
for each binary object within a file, said calculation of eaid
bipary object identifier being based upon the actual data
contents o: the assoclated binéry object, Baild calculated binary‘
object identifier baing‘saved as the name éf the associated
binary object;

comparing said current name of said binary cbject to one or

more previous names of sald binary object;

storing gald current name of sald binary object asz a

previoug name of said binary cbject; and




comparing sBLep,
!

7 / |
;ﬁ( The method of claim }é}:herein sald step of

calculating said current name for said binary object includes
the step of calculating a current name for a binary object
comprised of at least two independently determined values.

/8 /f?’
The method cf claim 6 wherein said step of
calculatlng sald-cuxrent name for said binary object includes
the step of calculatlng a current name for a binary object
utilizing a 128-bit binary value comprised of four 32-bit fields
and wherein said four 32-bit fields include a binary object
identifiai;size field, a Cyclical Redundancy Check number field
calculated against the contents of the binary object, a
Lcngitudinal Redundancy Check number field calculated against
the:contents'of the binary object, and a biﬁary object hash
number field calculated against the contents of the binary

objeckt , -~

REMARKS

This Second Preliminary Amendment is filed to submit new
claime for examination.

In the parent application, of which the instant application
is a continuation, an Office Acticn was issued on 11 May 1985
rejecting claims 1 - 20 unﬁer 35 U.8.C. § 103 as being '
unpatentable over an article to Daniel Barbara et al. (%the
Barbara article"), It is tﬁe Examiner’'e position, as set forth
on page 3 of the Office Action in the parent éﬁplicétion, that
the Barbar§ article discloses "a means for storing". As the
Examiner noted, the Barbara article did not specifically

caldulate the check sums to be used as identifiers for selected
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