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Abstract—A unified physically based ion implantation damage
model has been developed which successfully predicts both the
impurity profiles and the damage profilesfor a wide range of
implant conditions for arsenic, phosphorus, BF2, and boron
implants into single-crystal silicon. In addition, the amorphous
layer thicknessespredicted by this new damage model are also
in excellent agreement with experimental measurements. This
damage model is based on the physics of point defects in silicon,
and explicitly simulates the defect production, diffusion, and
their interactions which include interstitial–vacancy recombina-
tion, clustering of same type of defects, defect–impurity complex
formation, emission of mobile defects from clusters, and surface
effects for the first time. New computationally efficient algorithms
have been developed to overcome the barrier of the excessive
computational requirements. In addition, the new model has been
incorporated in the UT-MARLOWE ion implantation simulator,
and has been developed primarily for use in engineering work-
stations. This damage model is the most physical model in the
literature to date within the framework of the binary collision
approximation (BCA), and provides the required, accurate as-
implanted impurity profiles and damage profiles for transient
enhanced diffusion (TED) simulation.

Index Terms—Implant-induced damage, ion implantation, ion
radiation effects, modeling, Monte Carlo methods.

I. INTRODUCTION

I ON implantation has been the dominant tool for introducing
dopants into the silicon crystal for over two decades,

and this trend is expected to continue well into the fu-
ture. For example, a typical modern CMOS process employs
approximately a dozen ion implant steps to form isolation
wells, source/drains, channel-stops, threshold voltage adjusts,
punchthrough stoppers, buried layers, and other doped areas of
the p- and n-channel MOS transistors. During this process, the
impurity ions are accelerated to kinetic energies ranging from
a few keV to several MeV and are directed onto the surface
of the semiconductor. As the ions enter the crystal, they give
up their energy to the lattice atoms by means of electronic
stopping and nuclear stopping, and they finally come to rest
at some depth in the crystal. The energy loss of ions passing
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through matter can be divided into two components: nuclear
stopping (energy loss to the medium’s atomic positive cores)
and electronic stopping (energy loss to the medium’s light
electrons). For Monte Carlo simulation, the nuclear stopping
is treated with the binary collision approximation (BCA)
[1], [2]. The energy of the ion is also lost to the electron
cloud, which includes an inelastic loss during collisions which
is due to the direct transfer of the electrons between the
two colliding atoms, as well as an inelastic loss between
collision which is due to the medium’s polarization effect [3].
Finally, in order to simulate higher dose implants, a cumulative
damage model is necessary. If the cumulative damage is
not included, each projectile sees exactly the same crystal.
Then two impurity profiles with different doses are scalable
under identical conditions, i.e., the same energies, tilt angles,
and rotation angles, etc. This is approximately true for low
dose implants ( 10 cm ) for which the probability for
two damage regions overlapping is very small. However, at
higher doses the shape of impurity profiles is largely altered
as the dose increases. Therefore, a cumulative damage model
is necessary in order to account for the dose dependence.

An obvious advantage of ion implantation is that it can be
performed at room temperature; thus doping layers can be im-
planted without disturbing previously doped regions. Another
major advantage of ion implantation is the precise control of
the doping concentration and profiles. However, one of the ma-
jor disadvantages of implantation is the lattice damage which
results from the collisions between the energetic impurity ions
and the lattice atoms. The other disadvantage is that a large
fraction of the impurity atoms so introduced are in interstitial
sites and thus are electrically inactive. In order to remove the
damage and electrically activate the implanted impurities, it is
necessary to introduce a subsequent thermal treatment called
“annealing.” Such a thermal annealing, however, can result in
significant broadening of the dopant profiles due to diffusion.

Thus, the final doping profiles depend on both the initial as-
implants profiles and the diffusion during the thermal cycles.
Implantation damage dictates the final doping profiles in two
ways.

1) The as-implanted profiles depend on the damage due to
the damage dechanneling effect.

2) The damage generated during implants is the major
source for transient enhanced diffusion (TED) during
the subsequent thermal treatment [4].

Therefore, in order to obtain the final doping profiles after
thermal processing, it is necessary to know not only the as-
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implanted impurity profiles, but also the damage profiles.
Thus, the modeling of the ion implantation damage process
is motivated by two objectives. One is to simulate the defect
dechanneling effect so that the impurity profiles as a function
of dose can be accurately predicted. The other objective is to
accurately predict the damage profiles so that these damage
profiles can be used as inputs for transient enhanced diffusion
(TED) simulation. Several simulators based on the binary
collision approximation (BCA) have existed for years. In
the BCA code, it is assumed that if the transferred energy
exceeds a certain threshold (approximately 15 eV for im-
plants into silicon), the target atoms are always displaced.
It is assumed that at the lattice site where the target atom
is displaced, a vacancy is generated. On the other hand,
when the displaced atom comes to rest, it is identified as
an interstitial. This very simplified picture is used in many
Monte Carlo simulators [2], [5]–[8]. For example, Kleinet al.
[2] implemented a model by recording the final locations of
all of the interstitials and vacancies for each ion cascade, and
annihilating the interstitial–vacancy pairs which are within a
specified capture radius. The recombination with the damage
by previous cascades is accounted for by a statistical algorithm.
Jaráız et al. [8], [9] developed a more detailed model by
keeping track of every interstitial and vacancy throughout
the simulation, thus eliminating the statistical nature of the
defect recombination algorithm. However, in their model
single interstitials and vacancies are the only types of damage
present and the interstitial–vacancy recombination is the only
reaction process taking place during implantation. Thus, in
order to reproduce the impurity profiles, a very small capture
radius (0.17, where is the lattice constant) is used. However,
such a small radius results in too much residual damage.
In reality, much more complex defect structures, such as
defect clusters, amorphous pockets, etc., are also formed. Ion
irradiation can even lead to total amorphization of certain
regions of the target crystal. Thus, it is not surprising to
see that Jaraı́z et al. [9] concluded that within this model
impurity profiles and damage profiles cannot be accurately
predicted at the same time. It is clear that although these
simulators can provide satisfactorily accurate impurity profiles,
they fail to accurately predict the damage profiles due to the
simplified, incomplete physical models. Therefore, the major
goal of this work is to develop a BCA based ion implantation
simulator which can predictboth the impurity profiles and
the damage profiles accurately at the same time. It should
be noted that although there were previous reports [7], [10]
which show reasonable agreement with experiments for both
the impurity profiles and the amorphous layer thicknesses, both
the accuracy and the extent of applicability achieved by our
model are unprecedented.

II. K INETIC ACCUMULATIVE DAMAGE MODEL (KADM)

In this section, we present in detail a new physically based
ion implantation damage model, which explicitly simulates
the defect production and its subsequent evolution into the
as-implanted experimentally observable impurity and damage
profiles. The hallmark of this damage model is that it simulates

defect diffusion and interactions/reactions at room temperature
after each ion cascade, and treats the damage accumulation,
amorphization, and their complementary dechanneling pro-
cesses consistently for the first time. In the next section, we
shall also see how we overcome the barrier of the excessive
computational requirements of this damage model by develop-
ing new efficient algorithms based on the fundamental physical
principles.

A. Basic Assumptions

We assume that the implant is performed at or near room
temperature. At higher temperatures defect diffusion and in-
teraction involve many more processes than that at room
temperature, and can be best treated by a diffusion simulator.
However, even at room temperature, shortly after the collision
cascade, local regions which receive large amounts of energies
can be heated up to high temperature and may even become
molten zones in a very short period of time (ps). Then the
temperature drops very rapidly (quenching) on the order of
1 ps [11]. During this process, large numbers of defects can
recombine, and disordered zones can be recrystallized. This
collective motion of defects can be best modeled by molecular
dynamics (MD) [11], and cannot be adequately modeled within
the framework of the BCA. Therefore, we take this process
into account only approximately by recombining the close
interstitial–vacancy pairs, as is in Klein’s model [2] and
Jaráız’s model [9]. After this recombination, the information
of surviving defects is recorded for subsequent diffusion and
reaction simulation. The validity of this assumption can be,
of course, ultimately tested by experiments, and can also be
judged from the quality of agreement between the simulation
results and the experimental impurity and damage profiles.
However, certain insight can be gained by examining this
assumption in conjunction with the difference between the
BCA and MD. Typically, MD produces much more damage
initially than does the BCA. However, the quenching phase
reduces this damage significantly, so that after the quenching
phase MD and the BCA yield comparable amounts of damage.
This is the primary reason why the BCA can also predict
the damage profiles quite well, as will be demonstrated later,
even though the quenching phase is taken into account only
approximately. Thus, in our model, the damage process during
ion implantation is divided into two phases: The first phase is
defect production (displacement cascades), which takes place
in less than 1 ps [12], while the second phase is defect diffusion
and interaction, which happens shortly after the displacement
cascade and lasts until the next ion comes to the same damage
region. The second phase lasts for 0.1 ms or longer for typical
dose rates.1

Under these basic assumptions, according to the migration
energies of point defects, we can assume with confidence
that only single vacancies and single interstitials are mobile
at room temperature. The mobility of other defects at room
temperature is much smaller because of their relatively higher

1The duration of the second phase can be estimated by using (3). For
example, the diffusion time for each cascade is approximately 0.5 ms for a
flux of 1 A/cm2 and a10a � 10a (a is the silicon lattice constant) implant
window.
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migration energies [13]. We also assume that the vacancy
migrates in the regular lattice sites, while the interstitial moves
along a tetrahedral–hexagonal path. We further assume that all
defect clusters are stable at room temperature because of their
relatively large binding energies (1 eV) [13]–[15]. Therefore,
once defect clusters are formed, they cannot be dissociated by
thermal energy at room temperature [13], [15]. However, as it
will be shown later, defect clusters can become mobile through
the annihilation of the opposite type of defect.

B. Defect Diffusion

The basic concept of the Monte Carlo diffusion simulation is
the hopping frequency of a point defect from one equilibrium
site to another in the crystal, and this can be computed
following the jumping rate theory originally proposed by
Vineyard [16]. With the harmonic approximation of the lattice
vibrations, the hopping frequency can be expressed as follows:

(1)

where is an effective attempt frequency (10 s for
silicon crystal [17]), is the defect migration energy, is
Boltzmann’s constant, and is the substrate temperature. In
our model, the migration energy for the vacancy is 0.45 eV,
which was accurately determined by Watkins’s experiments
[18]. The interstitial migration energy ranges from 0.3 to
1.1 eV as calculated byab initio and MD calculations in the
literature [14], [19]. In our model, the migration energy for an
interstitial is chosen to be 0.55 eV. It is interesting to relate
the hopping frequency with the point defect diffusivity, which
is typically given in the literature as a result of experimental
diffusion measurements. According to random walk theory,
the diffusion coefficient in every cubic-type lattice is given by

(2)

where is the jumping distance, i.e., the distance between two
nearest-neighbor equilibrium sites. In diamond cubic lattices
the nearest-neighbor distance is , where is
the lattice constant. Combining (2) with (1) and using the
migration energies given above, the diffusivity for vacancies
is cm /s, and the diffusivity for interstitials
is cm /s at room temperature.

In the new damage model, the mobile defects generated
by ion cascades are allowed to diffuse for a certain amount
of time. Roughly speaking, this diffusion time is determined
by the dose rate (beam current) used during the implants.
However, in order to determine the diffusion time after each
ion cascade more precisely, both the beam current and the
scanning pattern have to be taken into account. A detailed
discussion of scanning pattern is outside of the scope of this
paper, but interested readers are referred to [20]. In this paper,
we shall employ a simple formula for diffusion time, which
is valid for continuous exposure of wafers to the ion beam
during implantation. However, for the scanning pattern of a
given ion implanter, the time between successive ion cascades
in the same local region can be derived. If we ignore the

scanning pattern, the average diffusion time is simply the
reciprocal of the number of ions implanted into the implant
window per second

const flux (window area)
(3)

where const is the number of charges per
Coulomb, flux is the average flux in units of A/cm, and
(window area) is the area of the implant window in units of
cm . The concept of the implant window will be discussed in
the next section.

C. Defect Interactions

In our model, defect interactions include interstitial–vacancy
recombination, clustering of the same type of defects, de-
fect–impurity complex formation, emission of mobile defects
from clusters, and surface effects, etc. The details of these
reactions are given next. The concept of the reaction radii
for defects is introduced in this work because of the need to
accommodate defect clusters. In our model, each defect has
an inherent reaction radius. For single interstitials and single
vacancies, this reaction radius is defined as a constant. For
a larger defect cluster with a defect number of, the reaction
radius is defined as . By this definition, we imply
that the defects are approximately spherically distributed in
a defect cluster. In our model, we assume that
for both single vacancy and single interstitial. Therefore, if
one interstitial and one vacancy are separated as far as

, they can recombine. Similarly, if two single point
defects of the same type (single interstitial, single vacancy,
dopant, etc.) are separated by 0.8, they can cluster to form
di-interstitials, di-vacancies, or impurity clusters, etc. Larger
defect clusters can be formed in the same manner. The “capture
radius” of 0.8 is consistent with recent experimental data [21],
which set the limit of the vacancy-interstitial recombination
radius to be 10̊A, and the vacancy-boron recombination radius
to be 5 Å.

Defect reactions can be formulated mathematically by using
kinetic equations. The interaction/reaction rules given below
are derived from the basic assumptions discussed at the
beginning of this section.

1) Defect Recombination: Opposite types of defects can
recombine to anneal out the damage.

Special cases:

(release a mobile vacancy)

(release a mobile interstitial)

Special case:

(both vacancy and

interstitial are annihilated).

2) Defect Clustering: Same type of defects can cluster to
form larger clusters.

(interstitial clustering)
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Special case:

(di-interstitial formation)

(vacancy clustering)

Special case:

(divacancy formation).

3) Defect Complex Formation: Mobile defects can be
trapped by impurity atoms and their complexes.

(complex interaction)

(complex interaction)

(complex interaction)

(complex interaction)

A: dopant, carbon, oxygen, etc.

4) Surface Recombination: Surface is assumed to be an
effective sink for mobile defects.

surface surface (surface recombination)

surface surface (surface recombination).

D. Crystal Amorphization and Amorphous Pockets

It is well known that the amorphous pockets generated by
high mass ion implants, as shown by MD calculations [11],
cannot be well represented within the framework of the BCA
and Monte Carlo techniques. In addition, the amorphization
that occurs for implantation with low mass ions such as boron
is believed to happen homogeneously when the interstitial
concentration reaches a critical threshold [22]. In our damage
model, the amorphous pockets and amorphous zones are
modeled phenomenologically in two ways. First, the whole
silicon crystal is divided into many small three-dimensional
simulation cells. If the point defect concentration reaches a
critical concentration in a particular cell, then this cell is locally
amorphized. After amorphization, the defect diffusion and
reaction rules described in the previous sections do not apply in
this local region. The critical defect density for amorphization
is taken to be 10% of the lattice atom density in the present
model for all implant species [23]. It should be noted that
in the literature the critical deposit energy density was used
to determine the crystalline/amorphous transition [24], [25].
However, in their models the deposit energy accumulates
linearly, and the critical densities vary from species to species
due to different self-annealing characteristics [24]. In our
approach, since self-annealing is taken into account explicitly,
a single universal value is sufficient for all implant species.
Second, the clustering has a higher priority to happen than
recombination in a damaged region. Therefore, in a highly
damaged region, the defects remain as “amorphous pockets”
and would not completely anneal out due to random recom-
bination. This preference is phenomenologically represented
by an “amorphous pocket” formation probability which is
adjusted for each species to obtain the best agreement with
experimental damage profiles. In the present model,
for boron implants, for phosphorus and silicon
implants, for arsenic, and BFimplants.

E. Dechanneling Mechanisms

One consequence of the damage accumulation is its effect
on the subsequently implanted ions. The damage can block
the channel and change the destination of the subsequent
ions, thus altering the shape of range profiles. Therefore,
this is an essential part of damage modeling. In the present
model, there are three possible dechanneling mechanisms. If
a single interstitial is encountered, the interstitial is placed
in a dumbbell configuration [26]. However, if an interstitial
cluster is encountered, the defects are assumed to be randomly
distributed within a sphere with radius equal to

(4)

where is the cluster size, and is a constant. Finally, if
an amorphous region is encountered, the projectile is assumed
to travel in amorphous silicon until it is out of this region.
It is noted that since the defect positions and other related
information are recorded in this model, the dechanneling
effect can be modeled much more rigorously than is possible
by using only statistical approaches, as used in Posseltet
al. [27] and Yanget al. [28]. It is also interesting to note
that although the diffusion and reactions were treated with
the same level of complexity, provisions were not made for
this rigorously simulated damage to affect the trajectories
of the subsequent ions (dechanneling) due to the complete
separation of the cascade generation from the defect diffusion
and reactions in the previous model [29]. Since dechanneling
is so critical in determining the final impurity profiles, was
adjusted for each species. It was found that the same value
of can be used for arsenic, phosphorus, silicon, and BF
implants, but it is slightly less for boron implants. The possible
reason for this is that higher mass implants generate much
more highly disordered regions. These highly disordered zones
can randomize the remaining regular lattice atoms, which
effectively increases the collision radius.

F. Model Summary

This damage model was originally proposed in [30]. The
interaction/reaction rules are very similar to those of Beeler’s
RINGO [31] and Heinisch’s ALSOME [32], which were
applied only to implantation into metals. Our rules are also
similar in many aspects to the kinetic Monte Carlo model
developed independently by Jaraizet al. [29], although their
main interest is the high temperature defect diffusion and
annealing simulation. It should be emphasized that despite this
similarity in the diffusion and reaction simulation, our model
is unique in treating the damage accumulation, amorphization,
and the dechanneling processes consistently, e.g., moving ions
are allowed to collide with defect clusters and amorphous
pockets, as discussed in Sections II-D and II-E. This consistent
treatment is essential in order for an ion implantation simulator
to successfully predict both the impurity profiles and the
damage profiles.

This damage model was developed as a universal model so
that it can be applied to different implant species. Ideally, no
species dependent parameters should be present in the model.
However, due to the nature of modeling the damage as point
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TABLE I
SUMMARY OF THE PARAMETERS USED IN KADM

defects in the BCA framework and its inadequacy of modeling
amorphous pockets, some parameters must be adjusted in
order to give the best overall agreement with experiments.
It was found that in order to fit both the impurity and the
damage profiles, as well as the amorphous layer thicknesses,
two parameters ( and ) were required to be adjusted
to obtain the best agreement with experiments. All other
parameters are kept the same for all implants species. Most
of the parameters used in this model are taken directly from
reliable experimental data,ab initio calculations, or widely
accepted values. A complete set of the parameters for our
damage model are summarized in Table I. It can be seen
that the difference between different implant species is very
small, and values of the parameters vary in a consistent way.
None of these parameters has unrealistic physical values. If
molecular dynamics (MD) is the full dynamic simulation of
the damage generation and evolution, this model is the kinetic
counterpart of MD. Therefore, this damage model is referred
to as kinetic accumulative damage model (KADM). We note
in passing that in the literature, accumulative damage models
are often referred to as dynamic damage accumulation [33].
The “dynamic” aspect refers to the way that the accumulated
damage can dynamically dechannel the subsequent implanted
ions. In this sense, our kinetic damage model is fully dynamic.
Finally, this model has been integrated into UT-MARLOWE
Version 4.0 [34] and has been very successfully applied
to arsenic, phosphorus, silicon, BF, and boron implants.
In order for this new model to be practical for use on
engineering workstations, computationally efficient techniques
were developed and incorporated in UT-MARLOWE. These
are discussed next.

III. COMPUTATIONALLY EFFICIENT TECHNIQUES

In this section, two new approaches are discussed which
improve the computational efficiency without compromising
the basic physics and elements of the model. Ion implantation
simulators have traditionally used a super-ion approach [2],
[27], [28], in which each simulated ion represents a large part
of dose. For example, if we use 3000 ions to simulate the
implants at dose of cm , then each simulated ion

represents 10 ions/cm . On the other hand, if we use 3000
ions to simulate dose implants, each ion represents
10 ions/cm . Nonuniform weighting for each ion is also
possible, and has been exploited to achieve the best statistics
in the channeling tails for arsenic implants [28]. However, a
question naturally arises: How valid is the assumption that
one ion can represent a relatively large part of the dose? Since
almost all of the physical properties used in the simulator are
deduced from or calculated for single ions, such as interatomic
potentials, electronic stopping powers, and even the binary
collision formulas are derived based on the single particles,
what is the relation between these single ions and the super-
ions? This problem is particularly serious in the case of the
damage simulation. For example, if we use the same 3000 ions
to simulate the cm and cm implants,
the number of point defects generated will be approximately
the same except the weighting is different. This is clearly not
physical. A more severe problem arises when using nonuni-
form weighting for each ion. For example, what happens if
two different weighted defects recombine?

In order to avoid this ambiguity, in this work we propose
a new approach which allows us to use one simulated ion
to represent one real ion. The basic idea is to treat the
ion implantation as implanting into an ensemble of implant
windows and impose the periodic boundary conditions in the
lateral direction for each implant window. Assuming that the
ions are uniformly distributed across the wafer,2 the number
of ions implanted into each window can be easily found for
a given dose as follows:

dose implant window

For example, for a window ( Å and is the
lattice constant), and for dose 10 ,
10 , 10 , and 10 cm , respectively.3 In principle, this is
the number of ions required to do the simulation. More ions are
used only to generate statistically significant profiles. Suppose
that we want to use 3000 simulation ions. Then in order to
simulate a dose of 10 cm , 1000 independent windows are
required to finish the simulation with each window implanted
with three ions. However, in order to simulate 10cm
implants, only one window is required into which all 3000
ions are implanted. Therefore, it is clear that a higher dose
has more defect generation and interaction than does a lower
dose, instead of just using simple weighting. The physical
significance in this model is clearly evident, in contrast with
the traditional super-ion approach. The implant window is
chosen in such a way that its area is equal to or greater than the
(average) damage area which is dependent on implant species
and energy. That is, MeV implants should have a much larger
window than keV implants. In practice, a window
is sufficient for most keV implants.

This approach was termed “ion splitting” because of its
splitting of the simulation ions into many different implant
windows [35], and is in essence a “window mechanism.” This
approach has, in fact, more to do with physical reality than

2A statistical approach is also possible at the expense of extra CPU time.
3This number is only approximate in order to simplify the discussion.
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with computational efficiency. However, for low dose im-
plants, computational efficiency can be significantly improved
for KADM because there are only three cascades interacting
for a 10 cm dose for each implant window, rather than
3000 interacting cascades, as would be the case if a super-
ion approach is used. Another advantage includes the ease
with which the simulations can be run in parallel for low dose
implants, because the different windows are independent. We
next turn to a description of the ion shadowing approach.

Due to the fact that each ion cascade generates hundreds or
even thousands of point defects, the number of ions required
to generate the statistically significant damage profiles is much
less than the number required to generate the impurity profiles.
We can actually utilize this fact to advantage to reduce the CPU
time considerably. The basic idea is to divide the simulation
ions into “real” ions and “shadow” ions. The “real” ions
generate full cascades, while the “shadow” ions are followed
only as they travel through the damaged (by the “real” ions)
crystal. The displaced silicon ions are not followed when the
“shadow” ion is simulated, so that the computation time for
the shadow ion is much less than that for the real ion. In
practice, dependent on the implant species, the number of
shadow ions associated with one real ion can be varied. This
approach allows us to obtain both the impurity profiles and
damage profiles with comparable statistical significance at the
same time. This technique of reducing the computational time
is referred to as “shadowing” [35].

One question which might arise is that if the shadow
ions travel through the same damage region, do these ions
stop at the same location? If so, they would not provide
better statistics. Fortunately, in a Monte Carlo simulation, the
initial positions are different from one ion to another, and
also random factors such as lattice vibrations can contribute
to the altering of the trajectories. Therefore, shadow ions
will stop at different places according to the statistics even
though the damage is the same. This situation is similar
to that in which large ion numbers can be used to obtain
statistic significance even though all of the simulated ions are
implanted into virgin crystal, as is the case without damage
accumulation. The combination of the ion shadowing and the
window techniques presents a very powerful computational
technique, and allows the very detailed damage model such as
KADM to be simulated in a reasonable amount of CPU time
on a typical workstation.

IV. M ODEL COMPARISON WITH EXPERIMENTS

In order to quantitatively validate this new damage model,
we shall compare our simulation results including impurity
profiles, damage profiles, and amorphous layer thicknesses
with experimental data. Extensive comparisons have been
made, and very good agreement has generally been obtained.
In this section, we will show representative examples. Let us
first briefly describe how we compare our simulation results
with the SIMS impurity profiles, the RBS damage profiles,
and the implant–induced amorphous layer thicknesses. The
comparison with the SIMS profiles is straightforward, since
both the simulation and the SIMS experiment give the chem-

ical concentration of the implanted ions as a function of
depth. However, the comparison with the RBS damage profiles
requires more careful consideration. In general, the RBS
backscattering yield from the channel direction is an indication
of the lattice disorder [36]. Both interstitials and vacancies can
contribute to the lattice disorder, although interstitials have a
major contribution, because they not only distort the lattice,
but also block the channels and directly backscatter the probing
helium atoms [36]. The quantitative measure of the disorder is
obtained by normalizing the RBS signals with respect to the
reference spectrum which is obtained either from the random
direction of crystalline silicon or from amorphous silicon [36].
In order to compare our simulation results to the RBS profiles,
we assume that interstitials have the major contribution to the
RBS yield. Therefore, we normalize the simulated interstitial
profiles with respect to the amorphous concentration. To the
first order of approximation, these normalized profiles should
be comparable with the RBS damage profiles.

The amorphous/crystalline (a/c) interface depth can be ob-
tained from the simulation results by examining the normalized
interstitial profiles. In the figure of amorphization percentage
versus depth, 100% of amorphization at a certain depth in-
dicates that the crystal has been amorphized at that depth.
However, the amorphous depth can sometimes be difficult to
determine due to the statistical noise. In order to objectively
and quantitatively determine the amorphous layer thicknesses,
we use the following procedure. First, find the depth near the
amorphous region at which the percentage of amorphization is
decreasing most rapidly on a linear–linear plot. Next draw a
line at this depth through the data and extrapolate this line to
the top of the graph. The depth at which this extrapolated line
reaches a value of 100% amorphization is our estimate of the
a/c interface depth. This depth is equal to the amorphous layer
thickness for samples with a surface amorphous layer. For
buried amorphous layers, a similar procedure can be used to
obtain the depth of the shallower crystalline/amorphous (c/a)
interface. By subtracting the depths at which the c/a and a/c
interface depths occur, the buried amorphous layer thickness
can be obtained from a simulation. However, in order to
compare with different experimental techniques, the extracted
amorphous layer thicknesses for buried amorphous layers are
estimated using the distance between the deeper a/c interface
and the surface. The same procedure is also used to extract
the amorphous layer thickness from the RBS profiles as well.

A. Arsenic Implants

Fig. 1 shows the comparison of the predicted impurity
and damage profiles with the experimentally measured SIMS
impurity profiles and the RBS damage profiles, respectively,
for arsenic implants at an energy of 50 keV with two different
tilt/rotation angles. The implant conditions are shown within
the figure. It can be seen that the impurity profiles predicted
by UT-MARLOWE with the new damage model (KADM)
are in excellent agreement with the SIMS impurity profiles,
and that the predicted damage profiles are in very good
agreement with the RBS damage profiles. In particular, note
that the crossover of the damage profiles at approximately
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(a)

(b)

Fig. 1. Illustration of the ability of UT-MARLOWE with the new damage
model (KADM) to accurately simulate the tilt/rotation angle dependence of
both the impurity and the damage profiles for arsenic implants at an energy
of 50 keV: (a) comparison with SIMS impurity profiles and (b) comparison
with RBS damage profiles.

450 Å is correctly predicted. Fig. 2 shows the comparison of
the predicted impurity and damage profiles with experimental
profiles for arsenic implants at the same energy of 50 keV, but
with two different doses. It can be seen that UT-MARLOWE
with the new damage model (KADM) predicts the dose
dependence of both the impurity and the damage profiles
excellently. For the cm dose arsenic implant, the
new damage model predicts an amorphous layer thickness of
600Å, which is in good agreement with 650̊A determined by
differential reflectometry measurement [37].

Our simulations suggest that the threshold dose for amor-
phization is insensitive to the implant ion energy in the
energy range studied with higher energy having slightly higher
threshold dose. This is consistent with experiment [38], and the
threshold dose is predicted to be10 for arsenic implants
in the energy range from 15 to 180 keV. Our simulations
also suggest that below 180 keV, arsenic implants cannot
produce a buried amorphous layer, which is also consistent
with experiment [24].

(a)

(b)

Fig. 2. Illustration of the ability of UT-MARLOWE with the new damage
model (KADM) to accurately simulate the dose dependence of both the
impurity and the damage profiles for arsenic implants at an energy of 50
keV: (a) comparison with SIMS impurity profiles and (b) comparison with
RBS damage profiles.

Fig. 3(a) shows for arsenic implants the comparison of the
predicted amorphous layer thicknesses with the experimen-
tal measurements including RBS, differential reflectometry,
and XTEM. For any given sample, the various experimental
measurements are generally in agreement, though differential
reflectometry is found in general to have thicker amorphous
layers than RBS. The agreement between the simulation
results and the experiments is reasonably good, as can be
seen in Fig. 3(a). It is interesting to point out that for the
same dose, higher energy implants are predicted to have a
thicker amorphous layer, and also for the same energy, higher
dose implants have a thicker amorphous layer. This is in
excellent agreement with experimental observations [24]. A
quantitative relation between the amorphous layer thickness
and the implant energy can also be obtained from these
simulations. From Fig. 3(a) it is clear that for the same
dose, the amorphous layer thickness is a linear function
of implant energy in the energy range studied with higher
doses having slightly steeper slopes. It is also noted that the
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(a)

(b)

Fig. 3. Comparison of the predicted amorphous layer thicknesses with
experimental measurements for arsenic implants as a function of (a) implant
energy and (b) implant dose.

tilt/rotation angle has little effect on the amorphous layer
thickness for arsenic implants. Mathematically, this relation
can be expressed as follows:

(6)

where is the amorphous layer thickness in units of nm,is
the implant energy in units of keV, andand are constants
for a given dose. For cm implants,
nm/keV, and nm. For cm implants,
nm/keV, and nm. This relation should be applicable
from 10 to 200 keV. The same data can also be plotted as the
amorphous layer thickness as a function of dose, as shown in
Fig. 3(b). It can be seen that the amorphous layer thickness
is logarithmically dependent on the dose( cm ).

(7)

where and are constants for a given energy. For 50 keV
implants, nm, and nm. For 180 keV
implants, nm, and nm.

B. Phosphorus Implants

Fig. 4 shows the tilt/rotation angle dependence of both the
impurity and damage profiles for phosphorus implants into
(100) Si at an energy of 80 keV and a dose of
cm . As can be seen, UT-MARLOWE with the new damage
model (KADM) can predict the tilt/rotation angle dependence

(a)

(b)

Fig. 4. Illustration of the ability of UT-MARLOWE with the new damage
model (KADM) to accurately simulate the tilt/rotation angle dependence of
both the impurity and the damage profiles for phosphorus implants at an
energy of 80 keV and a dose of5� 10

14 cm�2: (a) comparison with SIMS
impurity profiles and (b) comparison with RBS damage profiles. Note that the
flat tails in the experimental RBS profiles are due to RBS background noise,
and hence should be ignored.

of both the impurity and the damage profiles excellently. Fig. 5
shows the tilt/rotation angle dependence of both the impurity
and damage profiles for phosphorus implants into (100) Si at
an energy of 50 keV and a dose of cm . Again,
very good agreement is obtained between the simulations and
the experimental results.

The amorphization threshold dose is predicted to be
cm for phosphorus implants. For on-axis phosphorus

implants, at energies above 80 keV, a buried amorphous layer
can be formed. Both of these predictions are in very good
agreement with experimental observations [24].

Fig. 6 compares the predicted amorphous layer thicknesses
with RBS experimental data for phosphorus implants. The pre-
dicted amorphous layer thicknesses are in very good agreement
with RBS experiments. Again, it is seen that for the same dose,
higher energy implants have a thicker amorphous layer, and
also for the same energy, higher dose implants have a thicker
amorphous layer. The amorphous layer thickness can also be
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(a)

(b)

Fig. 5. Illustration of the ability of UT-MARLOWE with the new damage
model (KADM) to accurately simulate the tilt/rotation angle dependence of
both the impurity and the damage profiles for phosphorus implants at an
energy of 50 keV and a dose of2� 10

15 cm�2: (a) comparison with SIMS
impurity profiles and (b) comparison with RBS damage profiles. Note that the
flat tails in the experimental RBS profiles are due to RBS background noise,
and hence should be ignored.

well described by (6); however, for phosphorus implants at the
same dose, 1tilt implants produce a little thicker amorphous
layer than do 7 tilt implants. The best fits to the data give

nm/keV, and nm for cm , 1 /0
implants; nm/keV, and nm for
cm , 7 /30 implants; nm/keV, and nm
for cm , 1 /0 implants; and nm/keV,
and nm for cm , 7 /30 implants.

C. BF Implants

The molecular BF ions are assumed to dissociate upon
entry into the silicon substrate, since the bonding energy of
boron and fluorine is approximately 10 eV, while the kinetic
energy of the ions is two to three orders of magnitude larger
than the bonding energy. The initial energies of boron and
fluorine projectiles are given by
and , respectively, where is the
implantation energy of BF ions, and and are the

Fig. 6. Comparison of the predicted amorphous layer thicknesses with the
experimental measurements for phosphorus implants.

atomic weights of boron and fluorine, respectively [39]. Fig. 7
shows the dose dependence of both the impurity and the
damage profiles for BF implants at an energy of 65 keV.
The predicted impurity profiles and damage profiles are both
in excellent agreement with the experimental data.

The amorphization threshold dose is also predicted to be
cm for BF implants. However, no buried

amorphous layer can be seen for the energy range from 15
to 65 keV which we have studied.

Fig. 8(a) shows for BF implants the comparison of the
predicted amorphous layer thicknesses with experimental mea-
surements (RBS and differential reflectometry). The agreement
between the simulation results and the experiments is again
very good. Again, it is seen that for the same dose, higher en-
ergy implants have a thicker amorphous layer, and also for the
same energy higher dose implants have a thicker amorphous
layer. As is the case with arsenic implants, the amorphous
layer thickness is a linear function of the implant energy with
higher doses having slightly steeper slopes. Also similar to
arsenic implants, the tilt/rotation angle has little effect on the
amorphous layer thickness for BFimplants. Quantitatively,
(6) also applies for BF implants with nm/keV, and

nm for implants at a dose of cm , and
nm/keV, and nm for implants at a dose of
cm . The amorphous layer thickness can also be

plotted as a function of dose, as shown in Fig. 8(b). Again, the
amorphous layer thicknessis logarithmically dependent on
the dose ( cm ), and can be described by (7).
For 35 keV BF implants, nm, and nm,
and for 65 keV BF implants, nm, and nm.

D. Boron Implants

Fig. 9 shows the predicted energy dependence of both the
impurity and the damage profiles for boron implants at a
dose of cm and tilt/rotation angles of 1/0 . The
agreement with the SIMS profiles is excellent. Although the
predicted amorphous layer thicknesses are approximately 30%
thicker than the thicknesses inferred from the RBS measure-
ments, they are in good agreement with the other experimental
measurements, as will be shown below. Fig. 10(a) shows the
dose dependence of the impurity profiles for off-axis (7/30 )
and 15 keV energy, and Fig. 10(b) shows the dose dependence
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(a)

(b)

Fig. 7. Illustration of the ability of UT-MARLOWE with the new damage
model (KADM) to accurately simulate the dose dependence of both the
impurity and the damage profiles for BF2 implants at an energy of 65 keV:
(a) comparison with SIMS impurity profiles and (b) comparison with RBS
damage profiles. Note that the new damage model also successfully predicts
the amorphous layer thicknesses.

of the impurity profiles for on-axis (0/0 ) boron implants at
an energy of 80 keV. Excellent agreement is obtained between
the simulations and the experiments.

In the literature, the reported amorphization doses for boron
implants range from cm for high beam currents
(50 A/cm ) [40] to cm for low beam currents
(0.2 A/cm ) [38] at room temperature. This difference is be-
lieved to be largely due to the dose rate effect. For the medium
beam current implants (- A/cm ) used in this study, for

cm boron implants, three different experimental
techniques (RBS, TGP, and differential reflectometry) indicate
that an amorphous layer is present. Our simulations suggest
that the amorphization occurs for medium beam current boron
implants at a dose of cm . A buried amorphous
layer can be formed for on-axis boron implants at a relatively
low energy ( 40 keV).

Fig. 11 compares the amorphous layer thicknesses pre-
dicted by UT-MARLOWE with the results based on three
different experimental techniques (including RBS, differential

(a)

(b)

Fig. 8. Comparison of the predicted amorphous layer thicknesses with the
experimental measurements for BF2 implants as a function of (a) implant
energy, and (b) implant dose.

reflectometry, and TGP [24]) for boron implants. From this
figure, it is clear that substantial discrepancies exist among
the different experimental techniques for the amorphous layer
thicknesses induced by boron implants, and the amorphous
layer thicknesses measured by RBS are in general thinner than
those measured by other techniques. However, the simulation
results fall in the middle of the scattered experimental data.
Based on this fact, we believe that our model is reliable even
though it is not in very good agreement with the RBS data
for boron implants. Again, it is seen that for the same dose,
higher energy implants have a thicker amorphous layer, and for
the same dose 1tilt implants have a thicker amorphous layer
than do 7 implants. However, for boron implants, unlike other
species the dependence of the amorphous layer thickness on
the implant energy slightly deviates from a linear relationship.

V. CONCLUSIONS

A unified physically based ion implantation damage model
(KADM) has been presented in detail in this paper. This
damage model explicitly accounts for damage production,
damage dechanneling, defect diffusion and reactions, and
crystal amorphization at room temperature. The damage pro-
duction and dechanneling are based on the binary collision
approximation (BCA), and the defect diffusion and reactions
are based on point defect kinetics and energetics in silicon. The
defect diffusion is modeled by the Monte Carlo hopping algo-
rithm, while the defect reactions include interstitial–vacancy
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(a)

(b)

Fig. 9. Illustration of the ability of UT-MARLOWE with the new damage
model (KADM) to accurately simulate the energy dependence of both the
impurity and the damage profiles for boron implants at a tilt/rotation angle of
1�/0�: (a) comparison with SIMS impurity profiles and (b) comparison with
RBS damage profiles.

recombination, clustering of same type of defects, defect-
impurity complex formation, emission of mobile defects from
clusters, and surface effects. New computationally efficient
algorithms have been developed to overcome the barrier of
excessive computational requirements.

This damage model simulates point defect diffusion and
reactions at room temperature after each ion cascade, and
treats the damage accumulation, amorphization, and the com-
plementary dechanneling processes consistently for the first
time, and is the most physical model in the literature to date
within the framework of the binary collision approximation
(BCA). This damage model has been successfully applied to
arsenic, phosphorus, BF, and boron implants. The predicted
impurity profilesand damage profilesare in excellent agree-
ment with the SIMS impurity profiles and the RBS damage
profiles, respectively, for a wide range of implant conditions
for arsenic, phosphorus, BF, and boron implants. In addition,
the amorphous layer thicknessespredicted by this damage
model are also in very good agreement with experimental

(a)

(b)

Fig. 10. Illustration of the ability of UT-MARLOWE with the new damage
model (KADM) to accurately simulate the dose dependence of the impurity
profiles for (a) off-axis (7�/30�) boron implants at an energy of 15 keV and
(b) on-axis (0�/0�) boron implants at an energy of 80 keV.

Fig. 11. Amorphous layer thickness as a function of energy for boron
implants at a dose of8� 10

15 cm�2. The solid and dash curves are visual
guides to the UT-MARLOWE simulation data points. Note that the simulation
results fall in the middle of the scattered experimental data.
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measurements. Thus, this damage model for thefirst time
provides both the accurate as-implanted impurity profiles and
accurate as-implanted damage profiles which are necessary for
reliable transient enhanced diffusion (TED) simulation.
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[8] M. Jaráız, J. Arias, J. E. Rubio, L. A. Bailón, and J. Barbolla, “Computer
simulation of point-defect distributions generated by ion implantation,”
Nucl. Instrum. Methods Phys. Res. B,vols. 80/81, pp. 172–175, 1993.

[9] M. Jaraı́z, J. Arias, L. A. Bailón, and J. Barbolla, “Detailed computer
simulation of damage accumulation in ion irradiated crystalline targets,”
Vacuum,vol. 44, nos. 3/4, pp. 321–323, 1993.

[10] M. Posselt, B. Schmidt, C. S. Murthy, T. Feudel, and K. Suzuki,
“Modeling of damage accumulation during ion implantation into single-
crystalline silicon,” J. Electrochem. Soc.,vol. 144, pp. 1495–1504,
1997.

[11] M.-J. Caturla, T. Diaz de la Rubia, L. A. Marqués, and G. H. Gilmer,
“Ion beam processing of silicon at keV energies: A molecular dynamics
study,” Phys. Rev. B,vol. 54, pp. 16683–16695, Dec. 1996.

[12] O. S. Oen and M. T. Robinson, “Slowing-down time of energetic ions
in solids,” J. Appl. Phys.,vol. 46, pp. 5069–5071, Dec. 1975.

[13] G. D. Watkins and J. W. Corbett, “Defects in irradiated silicon: Electron
paramagnetic resonance of the divacancy,”Phys. Rev.,vol. 138, no. 2A,
pp. A543–A555, 1965.

[14] G. H. Gilmer, T. Diaz de la Rubia, D. M. Stock, and M. Jaraiz,
“Diffusion and interactions of point defects in silicon: Molecular dy-
namics simulations,”Nucl. Instrum. Methods Phys. Res. B,vol. 102, pp.
247–255, 1995.

[15] E. G. Song, E. Kim, Y. H. Lee, and Y. G. Hwang, “Fully relaxed point
defects in crystalline silicon,”Phys. Rev. B,vol. 48, pp. 1486–1489,
July 1993.

[16] G. H. Vineyard, “Frequency factors and isotope effects in solid state
rate processes,”J. Phys. Chem. Solids,vol. 3, no. 1, pp. 121–127, 1957.

[17] D. Maroudas and R. A. Brown, “Calculation of thermodynamic and
transport properties of intrinsic point defects in silicon,”Phys. Rev. B,
vol. 47, no. 23, pp. 15562–15577, 1993.

[18] G. D. Watkins, “Intrinsic point defects in semiconductors,” inElectronic
Structure and Properties of Semiconductors (Materials Science and
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