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Abstract—A unified physically based ion implantation damage through matter can be divided into two components: nuclear
model has been developed which successfully predicts both thestopping (energy loss to the medium’s atomic positive cores)

impurity profiles and the damage profilesfor a wide range of ; ; PRSP
implant conditions for arsenic, phosphorus, BR, and boron and electronic stopping (energy loss to the medium’s light

implants into single-crystal silicon. In addition, the amorphous ~€l€ctrons). For Monte Carlo simulation, the nuclear stopping
layer thicknessegredicted by this new damage model are also iS treated with the binary collision approximation (BCA)

in excellent agreement with experir_nental measurements. __This [1], [2]. The energy of the ion is also lost to the electron
damage model is based on the physics of point defects in silicon,¢oyq, which includes an inelastic loss during collisions which

and explicitly simulates the defect production, diffusion, and . .
their interactions which include interstitial-vacancy recombina- is due to the direct transfer of the electrons between the

tion, clustering of same type of defects, defect-impurity complex two colliding atoms, as well as an inelastic loss between
formation, emission of mobile defects from clusters, and surface collision which is due to the medium’s polarization effect [3].

effects for the first time. New computationally efficient algorithms Fina”y, in order to simulate h|gher dose imp|antsi a cumulative

have been developed to overcome the barrier of the exceSS|ved(,;“.n(,jlge model is necessary. If the cumulative damage is
computational requirements. In addition, the new model has been

incorporated in the UT-MARLOWE ion implantation simulator, ~ NOt included, each projectile sees exactly the same crystal.
and has been developed primarily for use in engineering work- Then two impurity profiles with different doses are scalable
stations. This damage model is the most physical model in the under identical conditions, i.e., the same energies, tilt angles,
literature to date within the framework of the binary collision  5nd rotation angles, etc. This is approximately true for low

approximation (BCA), and provides the required, accurate as- . 3 9 - .
implanted impurity profiles and damage profiles for transient dose implants 10> cm™2) for which the probability for

enhanced diffusion (TED) simulation. two damage regions overlapping is very small. However, at
higher doses the shape of impurity profiles is largely altered
as the dose increases. Therefore, a cumulative damage model
is necessary in order to account for the dose dependence.

|. INTRODUCTION An obvious advantage of ion implantation is that it can be

ON implantation has been the dominant tool for introducingg’formed at room temperature; thus doping layers can be im-
I dopants into the silicon crystal for over two decadeé’,lanted without dlstu_rbln_g preV|ou_st _doped regions. Another
and this trend is expected to continue well into the fuN&or a_dvantage of ion |mplantat_|on is the precise control of
ture. For example, a typical modern CMOS process emploS'@ doping concentration and profiles. However, one of the ma-
approximately a dozen ion implant steps to form isolatiol" disadvantages of implantation is the lattice damage which
wells, source/drains, channel-stops, threshold voltage adju&@sults from the collisions between the energetic impurity ions
punchthrough stoppers, buried layers, and other doped aread't the lattice atoms. The other disadvantage is that a large
the p- and n-channel MOS transistors. During this process, fifaction of the impurity atoms so introduced are in interstitial
impurity ions are accelerated to kinetic energies ranging frogftes and thus are electrically inactive. In order to remove the
a few keV to several MeV and are directed onto the surfaé@mage and electrically activate the implanted impurities, it is
of the semiconductor. As the ions enter the crystal, they gitcessary to introduce a subsequent thermal treatment called
up their energy to the lattice atoms by means of electrorignnealing.” Such a thermal annealing, however, can result in
stopping and nuclear stopping, and they finally come to regignificant broadening of the dopant profiles due to diffusion.
at some depth in the crystal. The energy loss of ions passingrhus, the final doping profiles depend on both the initial as-

_ _ , __implants profiles and the diffusion during the thermal cycles.
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implanted impurity profiles, but also the damage profileslefect diffusion and interactions/reactions at room temperature
Thus, the modeling of the ion implantation damage proceafier each ion cascade, and treats the damage accumulation,
is motivated by two objectives. One is to simulate the defeamorphization, and their complementary dechanneling pro-
dechanneling effect so that the impurity profiles as a functimesses consistently for the first time. In the next section, we
of dose can be accurately predicted. The other objective issioall also see how we overcome the barrier of the excessive
accurately predict the damage profiles so that these damageputational requirements of this damage model by develop-
profiles can be used as inputs for transient enhanced diffusiog new efficient algorithms based on the fundamental physical
(TED) simulation. Several simulators based on the binapyinciples.

collision approximation (BCA) have existed for years. In

the BCA code, it is assumed that if the transferred energy Basic Assumptions

exceeds a certain threshold (approximately 15 eV for im-
plants into silicon), the target atoms are always displacetg
It is assumed that at the lattice site where the target atq
is displaced, a vacancy is generated. On the other hap
when the displaced atom comes to rest, it is identified
an interstitial. This very simplified picture is used in many,
Monte Carlo simulators [2], [5]-[8]. For example, Kledt al.

[2] implemented a model by recording the final locations ﬁ
all of the interstitials and vacancies for each ion cascade, : :
annihilating the interstitial—-vacancy pairs which are Withina}g perature drops very rapidly (quenching) on the order of

- . o . s [11]. During this process, large numbers of defects can
specified capture radius. The recombination with the dama\%%)ombine, and disordered zones can be recrystallized. This

by previous cascades is accounted for by a statistical alglorithtggllective motion of defects can be best modeled by molecular
Jaraz et al. [8], [9] developed a more detailed model by

. . - dynamics (MD) [11], and cannot be adequately modeled within
keeping track of every interstitial and vacancy througho“ﬁ/e framework of the BCA. Therefore, we take this process
the simulation, thus eliminating the statistical nature of tq '

L . . . to account only approximately by recombining the close
defect recombination algorithm. However, in their mod y app y by 9

. . . . § terstitial-vacancy pairs, as is in Klein’s model [2] and
single interstitials and vacancies are the only types of dama €4z's model [9]. After this recombination, the information

present and the interstitial-vacancy recombination is the o surviving defects is recorded for subsequent diffusion and

reaction process taking place during implantation. Thus, Baction simulation. The validity of this assumption can be,

order to reproduce the impurity profiles, a very small captu[ﬁ course, ultimately tested by experiments, and can also be

radius (0.14, wher_ea Is the Iatti<_:e constant) is us_ed. HOWeVer”udged from the quality of agreement between the simulation
ISr:JCrZaall't Smrillcrr? dr']:;éeig:,tns IIQ t?j(;fg;c;rrits":gsal (Sjaér;]a &sults and the experimental impurity and damage profiles.
defect Iclyisterus amorohous poc)liets ote arl:a alfso f,orrlrj1ed owever, certain insight can be gained by examining this
. ct ¢l ' phous p v ' %@umption in conjunction with the difference between the
irradiation can even lead to total amorphization of certald~n 2nd MD Typically, MD produces much more damage

reglotr;]s tof] tihe ttarglgetgcrys:lall. ghélst’h 'tt 'jvit?]?; tSrl]Jirprrlﬁlndg Itl%itially than does the BCA. However, the quenching phase
see that Jaia et al. [9] conclude a S MOCe o quces this damage significantly, so that after the quenching

impurity profiles and damage profiles cannot be accurate ase MD and the BCA yield comparable amounts of damage.

predicted at the same t".“e- It i.s clear thaf[ aIthc_)ugh the fiis is the primary reason why the BCA can also predict
simulators can provide satisfactorily accurate impurity prof|let<He damage profiles quite well, as will be demonstrated later

they fail to accurately predict the damage profiles due to “&%en though the quenching phase is taken into account only
simplified, incomplete physical models. Therefore, the maj%r

. ) S _“approximately. Thus, in our model, the damage process during
gpal |Oft this \;]V.OLK Is to de\:ﬂgptﬁ ?r?A basegtl ion |rf1_1|plantagolrbn implantation is divided into two phases: The first phase is
fr']rgu dZ;;g\;A(/e I;rof(izlig Zz:eculrat?aly atetr;rgps%]:rr?e ptri%:aesltasr,]ho afect production (displacement cascades), which takes place
be noted that although there were previous reports [7], [1 ess than 1 ps [12], while the second phase is defect diffusion

which show reasonable agreement with experiments for bg d interaction, which happens shortly after the displacement
9 P c?gcade and lasts until the next ion comes to the same damage

the impurity profiles and the amorphous layer thicknesses, boih.: ;
the accuracy and the extent of applicability achieved by o%ér ion. The second phase lasts for 0.1 ms or longer for typical

model are unprecedented ose rates.
i ' Under these basic assumptions, according to the migration

energies of point defects, we can assume with confidence
that only single vacancies and single interstitials are mobile

at room temperature. The mobility of other defects at room

~ In this section, we present in detail a new physically basggnerature is much smaller because of their relatively higher
ion implantation damage model, which explicitly simulates

the defect production and its subsequent evolution into thelThe duration of the second phase can be estimated by using (3). For

. | d . I b ble i . dd example, the diffusion time for each cascade is approximately 0.5 ms for a
as-implanted experimentally observable impurity an amaglfx of 1 Alem? and alla x 10a (a is the silicon lattice constant) implant

profiles. The hallmark of this damage model is that it simulatesndow.

We assume that the implant is performed at or near room
mperature. At higher temperatures defect diffusion and in-
action involve many more processes than that at room

perature, and can be best treated by a diffusion simulator.
owever, even at room temperature, shortly after the collision
ascade, local regions which receive large amounts of energies
n be heated up to high temperature and may even become
Iten zones in a very short period of timeqs). Then the

II. KINETIC ACCUMULATIVE DAMAGE MODEL (KADM)
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migration energies [13]. We also assume that the vacaraganning pattern, the average diffusion tidve is simply the
migrates in the regular lattice sites, while the interstitial movesciprocal of the number of ions implanted into the implant
along a tetrahedral-hexagonal path. We further assume thawatidow per second

defect clusters are stable at room temperature because of their 1

relatively large binding energies-(L eV) [13]-[15]. Therefore,
once defect clusters are formed, they cannot be dissociated by
thermal energy at room temperature [13], [15]. However, asvithere const= 6.25 x 10'® is the number of charges per
will be shown later, defect clusters can become mobile throu@loulomb, flux is the average flux in units of A/émand

@)

t= -
const x flux x (window area)

the annihilation of the opposite type of defect. (window area) is the area of the implant window in units of
cn?. The concept of the implant window will be discussed in
B. Defect Diffusion the next section.

The basic concept of the Monte Carlo diffusion simulation i
the hopping frequency of a point defect from one equilibriu
site to another in the crystal, and this can be computedin our model, defect interactions include interstitial-vacancy
following the jumping rate theory originally proposed byecombination, clustering of the same type of defects, de-
Vineyard [16]. With the harmonic approximation of the latticdect—impurity complex formation, emission of mobile defects
vibrations, the hopping frequency can be expressed as follofrem clusters, and surface effects, etc. The details of these

reactions are given next. The concept of the reaction radii
Ep/kpT (1) for defects is introduced in this work because of the need to
accommodate defect clusters. In our model, each defect has
an inherent reaction radius. For single interstitials and single
vacancies, this reaction radius is defined as a constarior
Boltzmann’'s constant, and is the substrate temperature. I wge_r defe_ct cluster with a defect _numb_em_oﬂhe rea_tction
\rfadlus is defined a8 = ¢/n r¢. By this definition, we imply

our model, the migration energy for the vacancy is 0.45 eV, X . - .
which was accurately determined by Watkins's experimenttr%at the defects are approximately spherically distributed in
defect cluster. In our model, we assume that= 0.4a

18]. The interstitial migrati f 0.3 t . . . . .
[18] © Interstinal figration €nsrgy ranges from or both single vacancy and single interstitial. Therefore, if

1.1 eV as calculated bgb initio and MD calculations in the iterstitial and ted as farl
literature [14], [19]. In our model, the migration energy for affn€ Interstiial and one vacancy are separated as faras
A4a = 0.8a, they can recombine. Similarly, if two single point

interstitial is chosen to be 0.55 eV. It is interesting to rela . ) " :
the hopping frequency with the point defect diffusivity, whic efects of the same type (single interstitial, single vacancy,
is typically given in the literature as a result of experiment opant, efc.) are separated by d).fhey can cluster to form

diffusion measurements. According to random walk theor i-interstitials, di-vacancies, or impurity clusters, etc. Larger
the diffusion coefficient in every cubic-type lattice is given b ef_ect”clusters_ can be formed in the same manner. The "capture
adius” of 0.8 is consistent with recent experimental data [21],

which set the limit of the vacancy-interstitial recombination

radius to be 1@, and the vacancy-boron recombination radius

to be 5A.

whered is the jumping distance, i.e., the distance between twopefect reactions can be formulated mathematically by using
nearest-neighbor equilibrium sites. In diamond cubic latticggetic equations. The interaction/reaction rules given below

the nearest-neighbor distance ds= (v/3/4)a, wherea is are derived from the basic assumptions discussed at the
the lattice constant. Combining (2) with (1) and using thgeginning of this section.

migration energies given above, the diffusivity for vacancies
is Dy ~ 2 x 10711 cm?/s, and the diffusivity for interstitials
is Dr =~ 5.5 x 10~1® cm?/s at room temperature.

In the new damage model, the mobile defects generated I+vr - ynt
by ion cascades are allowed to diffuse for a certain amount VI — L
of time. Roughly speaking, this diffusion time is determine% : ]

. : ecial cases:

by the dose rate (beam current) used during the |mplan59 ]
However, in order to determine the diffusion time after each I+Vi-v (release a mobile vacancy)
ion cascade more precisely, both the beam current and the V+I2 =1 (release a mobile interstitial)
scanning pattern have to be taken into account. A detailgdacial case:
discussion of scanning pattern is outside of the scope of this
paper, but interested readers are referred to [20]. In this paper, . N o
we shall employ a simple formula for diffusion time, which interstitial are annihilated).
is valid for continuous exposure of wafers to the ion beam
during implantation. However, for the scanning pattern of a
given ion implanter, the time between successive ion cascades
in the same local region can be derived. If we ignore the 4y - rtm (interstitial clustering)
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. Defect Interactions

Vv =1pc

where 1 is an effective attempt frequency-10*3 st for
silicon crystal [17]),E,, is the defect migration energjg is

D= %dQ v (2)

1) Defect Recombination: Opposite types of defects can
recombine to anneal out the damage.

I+V =0 (both vacancy and

2) Defect Clustering: Same type of defects can cluster to
form larger clusters.
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Special case: E. Dechanneling Mechanisms
I+I—1? (di-interstitial formation)  One consequence of the damage accumulation is its effect
Ve ym o yntm (vacancy clustering) on the subsequently implanted ions. The damage can block
Special case: the channel and change the destination of the subsequent

) ) ) ions, thus altering the shape of range profiles. Therefore,
V+V -V (divacancy formation). ihis js an essential part of damage modeling. In the present
model, there are three possible dechanneling mechanisms. If
§ single interstitial is encountered, the interstitial is placed

in a dumbbell configuration [26]. However, if an interstitial

3) Defect Complex Formation: Mobile defects can b
trapped by impurity atoms and their complexes.

T+I"A — ["Hlg (complex interaction) c[ust_er is enc_ouptered, the de_fects are assumed to be randomly
n o1 _ _ distributed within a sphere with radius equal to
V+I"A—=I"A (complex interaction)
V4+VrA— Vg (complex interaction) r=/nre 4)
n n—1 H H . . . . .
I+ViA—= VI A (complex interaction) \yherey is the cluster size, and, is a constant. Finally, if
A: dopant, carbon, oxygen, etc. an amorphous region is encountered, the projectile is assumed

o _ to travel in amorphous silicon until it is out of this region.
4) Surface Recombination: Surface is assumed to be @ns noted that since the defect positions and other related

effective sink for mobile defects. information are recorded in this model, the dechanneling
.. effect can be modeled much more rigorously than is possible
I + surface — surface (surface recombination),y ysing only statistical approaches, as used in Posgelt
V + surface — surface (surface recombination)al. [27] and Yanget al. [28]. It is also interesting to note
that although the diffusion and reactions were treated with
D. Crystal Amorphization and Amorphous Pockets the same level of complexity, provisions were not made for

It is well known that the amorphous pockets generated Bhs rigorously simulated damage to affect the trajectories

high mass ion implants, as shown by MD calculations [11], the tgubsefclﬁent |onsd (dechanr:_elln?) duti t(:j tPetcc;)_frppl_ete
cannot be well represented within the framework of the BC cparation ot fhe cascade generation rom [he defect ditusion

and Monte Carlo techniques. In addition, the amorphizatic?f?d reactions in the previous model [29]. Since dechanneling

that occurs for implantation with low mass ions such as bordh >° critical in determining the final impurity profiles, was

is believed to happen homogeneously when the interstit justed for each species. It was found that the same value

concentration reaches a critical threshold [22]. In our dama g7 can be used for arsenic, phosphorus, silicon, and BF

model, the amorphous pockets and amorphous zones glants, but |.t |s_sl|ghtly I_essfor boroq implants. The possible
reason for this is that higher mass implants generate much

modeled phenomenologically in two ways. First, the whole . ) . . .
silicon crypstal is dividetgjJ intg many smal}ll three-dimensiond] ' © highly disordered regions. These highly disordered zones

simulation cells. If the point defect concentration reachesC%n rgndomlze the remaining regulgr lattice atoms, which
critical concentration in a particular cell, then this cell is Iocallf ectively increases the collision radiug.

amorphized. After amorphization, the defect diffusion and
reaction rules described in the previous sections do not appl)}:ln
this local region. The critical defect density for amorphization This damage model was originally proposed in [30]. The

is taken to be 10% of the lattice atom density in the presenteraction/reaction rules are very similar to those of Beeler’s
model for all implant species [23]. It should be noted th&INGO [31] and Heinisch’s ALSOME [32], which were

in the literature the critical deposit energy density was usegplied only to implantation into metals. Our rules are also
to determine the crystalline/amorphous transition [24], [25%imilar in many aspects to the kinetic Monte Carlo model
However, in their models the deposit energy accumulatdeveloped independently by Jaraal. [29], although their
linearly, and the critical densities vary from species to specigsin interest is the high temperature defect diffusion and
due to different self-annealing characteristics [24]. In ownnealing simulation. It should be emphasized that despite this
approach, since self-annealing is taken into account explicitiimilarity in the diffusion and reaction simulation, our model

a single universal value is sufficient for all implant speciess unique in treating the damage accumulation, amorphization,
Second, the clustering has a higher priority to happen thand the dechanneling processes consistently, e.g., moving ions
recombination in a damaged region. Therefore, in a highéye allowed to collide with defect clusters and amorphous
damaged region, the defects remain as “amorphous pockgistkets, as discussed in Sections II-D and II-E. This consistent
and would not completely anneal out due to random recorneatment is essential in order for an ion implantation simulator
bination. This preference is phenomenologically representtd successfully predict both the impurity profiles and the
by an “amorphous pocket” formation probabilify, which is damage profiles.

adjusted for each species to obtain the best agreement witfhis damage model was developed as a universal model so
experimental damage profiles. In the present moffgl= 0 that it can be applied to different implant species. Ideally, no
for boron implants,P, = 0.45 for phosphorus and silicon species dependent parameters should be present in the model.
implants, P, = 0.52 for arsenic, and BfFimplants. However, due to the nature of modeling the damage as point
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TABLE | represents 16 ions/cn?. On the other hand, if we use 3000
SUMMARY OF THE PARAMETERS USED IN KADM ions to simulate3 x 10*®> dose implants, each ion represents
Tmplant Species 10'? ions/cnt. Nonuniform weighting for each ion is also
Parameters Arsenic | BF, | Phosphorus | Silicon | Boron possible, and has been exploited to achieve the best statistics
Displacement 15 15 15 15 15 in the channeling tails for arsenic implants [28]. However, a
zfr‘;zsr;‘t’lli:a‘gzgev) o - o question naturally arises: How valid is the assumption that
Threshold a (%) one ion can represent a relatively large part of the dose? Since
Vacancy Migration 045 | 045 045 045 | 045 almost all of the physical properties used in the simulator are
Energy E} (eV) deduced from or calculated for single ions, such as interatomic
Interstitial Migration | 0.5 | 055 0.5 055 | 055 potentials, electronic stopping powers, and even the binary
Energy Ep, (¢V) collision formulas are derived based on the single particles,
Reaction Radius ry 0.4 0.4 0.4 0.4 04 X i X X
(Lattice Constant) what is the relation between these single ions and the super-
Collision Radius 7, 024 | 024 0.24 024 | 020 ions? This problem is particularly serious in the case of the
(Lattice Constant) damage simulation. For example, if we use the same 3000 ions
Amorphous Pocket | 0.52 | 052 04 04 0 to simulate the3 x 1013 cm~2 and3 x 10*®> cm~2 implants,
Probability P,

the number of point defects generated will be approximately
the same except the weighting is different. This is clearly not

defects in the BCA framework and its inadequacy of modeliﬁys'cal'. ﬁtmorfe severﬁ _prob'I:em anseslwherr]] uts;]ng nonur_1f|-
amorphous pockets, some parameters must be adjuste fﬁnd\.']\:re'g ;ng 'Orhteilcd ']?n't or exak;pp i’ what happens 1
order to give the best overall agreement with experimen@.’0 merent weighted detects recombine:

In order to avoid this ambiguity, in this work we propose

It was found that in order to fit both the impurity and the h which all i imulated |
damage profiles, as well as the amorphous layer thickness.attzé],eW approach which aflows us o use one simulated ion

two parameters #, and r.) were required to be adjustedFo rfepresent_one rgal lon.. Thg basic idea is to treat the
n implantation as implanting into an ensemble of implant

to obtain the best agreement with experiments. All othé? d qi th iodic bound diti in th
parameters are kept the same for all implants species. M dhdows and Impose the periodic boundary conaitions In the

of the parameters used in this model are taken directly fro_l%teral dlrec_tflon flor;_at(:hblTr;IIant Wmdfhw' A;S;hmmg thst the
reliable experimental datab initio calculations, or widely Ions are unitormly distributed actoss the w € humber

accepted values. A complete set of the parameters for &Ermns implanted into each window can be easily found for

damage model are summarized in Table I. It can be sedPiven dose as follows:
that the difference between different implant species is very
small, and values of the parameters vary in a consistent way.

None of these parameters has unrealistic physical valuesfF#r example, for a0 x 10a? window (@ = 5.43 A and is the
molecular dynamics (MD) is the full dynamic simulation ofattice constant)n & 3, 30, 300, and 3000 for dose= 103,

the damage generation and evolution, this model is the kinefigi4, 10'%, and 106 cm~2, respectively? In principle, this is
counterpart of MD. Therefore, this damage model is referrgfe number of ions required to do the simulation. More ions are
to as kinetic accumulative damage model (KADM). We notgsed only to generate statistically significant profiles. Suppose
in passing that in the literature, accumulative damage modgeigt we want to use 3000 simulation ions. Then in order to
are often referred to as dynamic damage accumulation [3gimulate a dose of 26 cm=2, 1000 independent windows are
The “dynamic” aspect refers to the way that the accumulategquired to finish the simulation with each window implanted
damage can dynamically dechannel the subsequent implaniggh three ions. However, in order to simulate40cm—2

ions. In this sense, our kinetic damage model is fully dynamignplants, only one window is required into which all 3000
Finally, this model has been integrated into UT-MARLOWEons are implanted. Therefore, it is clear that a higher dose
Version 4.0 [34] and has been very successfully applieths more defect generation and interaction than does a lower
to arsenic, phosphorus, silicon, BFand boron implants. dose, instead of just using simple weighting. The physical
In order for this new model to be practical for use ogjgnificance in this model is clearly evident, in contrast with
engineering workstations, computationally efficient techniqué@se traditional super-ion approach. The implant window is
were developed and incorporated in UT-MARLOWE. Thesghosen in such a way that its area is equal to or greater than the

n = (dose x (implant window.

are discussed next. (average) damage area which is dependent on implant species
and energy. That is, MeV implants should have a much larger

is, sufficient for most keV implants.

. In this section, two'new ap_p(oaches' are discussed .Wh'ChI'his approach was termed “ion splitting” because of its
improve the computational efficiency without compromising litting of the simulation ions into many different implant

the basic physics and elements of the model. lon implantati hdows [35], and is in essence a “window mechanism.” This

simulators have traditionally used a super-ion approach [ . : : .
[27], [28], in which each simulated ion represents a large pa proach has, in fact, more to do with physical reality than

of dose. For example, if we use 3000 ions to simulate the2a statistical approach is also possible at the expense of extra CPU time.
implants at dose 08 x 10 cm~2, then each simulated ion 3This number is only approximate in order to simplify the discussion.
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with computational efficiency. However, for low dose imical concentration of the implanted ions as a function of
plants, computational efficiency can be significantly improvedepth. However, the comparison with the RBS damage profiles
for KADM because there are only three cascades interactirefjuires more careful consideration. In general, the RBS
for a 10 cm=2 dose for each implant window, rather tharbackscattering yield from the channel direction is an indication
3000 interacting cascades, as would be the case if a supdrthe lattice disorder [36]. Both interstitials and vacancies can
ion approach is used. Another advantage includes the easeatribute to the lattice disorder, although interstitials have a
with which the simulations can be run in parallel for low doseajor contribution, because they not only distort the lattice,
implants, because the different windows are independent. Wat also block the channels and directly backscatter the probing
next turn to a description of the ion shadowing approach. helium atoms [36]. The quantitative measure of the disorder is
Due to the fact that each ion cascade generates hundredshiained by normalizing the RBS signals with respect to the
even thousands of point defects, the number of ions requinederence spectrum which is obtained either from the random
to generate the statistically significant damage profiles is mudinection of crystalline silicon or from amorphous silicon [36].
less than the number required to generate the impurity profilés.order to compare our simulation results to the RBS profiles,
We can actually utilize this fact to advantage to reduce the CRi¢ assume that interstitials have the major contribution to the
time considerably. The basic idea is to divide the simulatidRBS yield. Therefore, we normalize the simulated interstitial
ions into “real” ions and “shadow” ions. The “real” ionsprofiles with respect to the amorphous concentration. To the
generate full cascades, while the “shadow” ions are followéiist order of approximation, these normalized profiles should
only as they travel through the damaged (by the “real” ionke comparable with the RBS damage profiles.
crystal. The displaced silicon ions are not followed when the The amorphous/crystalline (a/c) interface depth can be ob-
“shadow” ion is simulated, so that the computation time fdained from the simulation results by examining the normalized
the shadow ion is much less than that for the real ion. Interstitial profiles. In the figure of amorphization percentage
practice, dependent on the implant species, the numbervefsus depth, 100% of amorphization at a certain depth in-
shadow ions associated with one real ion can be varied. ThHisates that the crystal has been amorphized at that depth.
approach allows us to obtain both the impurity profiles aridowever, the amorphous depth can sometimes be difficult to
damage profiles with comparable statistical significance at tetermine due to the statistical noise. In order to objectively
same time. This technique of reducing the computational tina@d quantitatively determine the amorphous layer thicknesses,
is referred to as “shadowing” [35]. we use the following procedure. First, find the depth near the
One question which might arise is that if the shadoamorphous region at which the percentage of amorphization is
ions travel through the same damage region, do these ia®greasing most rapidly on a linear—linear plot. Next draw a
stop at the same location? If so, they would not providae at this depth through the data and extrapolate this line to
better statistics. Fortunately, in a Monte Carlo simulation, thbe top of the graph. The depth at which this extrapolated line
initial positions are different from one ion to another, andeaches a value of 100% amorphization is our estimate of the
also random factors such as lattice vibrations can contribwtke interface depth. This depth is equal to the amorphous layer
to the altering of the trajectories. Therefore, shadow iomickness for samples with a surface amorphous layer. For
will stop at different places according to the statistics evesuried amorphous layers, a similar procedure can be used to
though the damage is the same. This situation is similabtain the depth of the shallower crystalline/amorphous (c/a)
to that in which large ion numbers can be used to obtainterface. By subtracting the depths at which the c/a and a/c
statistic significance even though all of the simulated ions argerface depths occur, the buried amorphous layer thickness
implanted into virgin crystal, as is the case without damagan be obtained from a simulation. However, in order to
accumulation. The combination of the ion shadowing and tltempare with different experimental techniques, the extracted
window techniques presents a very powerful computatioramorphous layer thicknesses for buried amorphous layers are
technique, and allows the very detailed damage model sucheatimated using the distance between the deeper a/c interface
KADM to be simulated in a reasonable amount of CPU timand the surface. The same procedure is also used to extract
on a typical workstation. the amorphous layer thickness from the RBS profiles as well.

IV. MODEL COMPARISON WITH EXPERIMENTS A. Arsenic Implants

In order to quantitatively validate this new damage model, Fig. 1 shows the comparison of the predicted impurity
we shall compare our simulation results including impuritgnd damage profiles with the experimentally measured SIMS
profiles, damage profiles, and amorphous layer thicknes&mpurity profiles and the RBS damage profiles, respectively,
with experimental data. Extensive comparisons have befem arsenic implants at an energy of 50 keV with two different
made, and very good agreement has generally been obtain#tkotation angles. The implant conditions are shown within
In this section, we will show representative examples. Let tise figure. It can be seen that the impurity profiles predicted
first briefly describe how we compare our simulation resultsy UT-MARLOWE with the new damage model (KADM)
with the SIMS impurity profiles, the RBS damage profilesare in excellent agreement with the SIMS impurity profiles,
and the implant-induced amorphous layer thicknesses. Tdred that the predicted damage profiles are in very good
comparison with the SIMS profiles is straightforward, sincegreement with the RBS damage profiles. In particular, note
both the simulation and the SIMS experiment give the cherirat the crossover of the damage profiles at approximately
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Fig. 1. lllustration of the ability of UT-MARLOWE with the new damageFig. 2. lllustration of the ability of UT-MARLOWE with the new damage
model (KADM) to accurately simulate the tilt/rotation angle dependence ofodel (KADM) to accurately simulate the dose dependence of both the
both the impurity and the damage profiles for arsenic implants at an eneigyurity and the damage profiles for arsenic implants at an energy of 50
of 50 keV: (a) comparison with SIMS impurity profiles and (b) comparisokeV: (a) comparison with SIMS impurity profiles and (b) comparison with
with RBS damage profiles. RBS damage profiles.

Amorphization Percentage
[ )
Amorphization Percentage

Y S I
0 200

450 A is correctly predicted. Fig. 2 shows the comparison of Fig. 3(a) shows for arsenic implants the comparison of the
the predicted impurity and damage profiles with experimentpiedicted amorphous layer thicknesses with the experimen-
profiles for arsenic implants at the same energy of 50 keV, dal measurements including RBS, differential reflectometry,
with two different doses. It can be seen that UT-MARLOWRNd XTEM. For any given sample, the various experimental
with the new damage model (KADM) predicts the dosgneasurements are generally in agreement, though differential
dependence of both the impurity and the damage profilegflectometry is found in general to have thicker amorphous
excellently. For thes x 10** cm—2 dose arsenic implant, thelayers than RBS. The agreement between the simulation
new damage model predicts an amorphous layer thicknesgegults and the experiments is reasonably good, as can be
600A, which is in good agreement with 650 determined by seen in Fig. 3(a). It is interesting to point out that for the
differential reflectometry measurement [37]. same dose, higher energy implants are predicted to have a
Our simulations suggest that the threshold dose for amdicker amorphous layer, and also for the same energy, higher
phization is insensitive to the implant ion energy in thdose implants have a thicker amorphous layer. This is in
energy range studied with higher energy having slightly highekcellent agreement with experimental observations [24]. A
threshold dose. This is consistent with experiment [38], and theantitative relation between the amorphous layer thickness
threshold dose is predicted to bel0'# for arsenic implants and the implant energy can also be obtained from these
in the energy range from 15 to 180 keV. Our simulationsimulations. From Fig. 3(a) it is clear that for the same
also suggest that below 180 keV, arsenic implants canmmse, the amorphous layer thickness is a linear function
produce a buried amorphous layer, which is also consistadtimplant energy in the energy range studied with higher
with experiment [24]. doses having slightly steeper slopes. It is also noted that the
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tilt/rotation angle has little effect on the amorphous layer
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thickness for arsenic implants. Mathematically, this reIauop_ A o of the ability of UT-MARLOWE with th g
. ig. 4. llustration of the ability o - with the new damage
can be eXpressed as follows: model (KADM) to accurately simulate the tilt/rotation angle dependence of
t=aB+b (6) both the impurity and the damage profiles for phosphorus implants at an
energy of 80 keV and a dose 8fx 10'* cm—2: (a) comparison with SIMS
wheret is the amorphous layer thickness in units of nfhijs  impurity profiles and (b) comparison with RBS damage profiles. Note that the

the implant energy in units of keV. andand? are constants flat tails in the experimental RBS profiles are due to RBS background noise,
. 14 ’_2 . and hence should be ignored.
for a given dose. Fob x 10** cm~= implants,a =~ 0.88

nm/keV, andb &~ 10 nm. For8 x 10** cm~2 implants,a ~ 1.2 of hoth the impurity and the damage profiles excellently. Fig. 5
nm/keV, andb ~ 30 nm. This relation should be applicableshows the tilt/rotation angle dependence of both the impurity
from 10 to 200 keV. The same data can also be plotted as H}gy damage profiles for phosphorus implants into (100) Si at
amorphous layer thickness as a function of dose, as showryijl energy of 50 keV and a dose ?fx 101 cm—2. Again,
Fig. 3(b). It can be seen that the amorphous layer thickhesgery good agreement is obtained between the simulations and
is logarithmically dependent on the daBe(D > 10'* cm™2).  the experimental results.

t=clog D+d (7 The amorphization threshold dose is predicted to3ex

14 —2 ; _avi
wherec and d are constants for a given energy. For 50 ke\}O | CT Ior pho_spholgus wgglint\j. F%r qndaX|s phcr)]spholrus
implants, ¢ = 51.6 nm, andd =~ —293 nm. For 180 keV impfants, at energies above €V, a buried amorphous fayer

implants,c ~ 101.6 nm, andd ~ —508 nm. can be formgd. Both _of these predictions are in very good
agreement with experimental observations [24].

Fig. 6 compares the predicted amorphous layer thicknesses
with RBS experimental data for phosphorus implants. The pre-

Fig. 4 shows the tilt/rotation angle dependence of both tldécted amorphous layer thicknesses are in very good agreement
impurity and damage profiles for phosphorus implants inteith RBS experiments. Again, it is seen that for the same dose,
(100) Si at an energy of 80 keV and a dose 5ok 10'* higher energy implants have a thicker amorphous layer, and
cm~2. As can be seen, UT-MARLOWE with the new damagalso for the same energy, higher dose implants have a thicker
model (KADM) can predict the tilt/rotation angle dependencamorphous layer. The amorphous layer thickness can also be
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Fig. 6. Comparison of the predicted amorphous layer thicknesses with the
experimental measurements for phosphorus implants.

atomic weights of boron and fluorine, respectively [39]. Fig. 7
shows the dose dependence of both the impurity and the
damage profiles for BFimplants at an energy of 65 keV.
The predicted impurity profiles and damage profiles are both
in excellent agreement with the experimental data.

The amorphization threshold dose is also predicted to be
~3 x 10'* cm~2 for BF, implants. However, no buried
amorphous layer can be seen for the energy range from 15
to 65 keV which we have studied.

Fig. 8(a) shows for BE implants the comparison of the
predicted amorphous layer thicknesses with experimental mea-
surements (RBS and differential reflectometry). The agreement
between the simulation results and the experiments is again
very good. Again, it is seen that for the same dose, higher en-
ergy implants have a thicker amorphous layer, and also for the
same energy higher dose implants have a thicker amorphous
layer. As is the case with arsenic implants, the amorphous
layer thickness is a linear function of the implant energy with

Fig. 5. lllustration of the ability of UT-MARLOWE with the new damage higher doses having slightly steeper slopes. Also similar to
model (KADM) to accurately simulate the filt/rotation angle dependence gfrsenic implants, the tilt/rotation angle has little effect on the

both the impurity and the damage profiles for phosphorus implants at
energy of 50 keV and a dose 2fx 10™® cm—2: (a) comparison with SIMS

5?110rphous layer thickness for BREmplants. Quantitatively,

impurity profiles and (b) comparison with RBS damage profiles. Note that ti{6) also applies for BF implants witha ~ 1.1 nm/keV, and
flat tails in the experimental RBS profiles are due to RBS background noige.~ 3.5 nm for implants at a dose df x 1014 cm—2, and

and hence should be ignored.

a = 1.5 nm/keV, andb ~ 12.5 nm for implants at a dose of

well described by (6); however, for phosphorus implants at tex 10> cm=2. The amorphous layer thickness can also be
same dose,“1tilt implants produce a little thicker amorphousplotted as a function of dose, as shown in Fig. 8(b). Again, the
layer than do 7 tilt implants. The best fits to the data giveamorphous layer thicknessis logarithmically dependent on

a ~ 1.6 nm/keV, andb ~ 10 nm for 5 x 10** cm~2, 1°/0°
implants; ¢ ~ 1.5 nm/keV, andb ~ 0 nm for 5 x 10**
cm~2, 7°/30° implants; ¢ ~ 1.78 nm/keV, andb ~ 27 nm
for 2 x 10% cm™2, 1°/0° implants; anda =~ 1.71 nm/keV,
andb ~ 19 nm for 2 x 10> cm™2, 7°/3(° implants.

C. BR; Implants

the doseD (D > 3 x 1014 cm™2), and can be described by (7).
For 35 keV BR implants,c ~ 23.4 nm, andd ~ —139 nm,
and for 65 keV Bk implants,c & 46.9 nm, andd ~ —243 nm.

D. Boron Implants

Fig. 9 shows the predicted energy dependence of both the
impurity and the damage profiles for boron implants at a

The molecular Bf ions are assumed to dissociate upodose of8 x 10*> cm~2 and tilt/rotation angles of10°. The
entry into the silicon substrate, since the bonding energy agreement with the SIMS profiles is excellent. Although the

boron and fluorine is approximately 10 eV, while the kinetipredicted amorphous layer thicknesses are approximately 30%
energy of the ions is two to three orders of magnitude larg#ricker than the thicknesses inferred from the RBS measure-
than the bonding energy. The initial energies of boron amdents, they are in good agreement with the other experimental
fluorine projectiles are given byng/(mp + 2mr) x Ey measurements, as will be shown below. Fig. 10(a) shows the
and mr/(mp + 2myr) x Eg, respectively, whereE, is the dose dependence of the impurity profiles for off-axi&/80°)

implantation energy of BF ions, andmp and mp are the and 15 keV energy, and Fig. 10(b) shows the dose dependence
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o reflectometry, and TGP [24]) for boron implants. From this
Depth (A) figure, it is clear that substantial discrepancies exist among
(b) the different experimental techniques for the amorphous layer

Fig. 7. lllustration of the ability of UT-MARLOWE with the new damage thicknesses induced by boron implants, and the amorphous
_mOde_'t (KAB,\tﬂrzetga?r(l:;uéater%iIzismecl)lfgﬁrt:ela?]?ssea td;npzf:]ceifnc% fogsbl?é@.t'lﬁyer thicknesses measured by RBS are in general thinner than
l(r:)pggn%paeﬂison with SIgMSpimpurity profileps and (b) compagr]i)gon with Ré§hose measured by other techniques. However, the simulation
damage profiles. Note that the new damage model also successfully prediegults fall in the middle of the scattered experimental data.
the amorphous layer thicknesses. Based on this fact, we believe that our model is reliable even

of the impurity profiles for on-axis (00°) boron implants at though it is not in very good agreement with the RBS data

an energy of 80 keV. Excellent agreement is obtained betwd@h POron implants. Again, it is seen that for the same dose,
the simulations and the experiments. higher energy implants have a thicker amorphous layer, and for

In the literature, the reported amorphization doses for bordfe Same dosecliilt implants have a thicker amorphous layer
implants range froms x 105 cm~2 for high beam currents than do 7 implants. However, for boron implants, unlike other
(50 :Alcm?) [40] to 8 x 106 cm2 for low beam currents species the dependence of the amorphous layer thickness on

(0.2 uAlcm?) [38] at room temperature. This difference is pethe implant energy slightly deviates from a linear relationship.

lieved to be largely due to the dose rate effect. For the medium
beam current implantss{20 pAlcm?) used in this study, for
8 x 10*® cm~2 boron implants, three different experimental A unified physically based ion implantation damage model
techniques (RBS, TGP, and differential reflectometry) indica(KkADM) has been presented in detail in this paper. This
that an amorphous layer is present. Our simulations suggdamage model explicitly accounts for damage production,
that the amorphization occurs for medium beam current bordamage dechanneling, defect diffusion and reactions, and
implants at a dose of7 x 10> cm™2. A buried amorphous crystal amorphization at room temperature. The damage pro-
layer can be formed for on-axis boron implants at a relativetjuction and dechanneling are based on the binary collision
low energy &40 keV). approximation (BCA), and the defect diffusion and reactions
Fig. 11 compares the amorphous layer thicknesses page based on point defect kinetics and energetics in silicon. The
dicted by UT-MARLOWE with the results based on threéefect diffusion is modeled by the Monte Carlo hopping algo-
different experimental techniques (including RBS, differentialthm, while the defect reactions include interstitial-vacancy
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Fig. 9. lllustration of the ability of UT-MARLOWE with the new damage Model (KADM) to accurately simulate the dose dependence of the impurity
model (KADM) to accurately simulate the energy dependence of both tREfiles for () off-axis (7/30°) boron implants at an energy of 15 keV and
impurity and the damage profiles for boron implants at a tilt/rotation angle §9) on-axis (6/0°) boron implants at an energy of 80 keV.

1°/0°: (a) comparison with SIMS impurity profiles and (b) comparison with

RBS damage profiles.

recombination, clustering of same type of defects, defect-

impurity complex formation, emission of mobile defects from E 300 SRR AR RS N

clusters, and surface effects. New computationally efficient ,5q [ B Implants ,//_& E

algorithms have been developed to overcome the barrier & - 19/ 0° / - ]

excessive computational requirements. 2 s00LF N .
This damage model simulates point defect diffusion aan v

reactions at room temperature after each ion cascade, aikd 150 7°/30°

treats the damage accumulation, amorphization, and the cofn-

T T
IR I |

plementary dechanneling processes consistently for the fir} 100 [ e~ UT-MARLOWE

time, and is the most physical model in the literature to dat& r O RBS

within the framework of the binary collision approximation & 501 é _':r"cf:PRe"e"t 7]
(BCA). This damage model has been successfully applied ® - 1
arsenic, phosphorus, BFand boron implants. The predicted & 0 B binn boncbosshonn b oo
impurity profilesand damage profilesare in excellent agree- 10 20 30 40 50 60 70 80 90
ment with the SIMS impurity profiles and the RBS damage ENERGY (keV)

profiles, respectively, for a wide range of implant conditions
for arsenIC, phosphorUS, BFand boron Implantsl |n addltlon' Flg 11. Amorphous Iayer thickness as a function of energy for boron

h h | hick dicted by this d implants at a dose & x 10" cm~2. The solid and dash curves are visual
the amorphous _ayer thicknessgsedicte y_ this amage guides to the UT-MARLOWE simulation data points. Note that the simulation
model are also in very good agreement with experimentakults fall in the middle of the scattered experimental data.
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measurements. Thus, this damage model for fifst time

[21]

provides both the accurate as-implanted impurity profiles and

accurate as-implanted damage profiles which are necessary;gr

reliable transient enhanced diffusion (TED) simulation.

(23]
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