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SYSTEM AND METHOD FOR CREATING,
STORING, AND UTILIZING COMPOSITE
IMAGES OF A GEOGRAPHIC LOCATION

CROSS-REFERENCE TO RELATED
APPLICATION(S)

This apphication is a divisional of application Ser. No.
09 T58.717 filed Jan. 11, 2001, now LS. Pat. No, 6,895,126,
ssued May 17, 2008, which claims the benefit of US.
provisional patent tcation No. 60238490, filed Oct. 6,
2000, the disclosures of which are hereby mcompomted by
reference in their entirety for all purposes.

FIELD OF THE INVENTION

This imvention relates 1o visual databoses, specifically 1o
the creation and utilization of visual databases of geographic
locations.

BACKGROUND OF THE INVENTION

There exist methods in the prior an for creating visual
databases of geographic locations. However, such dutnbases
are of limited use due 1w the method of scquiring the imagery
as well as the kind of imagery acquired. One particular
method involves the taking of individual photographs of the
location and clectronically pasting the photographs on o
polygonal mesh that provide the frmework for o three-
dimensional (313) rendering of the location. This method,
however, is time consuming and inefficient for creating
large, comprehensive databases covering a substantial geo-
wiaphic arca such as an entive city, state. of Counlry.

Another method uses video technology W0 scquire the
images. The use of video technology, especially digital
video technology, allows the scquisition of the image dota ot
a higher rate, reducing the cost involved in creating the
image databases. For example, the prior an waches the use
of a vehicle equipped with a video camera and a Global
Positioning System (GPS) 1o collect image and position data
by driving through the location. The video images are later
correlated 1o the GPS dota for indexing the imagery. Nev-
ertheless, such a system is still limited in its usefulness due
1o the lack of additional information on the imagery being
depicted.

The nsture of the scquired imagery also Bmits the use-
fulness of such a system. A single image acquired by the
video camera contains a narrow field of view of a locale (e.g
a pcture of a single store-front ) due 1o the limited viewing
angle of the video camera. This narmow field of view
provides linle context for the object'scene being viewed.
Thus, s wser of such an image database may find it difficult
o onient himsell or herself in the image. get familiar with the
locale, and navigate through the database itsell

One way 10 increase the field of view is 1o use a shorter
focal length for the video camern, but this introduces dis-
tortions in the acquired image. Another method is 10 increase
filmed. |lowever, this may not be possible due 1o the limit
on the width of the mad and constructions on the opposite
side of the street.

The prior an further tenches the dense sampling of images
of an object/scene to provide different views of the object/
scene. The sampling s generally done i two dimensions
either within » plane. or on the surface of an Imuginary
sphere surmounding the object/scene. Such a sampling, how-

10

45

i5

2

ever, is computationally intensive and hence cumbersome
and inefficient in terms of time and cosL

Accordingly. there is a need for a system and method for
creating a visual database of a comprehensive geographic
area in a more ime and cost efficient manner. Such a svstem
should not require the reconstruction of 3D scene geometry
nor the dense sampling of the locale in multiple dimenstons.
Furthermore, the images in the database should provide a
wider field of view of a locale o provide context 1o the
objects being depicied. The database should further correlate
the images with additional information related 10 the geo-
graphic location and objects in the location o further

SUMMARY OF THE INVENTION

mentioned deficiencies associated with the prior art. More
particularly. the present invention is directed to a computer-
implemented system and method for synthesizing images of
a geographic location 1o generate composite images of the
location. The geographic location may be a panticular strect
in a geographic area with the composite images providing a
view of the objects on each side of the strect.

According to one aspect of the invention, an image
mnxdingdevimmulungnplhmmrdinginmpuf
objects along the path. A GPS receiver andior inerial
navigation sysiem provides position information of the
image recording device as the images are being acquired.
The image and position information is provided to a com-
puter 1o associate each image with the position information.

The computer svnthesizes image data from the acquired
images o create a composile image depicting a view of the
objects from a particular location outside of the path. Pref-
erably, the composite image provides a field of view of the
location that is wider than the field of view provided by any
single image acquired by the image recording device.

In another aspect of the invention. the path of the camera
15 partitioned into discrete segments. Each segment 15 peel-
embly assocmted with multiple composite images where
each composite image depicts a porton of the segment. The
composite images and assocmtion information arc then
stored in an image database.

In yet another aspect of the invention, the image database
contains substantially all of the static objects in the geo-
graphic arca allowing a user to vismlly navigate the arca
from a user termimal. The svstem and method sccording w0
this aspect of the invention identifics a current location in the
geographic area. retmeves an image corresponding 1o the
current location. monitors a change of the current location in
the geographic area, and retrieves an image comresponding
the changed location. A map of the location may also be
displaved 1o the wser along with information about the
objects depicted in the image.

DESCRIPTION OF THE DRAWINGS

FIG. 1 is a schematic block diagram of a dota acquisition
and processing system for acquiring image and position data
used 10 create composite images of a geographic location;

FIG. 2 is an illustration of a composite image created by
the data acquisition and processing svstem of FIG. 1:

FIti. 3 is a high-level flow diagram of the steps exencised
by the data scquisition and processing system of FIG. 1 in
creating and storing the composite images;
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FIG. 4 is a flow diagram for synchronizing image
sequences with position sequences of a recording camera

ing 0 one embodiment of the invention:

FIG. 5 is a flow diagram of an alternative embodiment for
synchronizing image sequences with position sequences of
a recording camera;

FIG. 6 is a block diagram of the data scquisition and
processing system of FIG. 1 allowing a real-time synchro-
nization of image and position data;

FIG. 7 15 another embodiment for synchromizing image
sequences with position sequences of a recording camera:

FIG. 8 1s a flow diagram for ségmenting and labeling a
camera trajectory;

FIG. 9 is an illustration of a trajectory in a single camera
SCETEANo;

FIG. 10 is a flow diagram for creating a composite image
of a segment of a camera’s path;

FIG. 11 is a flow diagram for identifying and retrieving an
optical column from an acquired image according to one
embodiment of the invention:

FIG. 12 15 a Now diagram for identifying and retrieving an
optical column from an acquired image according 1o an
alternative embodiment of the invention;

FIG. 13 is an illustration of an exemplary streel segments
table including street segments in a camera’s rajeciorny;

FIG. 14 is an illustration of an exemplary image coordi-
nates table for associating composie images with the street
segments in the sireet segments table of FIG. 13;

FIG. 15 is an illustmation of an ¢xemplary segment block
table for allowing an efficient determination of a segment
that is closest 10 a particular geographic coordinate;

FIG. 16 is an illustration of an exemplary graphical user
interface for allowing the user 1o place requests and receive
information about particular geographic locations:

FIG. 17 is a Now diagram of a process for oblaining image
and location inlormation of an express sireet address; and

FIG. 18 is a flow diagram of the process for obtaining
image and location information of a location selected from
a map.

DETAILED DESCRIPTION OF THE
INVENTION

FIG. 1 is a schematic block diagram of a data acquisition
and processing system for acquiring and processing image
and position dota used 1o create composite images of a
geographic location. The composite images are created by
synthesiang individual image frames scquired by a video
camera moving through the location and filming the objects
in its view. The composite images may depict on urban scene
including the streets and structures of an entire city, stale, or
country. The composite images may also depict other locales
such as a woo, national park. or the inside of a museum,
allowing a user 1o visually navigaie the locale.

The data acquisition and processing system includes one

or more image recording devices preferably taking the form
of digital video cameras 10 moving along a trajectory/path
and recording images on the trajeciory on digital videotapes
12. Other types of acquisition devices may also be used in
combination to, or in lien of, the digital cameras 10, such as
anmalog cameras. Furthermore, the video mmages may be
recorded on optical, magnetic, or silicon video tapes, or on
any other known types of storage devices that allow random
access of particular image frames and particular video pixels
within the image (rames.

The data acquision and processing system  further
includes a GPS receiver 16 for receiving position informa-

L
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tion from a set of GPS satellites 18 as the cameras 10 move
along the trajectory. An inerfial navigation system 20 includ-
ing one or more accelerometers andlor gyroscopes also
provides position information to the data acquisition and
processing sysiem. When the inertial navigation system 20
is used in conjunction with the GPS receiver 16, a more
accurate calculation of the position information may be
produced.

In an alternative embodiment. position information is
acquired using devices other than the inertial navigation
system 20 andfor the GPS recaiver 16, such as via compuier-
vision-based algonthms thal compule posilions using video
mformation from the video cameras 10,

The video cameras 10 provide 1o a multiplexer 22 a frame
number and time information for each image acquined via a
communication link 24 prefembly taking the form of a
LANC™ port. The (FS receiver 16 and inertial navigaton
system 20 also provide position information to the multi-
plexer 22 via communication links 26a. 26b, preferably
taking the form of RS-232 ports. The multiplexer 22 in twm
transmils the received frame numbser, time information. and
position data to a data acquisition computer 34 via a com-
munication link 30, which also preferably takes the form of
an RS-232 port. The computer 34 stores in a trajectory
database 36 the position data from the GPS receiver 16
andfor inertial navigation system 20 along with the frame
number and time information from the video cameras 10,
This information is then used by a post-processing svstem
3B w create the composite images.

The post-processing system 38 preferably includes a
posi-processing computer 28 in communication with a video
player 39. The computer 28 preferably includes a video
acquisiion card for acquiring and stonng the image
sequences as the video player 39 plays the videotapes 12 of
the acquired images. The computer 28 includes a processor
{not shown) programmed with instructions to lake the image
and position data and create one or more composite images
for storing into an image database 32. The image database 32
is preferably a relational database that resides in a mass
storage device taking the form of a hard disk drive or drive
array. The mass storage device may be part of the computer
28 or a separate database server in communication with the
computer

In an alternative embodiment, the images are transfermed
directly to the data acquisition computer 34 as the images are
being recorded. In this scenario, the computer 34 is prefer-
ably equipped with the video acquisition card and includes
sufficient storage space for storing the acquired images. In
this embodiment, the data acquisibon computer 34 prefer-
ably contains program instructions to create the composite
images from the acquired images.

In general terms, a composite image of o particular
geographic location is created by using at least one video
camera 10 recording a series of video images of the location
while moving along a path. In the one camem scenario, the
camera 10 is moved twice on the same path but in opposite
directions to film the objects on both sides of the path.
Movement 1o the camera 10 15 provaded by a base, platform,
or motor vehicle moving at an average speed of preferably
aboul 20 miles/hour to énsure a suflicient résolution in the
resulting images. Video cameras with higher sampler mtes
may allow for faster acquisition speeds.

Preferably, the data acquisition and processing system
uses four cameras 10 mounted on top of a moving molor
vehicle. Iwo side cameras {ace each side of the path for
filming objects viewed from the each side of the vehicle. A
fromt and back cameras allow the filming of the objects
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viewed from the front and back of the vehicle. The front and
back cameras may be equipped with fish-eve lens for
providing a wide-angle view of the path. A person skilled in
the ant should recognize, however, that additional cameras
may be used 1o film the ohjects from different viewing
directions. For example, a doodecahedron of cameras may
be used 10 record the objects from all viewing directions.
Furthermore, the side cameras need not face directly 1o the
side of the street. but may face a shightly forward or
backward direction to provide a look up or down of the path.

As the images acquired by the cameras 10 are recorded on
the videotapes 12, the frame number and time associaled
with the images are trensferred to the data acguisition
computer 34. The images recorded on the videotapes 12 are
later transferred 10 the post-processing computer 28 for
further processing. Once the images are received, the com-
puter I8 stores the image data in 11s memory in s onginal
form or as a compressed file using one of various well-
known compression schemes, such as MPEG.

As the camera 10 moves along the path and records the
objects in 1s view, the GPS receiver 16 computes latinnde
and longide coordinates using the information recejved
from the set of GPS satellites 18 at selected time intervals
{e.z. one sample every two seconds). The latiude and
longiude coordinates indicate the position of the camera 10
during the recording of a particular image frame. The GPS
satellite 18 also transmits to the GPS receiver 16 a Universal
Time Coordinate (UTC) time of when the coordinates were
acquired. The GPS receiver 16 is preferably Jocated on the
vehicle tansporting the camera 10 or on the camera itself.
The GPS data with the position sequences and UTC time
information is then transferred 10 the computer 34 for storing
in the trjectory database 36.

In addition to the position information provided by the
GPS meceiver 16, the inertial navigation system 20 also
provides acceleration information 1o the computer 34 for
independently deriving the position sequence of the camera
10. Specifically, the one or more accelerators and gyro-
scopes in the inertial navigation system 20 monitor the linear
and rotational acceleration rates of the camera 10 and
transfer the acceleration data to the computer 34. The
computer 34 integrates the accelemtion data 1o obtain the
position of the camera 10 as a function of time. The
computer 34 preferably combines the position denived from
the acocleration information with the GPS position dota to
produce a more accurate evaluation of the position of the
camera 10 m particular instances in time.

The post-processing computer 28 uses the image and
position sequences o synthesize the acquired mages and
creale composile images of the location that was filmed. The
composite images preferably provide a wider field of view
of the location than any single image frame soguired by the
camera 10. In essence, the composite images help provide a
panoramic view of the location.

FIG. 2 1s an illustration of a composite image 40 created

from the image frames 42 acquired by the camera 10 while
moving along an x-axis 58 direction. In creating the com-
posile image 40, the computer assumes a fichiions camera
44 located behind the actual camera 10 and identifies optical
ravs 46 onginaling from the fictitious camera. The location
of the fictitious camera 44 depends on the desired field of
view of the Jocation being filmed. The further away the
fictitious camera is placed from the objects along the x-aas
58. the wider its field of view of the objects.

I'he computer also wentfies optical ravs 48 onginating
from the actual camera 10. For cach optical rmy 46 from the
fictitious camers 44, the computer 28 selects an acqguined
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image frame 42 that includes a comesponding optical ray 48
originating from the actual camera 10. Image data from each
selected image frame 42 is then extracted and combined 10
form the composite image. Preferably, the image data
extracted from each image frame is an optical column tha
consists of a vertical set of pixels. The composite image is
preferably created on a column-by-column basis by extract-
ing the corresponding optical column from each image
frame. Thus. to create a column P, 50in the composite image
40, the computer locales an image frame 42¢ that was
acquired when the camera 10 was located at X, 52. To locate
this image frame 424, the computer uses the GPS data and/or
data from the inertial navigation system 20 10 identifv a time
T, 54 at which the camera 10 was in the location X, 52. Once
the image mme 42a is identified. the computer 28 exiracts
the optical colemn 56 with an index (P/N)*M, where N is
the total number of columns in the composite image 40 and
M is the number of columns in the image frame 42a. The
composile image 40 is stored in the image database 32,
preferably in JPEG format, and associated with an identifier
identifving the particular geographic location depicted in the
image. Furthermore, close-ups and fish-eye views of the
objects are also extracted from the video sequences using
well-known methods, and stored in the image database 32,
The unused data from the acquired images is then preferably
deleted from the computer’s memory.

FIG. 3 is 2 high-level flow dingram of the steps excrcised
by the data acquisition and processing system in cresting
and storing the composite images. In step 60, the camera 10
soquires o senes of images of a paricular geographic
location. At the same time, the GPS receiver 16 andfor
inertial pavigation system 20 acquires the position of the
camera 10 while the images are being acquired. Because the
time associated with the position information (position time)
is likely to differ from the times of acquisition of the video
images (video time), the computer 28, in siep 62, synchro-
mizes the image sequence with the position sequence. The
syvnchronization s preferably a post-processing step that
occurs after the mmage and position sequences have been
acquired.

In step 64, the computer 28 segments the trajeciony wken
by the recording camera 10 imto multiple segments and
labels each segmemt with identifving information abow the
segment. For example, if the camera traverses through
various sireets, the compuier 28 segments the trajectory into
multiple straight street segments and associales each streel
segment with a street name and number range. In step 66, the
computer 28 generates a series of composite images depict-
ing @ portion of each segment, and n step 68, siores each
composite image in the image database 32 along with the
identifving information of the segment with which it is
associated,

FIG. 4 is a more detailed fow diagram of step 62 for
synchronizing the image sequences with the position
sequences of the recording camera according 10 one embodi-
ment of the invention. Although the process illustrated in
FIG. 4 assumes that the position data is GPS data, a person
skilled in the art should recognize that a similar process may
be employed 1o synchronize the images 1o positions calcu-
lated using the inertial navigation system 20.

The process stants, and in step 70, a user of the system
selects a landmark in the image sequence that appears in at
least two distinct wvideo frames. lThis indicates that the
landmark was recorded once while the comera 10 was
moving on one direction on the path, and again while the
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camera was moving in an opposite direction on the same
path. The landmark may be, for example, a tree in a lane

In step 72, a time interval T is measured in the image
sequence between the two passings of the landmark. In step
74. the computer 28 uses the GPS data to compute a function
for determining the time interval between successive passes
of any point along the path. The function is then used to find,
for each point x on the path, a time of retum Tr(x) which
measurnes the lapse of time between the two passings of each
point. In step 76, a point 1s identified for which Trix)=T. The
iwentified point provides the GPS position of the landmark
and hence, a GPS time associated with the landmark. Given
the GPS time, a difference between the GPS time and the
video time associated with the landmark may be calculated
for synchronizing any image frame acquired at a particular
video time to the UFS posion of the camera at a particular
GPS time.

FIG. 5 is a Aow diagram of an alternative embodiment for
synchronizing the image sequences with GPS position infor-
mation. As in FIG. 4, the process illusirated in FIG. 5 also
identifies. in step 80, a landmark in the image sequence that
appears in at least two distinel imoge frames. In step 82, a
time phase is initialized to an arbitrary value using the
camera lime stamp. In step 84, the computer 28 measures the
distance traveled between the two points on the path that
correspond 1o the time instants in the image sequence where
the landmark is seen from the two sides of the path. In step
B6. an inguiry is made as 10 whether the distance has been
mimimized. If the answer is NO, the time phase is modified
in step 88. and the process returns to step 84 where the
distance is measured again.

In amother embodiment, the synchronization does not
occur as a post-production process, but occurs in real-time
as the image and position sequences are acgquired. FIG. 6 is
a hlock diagram of a portion of the data acquisition and
processing system of FIG. 1 allowing a real-time synchro-
nization of image and position data. A UTC clock generator
90 provides 1o the data acquisition computer 34 the UTC
time associated with esch GPS position of the recording
camera 10 as the camera moves along the path. The video
time produced by a camera clock 92 is also provided to the
data acquisition computer 34 via the communications port
24. AUTC card 94 on the computer 34 comrelates the video
time to the UTC time. Thus. the video image acquired ot the
video time may be cormelated 10 the GPS posinon of the
camera during the recording of the image.

FIG. 7 is et another embodiment for synchronizing the
image sequences with the GPS position of the recording
camera 10, In step 100, the post-processing computer 28
computes the temporal variation in the image values (i.e.
optical fow) ol the bottom pixel ows in the image
sequence. Thus, the average velocity of each of the pixels in
the row may be obtained. In step 102. the tangential velocity
of the camera 10 is obtained from the GPS reading. The
average velocity for the computed pixels is directly propor-
tional 1o the vehicle tangential velocity. Thus, in step 104,
the ume phase between the position and video sequences
may be determined as a time delay maximizing the align-
ment of local maxima and local minima befween the average
pixel velocity and the vehicle tangential velocity. This time
phase is then read out in step 106,

FIG. 8 15 a more detailed flow diagram of step 64 of FIG.
3 for segmenting the tryectory followed by one or more
recording cameras 10 and labeling the segments with an
identifier. In the one camera scenario, the camera is moved
along the path making a nght tum at each infersection until
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a block 112 has been filmed. s is illustrated in FIG. 9. The
camera then moves to a second block 114 o film the objects
on that block. Thus. a particular path 110 adjoining the wo
blocks 112, 114 is traversed twice on opposite directions
allowing the filming of the objects on each side of the path.

In step 120, the post-processing computer 28 segments
the camera’s trajectory into straight segments by detecting
the points of maximum curvature (i.c. where the wms
occur). In this regard. the latimde and longitude coordinates
provided by the GPS receiver 16 are converted into two-
dimensional Mercator coordinates according to well-known
methods. A spline interpolation is then oblained from the
two-dimensional Mercator coordinates and the resulting
spline function is parmmeterized in arc-length. The computer
28 obtains a new sampling of the coondinates from the spline
function by uniformly sampling the coordinates in an anc-
length increment of aboul one meter while detecting the
points in the pew sequence where a turn was made. The
place where a tum occurs is assumed to be the place of an
intersection of two segments.

Preferably, the computer 28 performs a singular value
decomposition computation according to well-known meth-
ods to detect the tums. In this regand, the computer selects
an observation window containing N sample points that is
moved along the spline for calculating an index indicative of
the overall direction (i.e. alignment) of the points in the
window. The higher the index. the less aligned the points,
and the more likelv that the camera was making a turn at
those points. The points are least aligned at the center of a
torn, and thus, the computer selects as a um coordinate a
point in the observation window where the index is at a local
maximum. The computer 28 gathers all the poims whose
indexes correspond 1o Jocal maxima and stores them into an
array of tumn coordinates.

In step 122, the computer 28 determines the center of an
intersection by grouping the um coordinates into clusters
where turns that belong 1o the same cluster are turns made
on the same intersection. An average of the turn coondinates
belonging 1o the sume cluster is then calculated and assigned
as the intersection coordinate.

The endpomts of each straight segment are identified
based on the calculated intersection coordinates. In this
regard, an intersection coordinate at the stan of the segment
is identified and assigned 10 the scgment as a segment stan
point (the “From™ intersection coordinate). An inlersection
coordinate at the end of the segment is also identified and
assigned to the segment as a segment end point (the “To™
intersection coondinate).

In the scemanio where at least two side cameras are
utilized, each camera films the objects on each side of the
path during the first pass on the path. Thus, unlike the single
camera seenario where o tum is made a1 each intersection 1o
move the camera along the same path twice but in opposite
directions, a tum is not made at each intersection in the two
camera scenano. Therefore, instead of identifying the points
of maximum curvature for determining the intersection
coordinates. the intersection coordinates are simply detected
by tracking the GPS data and identifving where the seg-
ments orthogonally intersect.

The computer 28 associales the calculatled segments with
information obtained from a geogmphic information data-
base 128 and stores it inlo a segments Lable as is described
in further detail below, In the scenano where composie
images of a city are created, the geogrmphic information
database 128 inchides a map of the city where the endpomis
of each street segment on the map are identitied by latitude
amd longitude mformation. The database 128 further
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includes a sireet name and number range for each street
segment on the map. Such databases are commercially
available from third parties such as Navigation Technologies

In correlating the segments of the camera’s trajectory with
the segments in the geographic information database 128,
the computer, in step 124, determines the cormespondences
between the “From™ and “To™ coordinates calculated for the
trajectory segment with intersection coordinates of the seg-
ments in the datobase. The computer 28 selects the segment
in the geographic information database 128 which endpoints
are closes! 1o the computed “From™ and “To™ coordinales, as
the comesponding segment.

In step 126, the computer labels each wajectory segment
with mformation that is associated with the comesponding
segment in the database 128. Thus, if each segment in the
database 128 includes a street name and number. this infor-
mation is also associated with the trajectory segment.

FIG. 10 is a more detailed flow diagram of step 66 of FIG.

3 for creating a composite image of a segment of the >

camera’s path according W one embodiment of the inven-
tion. In step 130, the computer 28 computes the arc length
coordinate Xc of the center of the segment which is then set
as the center of the composite image. In step 132 the

computer identifies the optical rayvs 46 (FIG. 2) onginating 2

from the fictitious camera 44 by computing an amray of
equidistant positions X1. X2, .. ., Xn along the camera’s
trajectory. centered around Xe. The number of computed
positions preferably depend on the number of optical col-
umns that are to be ereated in the composite image,

In step 134, the computer 28 uses the position information
obtained from the GPS receiver 16 and/or inertial navigation
system 20 to map cach position Xi on the trajectory o a
position time 1i. Thus. if GPS data is used 1o determine the
camera’s position, each position Xi of the camera 10 is
mapped 10 a UTC time.

In step 136, the computer 28 uses the time phase infor-
mation computed in the synchronization step 62 of FIG. 3 to
convert the position times to video times. For each identified
video time, the computer 28, in step 138. identifies an
associated image frame and extracls a column of RGB pixel
values from the frame corresponding to the optical rays 46
originating from the fictitious camera 44. In siep 140, the
column of RGB pixel values are stacked side by side to
generale o single image bimap forming the composite
image.

FIG. 11 15 a more detailed Aow diagram of step 138 lor
identifying and retrieving a column of RGB pixel values for
a particular video time Th according 0 one embodiment of
the invention. In step 150, the computer 28 identifies an
image frame with frame index Fi acquired a1 time Ti.
Because the image frames ane acquired &t a particular [mme
rate (e.g. one frame every Yo seconds), there may be a
particular time Ti for which an image frame was not

acquired. In this scenanio, the frame closest to time Ti is

identified according to one embodiment of the invention.

In step 152, the current position ol the image sequence is
set to the image frame with index Fi, and the frame is placed
into a frame buffer. In step 154, a column in the image frame
with an index i is read ool from the frame buffer.

FIG. 12 is a flow diagram of an altemative embodiment
for identifying and retneving a column of RGB pixel values
for a pamicular video time Ti. If an image frame was not
acguired o exactly time Ti, the computer, i step 160,
iwennifies 2¥N image frames that are closest o ime I,
where N=1. Thus, at least two image frames closest 1o lime
Ti are idemificd. In step 162, the computer compuies an
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optical flow field for each of the 2*N image frames and in
step 164, infers the column of RGD values for a column i al
time Ti. In the sitwation where only two image frames are
used to compute the optical fow, the computer identifies for
each pixel in the first image frame a position X1 and a
position time T1. A corresponding pixel in the second frame
is also identified along with a position X2 and a position
time T2. The position X' of each pixel at time Ti s then
computed where  X'=X1+((Ti-T13(T2-T1))*(X2-X1).
Given the position of each pixel at time Ti, a new frame that
cormesponds to time Ti may be inferred. The computer 28
may then extrsed the column of RGB values from the new
frame for a column i.

Preferably, the computer 28 creates multiple composite
images al uniform increments (e.g. every 8 meters) along a
segment. In the scenano where the composite images are
created for street segments, the composite images depact the
view of the ohjects on each side of the street, The composite
images are then stored in the image database 28 along with
various tables that help organize and associate the composite
images with sireel segment information.

According to one embodiment of the invention, the image
database 32 inclodes composite images of a geographic area
which together provide a visual representation of at least the
static objects in the entire area. Thus, if the geographic area
is a particular city, the composite images depict the city on
a streel-by-street basis, providing a visual image of the
buildings, stores, apariments, parks. and other objects on the
streets. The system funher includes an object information
database with information about the objects being depicted
in the composite images. If the geographic area being
depicted is a city, the ohject information database contains
information about the structures and businesses on each city
street. In this scenario, each record in the object information
database is preferably indexed by a city address.

FIG. 13 15 an illustration of an exemplary sireet segments
table 170 including the street segments in the camera™s
trajectory. The table 170 suitably inclades multiple entries
where each entry is a record specific 1o a particular strect
segment. A particular street segment record includes an
index identifying the street segment (segment 1D) 172 as
well as the corresponding street name 174 obtained from the
geographic information database 128 (FIG. 12}, A particular
street segment record also includes the direction of the strect
{North, Seuth. East, or West) 176 with respect to o main city
streel referred 1o as a city hub. The direction information
generally appears in an address in front of the street name.
A city, state, and/or country fields may also be added 10 the
table 170 depending on the extent of the geogruphic area
covered in the image database 32.

A street segment record includes the endpoint coordinates
178 of the corresponding street scgment in the geographic
information database 128. An array of segment 1Ds corre-
sponding to street segments adjacent to the segment star
point are identified and stored in field 180 along with the
direction in which they lie with respect to the start point (e.g.
North, South. East, or West). Similarly, an array of segment
IDs comesponding 1o street segments adjacent o the seg-
ment end point are also identified and stored in field 182.
These segments are also ordered along the direction in
which they lie.

In addition to the above, a street segment record includes
a distance of the start of the trajectory segment from the city
hub 184, The cuty hub generally marks the ongin of the
streets from which street numbers and streel directions
(North, South, East, or West) ane determined. Streel numbers
arc generally increased by two at wniform distances (e.g.
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every 12.5 feet) starting from the hub. Thus the distance
from the hub allows a computation of the street numbers on
the street segment. In a one camera situation where each
segment is traversed twice, the distance from the hub is
computed for each camera trajectory. In a multiple camera
scenanio, however. only one distance is computed since the
camera traverses the segment only once.

Also included in a street segment record is a length of the
trajectory segment. Such a length is computed for each
trajectory in a one camera 10 scenario because the move-
ment of the camera 10 is not identical during the two
traversals of the segment.

Each street segment record 170 further includes an offset
value 188 for each side of the street. The offset is used to
correct the street numberings computed based on the dis-
tance information. Such a computation may not be accurate
if, for instance, there 1s an usnusually wide strocture on the
segment that is erroneously assigned multiple street numbers
because il overlaps into the area of the next number assign-
ment. In this case, the offset is used to decrease the street
numbers on the segment by the offset value.

FIG. 14 15 an illustration of an exemplary image coordi-
nates table 200 for associating the composite images with
the street segments in the street scgments table 170, The
image coordinates table 200 includes a plurality of compos-
ite image records where each record includes a scgment ID
202 of the streel segment being depicted in the composite
image. In addition, each composite image record includes
information of the side of the street segmemt 204 being
depicted. For example, the side may be described as even or
odd based on the street numbers on the side of the street
being depicted. Each composite image entry also includes a
distance from the segment origin to the center Xc of the
composite image 206 indicating the position along the street
segment for which the image was computed. The distance
information 15 used o retneve an appropriate composite
image for each position on the street segment.

FIG. 15 is an illustmtion of an exemplary segment block
table 210 for allowing an efficient determination of a seg-
ment 1D that is closest to a particular geographic coordinate.
In this regard, the geographic area depicted in the image
database 32 is preferably partitioned inte a gnd of square
blocks where each block includes a certain numbser of street
segments. The hlocks are assigned block labels preferahly
corresponding 10 the center longitude and latitude coordi-
nates of the block. The block labels are stored in a block
label field 212. Associated with each block label are segment
IDs 214 corresponding to the strect segments in the block.
Given the coordinates of a particular geographic location,
the block closest to the given coordinates may be identified
to limit the search of street segments to only street segments
within the block.

In a particular use of the system, a user places inquiries
about a location in & geographic area depicted in the image
database 32. For example. the user may enter an address of
the location, enter the geographic coordinates of the loca-
tion, select the location on a map of the geographic area, or
specify a displacement from a current location. Preferably,
the user has access 1o a remole lemiinal thal communicaties
with a host computer to service the user requests. The host
computer includes a processor programmed with instruc-
tions to access the image database 32 in response 10 a user
request and retrieve composite images about the particular
locatron. The processor s also programmed with instruc-
tions o access the geographic and object information data-
bases o retrieve maps and mformation on the businesses in
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the geographic anca. The retrieved data is then transmitted to
the requesting remote user terminal for display thereon.

The remote user terminals may include personal comput-
ers, set-top boxes, portable communication devices such as
personal digital assistants, amnd the like. The visual compo-
nent of each remote user terminal preferably includes a VGA
or SVGA liquid-crystal-display (L.C) screen, an LED display
screen, or any other suitable display apparatus, Pressure
sensitive (touch screen) technology may be incorporated
mnto the display screen so that the user may interact with the
remote user terminal by merely wouching cerlain portions of
the scréen. Allematively, a kevboard, keypad, jovstick,
mouse, and‘or remote control unit is provided 1o define the
user lerminal’s nput apparatus.

Each remote wser terminal includes a network interface
for communicating with the host computer via wired or
wireless media. Preferably, the communication between the
remote user terminals and the host computer occurs over a
wide area network such as the Intemnet.

In an altemnative embodiment of the invention, the image,
geographic information. and object mformation databases
reside locally at the nser terminals ina CD, DVD, hard disk
drive, or any other type of mass storage media. In this
embodiment, the user terminals include a processor pro-
grammed with instructions (o receive queries from the user
about a particular geographic location and retrieve compos-
ile images and associated information in response to the user
queries.

FIG. 16 is an illustration of an exemplary graphical user
interface (GUT) for allowing the user to place requests and
receive information about particular geographic locations.
The GUI includes address input fields 220 allowing the user
1o enter the street number, street name, city and state of the
particular location he or she desires to view. Actuation of a
“See I1" button 222 causes the user terminal 10 transmit the
address 1o the host computer to search the image and
geographic location databases 32. 128 for the composite
image and map cormresponding to the address. Furthermore,
the host computer searches the object information datahase
to retrieve information about the objects depicted in the
composile image.

The retrieved composite image and map are respectively
displayed on the display screen of the requesting user
terminal in a map area 226 and an image area 224, The map
is preferably centered around the requesied oddress and
includes a current location cursor 228 placed on a position
corresponding 1o the address. The current location identifier
228 may, for instance. take the shape of an antomobile.

The composite image displayed on the image arca 224
provides a view of a side of the street {even or odd) based
on the entered street number. The user may obtain informa-
tion about the objects being visualized in the composite
image by achuating one of the information icons 234 above
the image of a particular object. In displaying the informa-
tion icons 234, a range of street addresses for the currently
displayed image is computed. The listings in the object
information database with street numbers that fall inside the
compuied range are then selected and associated wath the
information icons 234 displayed on top of the image of the
object.

Il'the objects are business establishments, the information
displayed upon actuating the information icons 234 may
include the name. address, and phone number 236 of the
establishment. This information is preferably displayed each
tume the user termunal™s cursor or pomntng device 1s passed
above the icon. In addition, il the establishment is associated
with a particular Web page, the information icon 234 func-
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tions as a hyperlink for retrieving and displaying the Web
page. preferably on a separate browser window.

The user may obtain a close-up view of a particular object
in the composite image by selecting the object in the image.
A elose-up view of the object is then obtained by computing
the distance of the selected object from the origin of the
streel segment where they object lies. The location on the
segment of the closest close-up image is computed and
retrieved from the image database 32. The close-up image is
then provaded in the image area 224 or in a separate browser
window.

A=Swilch View™ bulton 230 allows the user 1o update the
current composite image providing a view of one side of the
street with a composite image of the other side of the street.
In a multiple camera scenario, each actuation of the “Switch
View™ button 230 provides a differemt view of the street, The
current view 15 preferably wdentified by a direction identifier
{not shown ) on or close to the current location identifier 228.
For instance, one side of the current location identifier 228
may be marked with a dot or an X" to identify the side of
the street being viewed. Allematively, an amow may be
placed near the corrent location identifier 228 to identify the
current viewing direction.

The composite image is also updated as the user navigates
through the streets using the navigation buttons 232. From
a current location, the user may choose to mavigate north,
south., west, and cast by actuaning the corresponding buttons.
Preferably, only the navigation butions corresponding to the
possible direction of motions from the current position are
enabled. As the user actuates one of the buttons. the current
position is incremented by a predetermined amount, cur-
rently set 1o eight meters. to the next available composite
image on the curmrent or adjacent segment. The image area
224 is then updated with the new composite image.

FIG. 17 is a flow diagram of the process executed by the
host computer for obtaining image and location mformation
of an express street address entered in the address inpm
fields 220, A similar process is executed by the user terminal
in the embodiment where the location and image informa-
tion are stored locally at the user terminal.

The process starts, and in step 240, the vser requests
information about a particular street address by entering the
address in the address input fields 220, In siep 242, the
address is tmnsmitted 1o the host computer preferably over
a wide arca network such as the Internet. [n step 244, o query
is run omn the host computer to locate the street segment index
in the street segment table 170 (FIG. 13) comresponding 1o
the requested address. In this regard, the computer searches
the streel segment table 170 for sireet segments that match
the desired street name 174 as well as a city, state, or country
if applicable. For each street segment matching the street
name, the computer computes the starting street number on
that segment preferably based on the following formula:

Stant Number={round|{Distance from Hub-+Ofsct )
K2

The distance from the hob 184 and offser 188 values are

obtaned from the street segment table 170, The value K s
the distance assumed between any two street numbers on the

The ending street number on the street segment is also
calculated using a similar formula:
End Number={roundi{ Datance from Hub+Offsets
length)K1*2)

The length is the length 186 value obtained from the street
segment table 170,
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Once the start and end street numbers are calculated for a
particular sireet segment, the computer determines whether
the requested street number lies within the start and end
street numbers. If it does, the computer retums the corre-
sponding segment 1D 172. Furthermore, the computer deter-
mines the distance of the requested street number from the
stan of the street segment for determining the position of the
sireel number on the sirect segment.

In step 246, the host computer transmits the query result
10 the requesting wser terminal along with a map of the inpan
location retnieved from the geographic information database
128. In step 248. the requesting user lerminal downloads
from the host computer & record from the street segments
ble 170 corresponding 1o the identified street segment.
Furthermore, the user terminal also retrieves the computed
start and end street numbers of the street segment, a list of
computed composite images for both sides of the sireet
segment in the image coordinates table 200 (FIG. 14), and
information of the objects visible on the street segment in the
object information database.

In step 250, the user terminal downloads a composite
image for the appropriate side of the street from the host
computer that has a distance from the ongin of the streel
segment 1o the center of the composite image 206 (FI1G. 14)
that is closest to the distance of the desired street number
from the origin. The display on the wser terminal is then
updated n step 252 with the new locanon and image
information.

FIG. 18 is a flow diagram of the process executed by the
host computer for oblaining image and location information
of a particular location selected on the map displayed in the
map area 226. A similar process is executed by the user
terminal in the embodiment where the location and image
information are stored locally at the user terminal.

The process starts, and in step 260, the user requests
information about a particular street address by selecting a
location on the map. In step 262, the map coordinates are
converied from screen coordinates to geographic location
coordinates (xy) and transmitied to the host computer
preferably over the Internet. In step 244. a query is run on
the host computer 1o locale the street segment index in the
street segment table 170 (FIG. 13) corresponding to the
geographic location coordinates. In this regard, the computer
searches the segment block wble 210 (FIG. 15) for a block
that includes the street segment corresponding to the inpu
location. In onder 1o locate such a block, the compuer
rounds the identified geographic location coordinates based
preferably on the size of the block. The rounded (x.y)
coordinates may thus be represented by ((round (xB)y*B.
{round y/I3)*B}), where 13 is the length of one of the block
sides. The computer then compares the rounded number to
the coondinates stored in the block label field 212 and selects
the block with the label field 212 equal to the mounded
coordinate. Once the appropriate block is identified. the
compuier proceeds (o retrieve the segment [Ds 214 associ-
ated with the block. The geographic coordinates of the
desired location are then compared with the endpoint coor-
dinates of each street segment in the block for selecting the
closest streetl segment.

In step 266, the segment 1D of the closest streel segment
is returned to the user terminal. Addionally, a new map of
the desired location may be trapsmitted if the previous map
was not centered on the desired Jocation.

In step 268, the roquesting user terminal downloads from
the host computer a street segment record in the sireet
segments table 170 corresponding to the identified street
segment. The user terminal also retrieves the calculmed stan
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and end streel numbers of the street scgment. a list of
computed composite images for both sides of the street the
segment in the image coordinates table 200 (FIG. 14), and
information of the ohjects visible on the street segment in the
object information database.

In step 270, the user terminal downloads the composite
image corresponding to the geographic coordinates of the
input location. To achieve this, the geographic coordinates
are converied to a distance along the identified street seg-
ment. The vser termanal downloads a composite image that
has a distance from the origin of the street segment to the
cenler of the composite image 206 (FIG. 14) that is closest
1o the distance of the impwt location from the ongin. The
display on the user terminal is then updated in step 272 with
the new location and image information.

Although this invention has been described in certain
specific embodiments, those skilled in the art will have no
difficulty devising variations which in no way depant from
the scope and spirit of the present invention. For example,
the composite images may be made into streaming video by
computing the composite images at small increments along
the path (e.g. every 30 em). Furthermore, the composite
images may be computed at several resolutions by moving
the fictitious camera 44 (FIG. 2) closer or further away from
the path to decrease or increase its field of view and provide
the user with different zoom levels of the image.

Vanation may also be made to correct any distortions in
the perspective of the composite image along the vertical
y-axis direction. The extraction of the optical columns lrom
the acquired image frames may introdvce such a distortion
since the sampling technigue used along the horizontal
x-axis direction is not applied along the v-axis. Such a
distortion may be comected by estimating the depth of each
pixel in the composite image using optical flow. The aspect
ratio of each pixel may be adjusted based on the distance of
the object visualized in the pixel. The distortion may also be
corrected by acquiring images from an array of two or more
video cameras 10 amanged along the vertical y-axis in
addition 1o the cameras in the horizontal axis.

The described method of generating composite images
also relies on an assumption that the camera’s frajectory is
along a straight line. If this is not the case and the vehicle
carrying the camera makes a lane change, makes a wmn, or
passes over a bump, the choice of the optical column
extracted from o particular imoge frame may be incorrect.
The distortion due to such deviations {rom a straight trajec-
tory may. however, be corrected 1o some degree using
optical flow 10 detect such situations and compensate for
their effect.

It 15 therefore 10 be understood that this invention may be
practiced otherwise than is specifically deseribed. Thus, the
present embodiments of the invention should be considered
in all respects as illustrative and not restrictive, the scope of
the invention to be indicated by the appended claims and
their equivalents rather than the foregoing description.

What is claimed is:

1. In a system including an image source and a user
termunal having a screen and an input device, a method for
enabling visual navigation of a geographic area from the
user lerminal, the method comprising:

receiving a first user input specifying a first location in the

geographic area:

retrieving from the image source a first image associated

with the first location, the image source providing a
plurality of images depicting views of objects in the
geographic area, the views being substantially eleva-
tions of the objects in the geographic anca, wherein the
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images are associated with image frames acquired by
an image recording device moving along a tmjectory;
receiving a second wser input specifyving o navigation
direction relative to the first location in the geographic
arca;

determining a second location based on the user specified

navigation direction; and

retrieving from the image source a second image associ-

ated with the second location.

2. The method of claim 1. wherein image source resides
at a remole site and receIves a regiacst Via a communications
network for an image comesponding 10 The first or second
location, and transmits the retrieved image o the user
terminal via the communications network.

3. The method of claim 1. wherein the image source
resides at the user terminal and the method funher com-
prises:

displaying the image corresponding 1o the first location on

the screen of the user terminal; and

updating the image on the screen with the image come-

spanding to the second location.

4. The method of claim 1 further comprising retrieving a
map of a portion of the geographic area for displaying the
map on the screen of the user terminal,

5. The method of claim 4 further comprising:

displaying an icon on the map associated with an object

in the portion of the geographic area covered by the
TLEp:

receiving a user selection of the icon: and

identifying the second location based on the user selec-

tion.

6. The method of claim 4. wherein the first or second
location is identified by a user selection of the location on
the map using the input device.

7. The method of claim 1, wherein the first location is
identified by a specific address entered by the user using the
input device.

8. The method of claim 1, wherein the retrieving of the
image comesponding 1o the fist or second location com-
prises:

identifving a strect segment including the first or second

location:

identifying a position on the street segment corresponding

1o the first or second location: and

identifying an image nssociated with said position.

9. The method of claim 8, wherein the image simulates a
view of objects on one side of the street segment and the
method further comprises retrieving a second image depict-
ing a view of objects on an opposite side of the street
segment in response 10 a user request.

10. The method of claim 1 further comprising:

receiving a user selection of a portion of the image; and

displaying an altemnate view of the selected portion.

11. The method of claim 1 further comprising:

displaying an indicia that information is available about

an object in the image; and

retrieving information about the object in response 1o a

user request to display the information on the screen of
the user termimal.

12. The method of claim 1 further comprising:

displaying a nevigation button on the screen of the user

terminal; and

retrieving the image associated with the second location

from the image source upon actuation of the navigation
button using the user input device.

13. The method of cloim 12, wherein the navigation
button indicates direction of motion within a displayed map.
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14. The method of claim 12, wherein the navigation
butten indicates direction of motion with respect 1o the
displayed image.

15. The methed of claim 14, wherein the direction of
motion includes one of panning left or right. rotating left or
right. and viewing a direction opposite of a displayed
direction.

16. The method of ¢laim 1 further comprising:

displaying a map of a portion of the geographic arca;

identifying the first location with an identifier on the map:
and

advancing the identifier on the map from the first location
1o the second location.

17. The method of claim 1. wherein the plumality of
images are substantially frontal views of the objects within
the gecgraphic area.

18. The method of claim 1. wherein the image source is
an image database,

19. In a system including an image source and a user
terminal having a screen and an input device, a method for
enabling visual navigation of a geographic area from the
user terminal, the method comprising:

accessing a plurality of images from the image source, the

images representing ohjects within the geographic area;
wentifving a current location in the geographic areq;
retrieving from the image source an image corresponding
to the current location:

monitoring a change of the current location in the geo-

graphic ares; and

refrieving from the image source an image comesponding

1o the changed location. wherein each retrieved image
s a composite image created by processing a plurality
of image frames acquired from an image recording
device moving through the geographic area.

20. A system for enabling visual navigation of 8 geo-
graphic area from a user terminal, the system comprising:

means for accessing an image source providing a plurality

of images depicting views of objects in the geographic
arca, the views being subsiantially elevations of the
objects in the geographic area, wherein the images are
associated with image frames acquired by an image
recording device moving along a trjectony:;

means for receiving a first user input specifving a first

locmtion in e peowraphic une;

means for retrieving from the image source a first image

associated with the first location;

means for receiving a second user input specifving a

navigation direction relative to the first location in the
geographic anea;

means for delermining 2 second location based on the user

specified navigation direction; and

means for retrieving from the image source a second

image associated with the second location.

21. The system of claim 20, wherein the image source
resides al a remote site and includes means for receiving a
request for an image comresponding to the first or second
location, and means for transmitting the retneved image to
the user terminal.

22. The system of claim 20, wherein the image source
resides a1 the vser terminal and the svstem further com-
prises:

a display screen for displaying the image of the first

location: and

means for updating the image on the screen with the

mage corresponding to the second location,
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23. The system of claim 20 further comprising means for
retnieving a map of a portion of the geographic area for
displaying the map on the screen of the user terminal.

24. The system of claim 23 further comprising:

means for displaving an icon on the map associated with

an ohject in the portion of the geographic area covered
by the map:

means for receiving a user selection of the icon: and

means for identifving the second location based on the

user selection.

25. The system of claim 23, wherein the first or second
location 1% identified by a user selection of a portion of the
map.

26. The system of claim 20, wherein the first location is
identified by a specific address entered by the user using an
input device.

27. The system of claim 20, wherein the means for
retrieving the image corresponding to the first or second
location comprises:

means for identifving a street segment including the first

or second location;

means for idemtifying a position on the street segment

comesponding 1o the first or second location: and
means for identifving an image associated with said
position.

28. The system of claim 27, wherein the image simulates
a view of objects on one side of the street segment and the
system further comprises means for retrieving a second
image depicting a view of objects on an opposite side of the
streel segment in response 10 3 user request.

29. The system of claim 20 further comprising means for
processing a plurality of image frames acquired from the
image recording device moving through the geographic
anea.

30. The system of claim 20 further comprising:

means for receiving a user selection of a portion of the

image: and

a display displaying an altermate view of the selected

portion.

31. The system of claim 20 further comprising:

means for indicating thal information 1s available about an

object in the image;

means for retrieving information about the object in

response (o a user request 1o display the information on
the sereen of the user terminal.

32. The system of claim 20 further comprising:

a pavigation bution indicating the navigation direction.

33. The system of claim 32, wherein the navigation button
indicates the navigation direction within a displayed map.

34. The system of claim 32, wherein the navigation button
indicates the navigation direction with respect to the dis-
plaved image.

35. The system of claim 34. wherein the navigation
direction includes one of panning left or nght, rotating left
or right, and viewing a direction opposite of a displayed
direction.

36. The system of claim 20 further comprising:

means for displaying a map of a portion of the geographic

Hres;

means lor identifying The first location on the map: and

means for identifving the second location on the map

based on the user-selected navigation direction.

37. The system of claim 20, wherein the plurality of
images are substantially frontal views of the objects within
the geogruphic area.

38. In a system including an image database and a wser
terminal having a sereen and an input device, a8 method for
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enabling visual navigation of a geographic area from the
user terminal, the method comprising:
receiving a first user input specifving a first location in the
geographic area:
retrieving from the image database a first set of image
frames associated with the first location, the image
database storing a plurality of image frames depicting
views of objects in the geographic arca, the views being
substantially elevations of the objects in the geographic
area, wherein the image [rames are ascquired by an
mmage recording device moving along a trajectory;
generaling a firsl image of the first location based on the
first set of image frames;

10
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receiving a second user input specifying a navigation
direction relative to the first location in the geographic
area;

determining a second location based on the user specified
navigation direction:

retrieving from the image database a second set of image
frames associated with the second location: and

generating a second image of the second location based
on the second set of image frames.
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