US 2002004789541

a9 United States

a2 Patent Application Publication () Pub. No.: US 2002/0047895 Al

Bernardo et al. (43) Pub. Date: Apr. 25, 2002
(34) SYSTEM AND METHOD FOR CREATING, BE) ThEEL. oo JB/48; 382284
STORING, AND UTTLIZING COMPOSITE
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5 ABSTRACT
(78)  loveniors: Enrico Di Bernardo, Pasadena, CA GN
{US); Luis F. Goncalves, South
Pasadena, CA (US) A system and method synthesizing images of a locale 10
G dence Add generate a composite image that provide a panoramic view
AT SRR e . of the locale. A video camera moves along a streel recording
;EHL:T;&: I 0 BALE, M, images of objects along the streel. A GPS receiver and
Pasadena. CA 911097068 (US) incrtial navigation system provide the position of the camera
as the images are being recorded. The images are indexed
(21) Appl No: 09/758,717 with the position data provided by the GPS receiver and
) mertial navigation system. The composite image 15 created
(22)  Filed: Jan. 11, 2001 on a column-by-column basis by determining which of the
. acguired images conteins the desired pixel column, extaa-
Refated US. Application Data ing the pixels associasted with the column, and stacking the
B M Ex o R columns side by side. The composie images are siored in 2n
(63) ::";gT'-}:;.T;:i ::”I:_:U:sf;::: ORI 2. image databasc and associated with a sirect name and
R AT number range of the sireet being depicted in the image. The
Publication Classification image database covers a substantial amount of a geographic
area allowing a user to visually navigate the area from a user
(51) M COTT o e HMN 1302 terminal.
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SYSTEM AND METHOD FOR CREATING,
STORING, AND UTILIZING COMPOSITE IMAGES
OF A GEOGRAPHIC LOCATTON

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application claims the bencfit of U.S. provi-
sional application entitled SYTEM FOR CREATING AND
USING A VISUAL RECORD OF A GEOGRAPHIC
LOCATION COUPLED WITH POSITION INFORMA-
TION, Provisional Application No. 60238 490, filed on Oct.
6, 2000 the content of which is incorporaled hercin by
reference.

FIELDY OF THE INVENTION

[02] This invention relates lo visual datsbases, specifi-
cally 1o the creation and wiilization of visual databases of
geographic locations.

BACKGROUND OF THE INVENTION

[0M3] There exist methods in the prior an for creating
visual databases of geographic locations. However, such
databases are of limited use dug to the method of acquiring
the imagery as well o the Kind of mmagery acguired. Omne
particular method invoives the taking of individual phoso-
graphs of the location 2nd clectronically pasting the photo-
graphs on a polygoaal mesh that provide the framework for
a three-dimensional (3D) rendering of the location. This
method, however, is ime comsuming and inefficient for
creating large, comprebensive databases covering a substan-
tal geographic arez sach as an eohire cily, slale, or country.

[0004] Another method uses video techaology to acguire
the images. The use of video lechnology, especially digital
video technology, allows the acquisition of the image data ar
a higher rale, reducing the cost involved in crealing the
image databases. For example, the prior an leaches the use
of a vehicle equipped with a video camera and a Global
Positioning System (GPS) to collect image and position data
by drving through the location, The video images are later
correlated 1o the GPS data for indexing the imagery. Nev-
enheless, such a system is sull limited in its wselulness due
1o the lack of additional information on the imagery being
depicted.

[0005] The nature of the acquired imagery also limits the
uscluloess of such a system. A single image acyuired by the
video camera contains a narrow field of view of a locale (g
a picture of a single stone-front) due o e limiked viewing
angle of the video camera. This parow field of view
provides little context for the ohject'scene being viewed.
Thus, 2 user of such an image database may find it difficult
1o orent himself or berself in the image, get familiar with the
locale, and navigate through the database itsell.

[0006] One way 1o increase the field of view is o use 2
shorter focal length for the video camera, but this introduces
distortions in the acquired image. Another method s 1o
increase the distance between the camera and the buildings
being filmed. However, this may not be possible due 1o the
limit on the width of the road and constructions on the
oppasite side of the streel.

[0007] The prior an funher teaches the dense sampling of
mmages of an object/=cene 10 provide differentl views of the
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object/scene. The sampling s generally done in two dimen-
sions either within a plane, or oo the surface of an imagisary
sphere surrounding the chject/scene. Such a sampling, how-
ever, is computationally intensive and hence cumbersome
and incfficient i terms of time and cost.

[0008] Accordingly, there is a need for a system and
method for creating a visual database of a comprehensive
geographic arca in a more time and cosl clficient manner.
Such a system should 0ot require the reconstruction of 3D
scene geomeiry mor the dense sampling of the Jocale in
multiple dimensions. Furthermore, the images in the data-
base should provide a wider field of view of a locak 10
provide context 1o the objects being depicted. The database
showld further correlate the images with additional informa-
tion related to the geographic location and objects in the
location 1o furiber enhance the viewing experience.

SUMMARY OF THE INVENTION

[0009] The present invention addresses and alleviates the
above-mentioned deficicncics associated with the prior ar.
More particularly, the present invention is directed 1o a
compuier-implemented sysiem and method for synthesizing
images of a geographic location 1o generale composiic
images of the location. The geographic location may be a
particular streel in a geographic area with the compesite
images providing a view of the objects on each side of the
slreel

[0016] According 1o one aspect of the invention, an image
recording device moves along a path recording images of
objecis along the path. A GPS receiver and/or inertial
navigalion system provides position information of the
image recording device as the images are being acquired.
The image and position information is provided to a com-
puler 1o associale cach image wilh the position information.

[0011] The computer synthesizes image data from the
acquired images W0 credale 3 composile image depicting a
view of the objects from a panticular location oulside of the
path. Preferably, the composite image provides a feld of
view of the location that 15 wider than the field of view
provided by any single image acquired by the image record-
ing device,

[0012] In another aspect of the invention, the path of the
camera is partitioned inlo discrete segments. Each segment
is preferably associasted with mulliple composile images
where cach composile image depicts a portion of the scg-
menl, The composite images and association information are
then stored in an image database.

[0013] In vet another aspect of the invenlion, the image
database contains substantially all of the static objects in the
geographic arca allowing a user to visually navigate the arca
from a user terminal. The system and method sccording 1o
this aspect of the imvention identifies a current location in the
geographic arcs, retricves an image corrcsponding o the
current location, monilors a change of the current location in
the geographic area, and retrieves an image corresponding 1o
the changed location. A map of the location may ako be
displayed © the wser along with information about the
objects depicted n the image.

Page 20 of 33
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DESCRIPTION OF THE DRAWINGS

[0014] FIG. 1 15 2 schematic block diagram of a data
acquisition and processing system for acquiring image and
position data used 1o creale composite images of a geo-
graphic Jocation;

[0015] FIG. 2 is an illustration of a composile image
created by the data scguisition and processing system of
FIG. 1;

[016] FIG. 3 is a high-level flow diagram of the steps
excrcised by the data acquisition and processing system of
FIG. 1 in creating and storing the composile images;
[M017] FIG. 4 is a flow diagram for synchronizing image
sequences with position sequences of a reconding camera
according w0 one embodiment of the invention;

[0018] FIG. 5 is a flow diagram of an allemative embodi-
ment for synchronizing image sequences wilth position
sequences of a recording camera;

[0019] FIG. 6 is a block diagram of the data acyuisition
and processing system of FIG. 1 allowing 2 real-time
synchronization of image and position data;

[020] FIG. 7 is another embodiment for synchronizing
image sequences with position sequences of a reconding
camera;

[0021] FIG. 8 is a flow disgram for segmenting and
labeling a camera trajeclory;

[0022] FIG. 9 is an illustration of a tmjectory in a single
Camera sCenario;

[0023] FIG. 10is a flow diagram for creating a composite
image of a scgment of a camera’s path;

[0024] FIG. 11 s a flow diagram for identifying and
retrieving an optical column from an acquired image accord-
mg 1o one embodiment of the invention;

[0025] FIG. 12 is a flow diagram for identifying and
retneving an optical column from an acquired image accord-
ing io an aliernative embodiment of the wvention;

[0026] FIG. 13 & an illustration of an exemplary street
scgmenis (able including strecl segments in & camera’s
trajectony;

[0027] FIG. 14 i= an illustralion of an exemplary image
coordinates table for sssociating composite images with the
street segments in the siree! segments table of FIG. 13;

[M028] FIG. 15 i an illustration of an exemplary scgment
block 1able for allowing an cfficient determination of 3
segmenl thatl is closest (o a particular geographic coordinate;

[0029] FIG. 16is an illusiration of an exemplary graphical
wser interface for allowing the user to place requests and

receive information asboul particular geographic locations;
[M30] FIG. 17 i a fow diagram of a process for oblaim-

mg 1mage and location information of an express streel
address; and

[0031] FIG. 18 s a flow diagram of the process for
obtaining image and location information of a location
selected from a map.
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DETAILED DESCRIFTION OF THE
INVENTION

[M032] FIG. 1 s a schematic block diagram of 2 dala
acquisilion and processing system for acquiring and pro-
cessing image and position datz vsed (o create composile
images of a geographic location. The composite images are
ereated by synthesizing individual image frames aeguired by
a videa camera moving through the location and filming the
objects in its view. The composile images may depict on
urban scene inciuding the streets and structures of an entire
<ity, state, or country. The composite images may also depict
olber locales such as 1 200, national park, or the mside of a
museum, allowing & user o vispally navigate the locale.

[033] The data acquisiion amd processing  sysiem
includes one or more image recording devices preferably
taking the form of digital video cameras 10 moving along a
trajectory/path and recording images on the trajectory on
digital videotapes 12, Other types of acquisition devices
may also be used in combination to, or in licu of, the digital
cameras 10, such as analog cameras. Furthermore, the video
images may be recorded on optical, magnetic, or silicon
video tapes, or on any other known types of slorage devices
that allow random access of particular image frames and
particular video pixels within the image frames.

[0034] The data acquisition and processing svstem furher
ncludes a GPS receiver 16 for receiving position informa-
tion from a set of GPS satellites 18 as the cameras 10 move
along the trajectory. An inertial navigation system 20 includ-
ing one of more acceleromelers andior gyroscopes also
provides position information o the data acquisition and
processing system. When the inertial navigation system 240
is used in conjunction with the GPS receiver 16, a more
accurate calaulation of the position information may be
produced.

[0035] In an alternative embodiment, position information
is acquired wsing devices other than the inerial navigation
system 20 and/or the GPS receiver 16, such as via computer-
vision-hased algorithms that compute positions using video
mformation from the video cameras 10,

[0036] The video cameras 10 provide to a multiplexer 22
a frame¢ number and lime information for cach image
acquired via 2 communication link 24 preferably taking the
form of a LANC™ porl. The GPS recciver 16 and incriial
navigation system 20 also provide position information o
the multiplexer 22 via communication links 264, 26b, pref-
crably taking the form of RS-232 pons. The muluplexer 22
in turmn transmits the reccived frame number, time informa-
tion, and position data to a data acquisition computer 34 via
a communication link M), which also preferably takes the
form of an RS-232 port. The compuier 34 stores in a
trajeciory database 36 the position data from the GPFS
recciver 16 and'or inertial navigation system 20 along with
the frame mumber and time information from the video
cameras 10. This information is then used by a post-
processing svstem 2B (o create the composile images.

[M037] The posi-proccasing sysicm 38 preferably includes
a posi-processing compuler 28 in communication with a
video player 39. The computer 28 preferably includes a
video acauisition card for acquiring and sioring the image
sequences as the video player 39 plays the videotapes 12 of
the acquired images. The computer 28 includes a processor
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(not shown) programmed with instructons 1o take the image
and position data and create one or more composite images
for sloring into an image database 32, The image dalabase 32
& preferably a relational database thal resides in a mass
storage device taking the form of a hard disk drive or drive
array. The mass storage device may be part of the computer
28 or a separate database server in communication with the
computer.

[M038] Inan alternative embodiment, the images are trans-
ferred directly to the data acquisition computer 34 as the
images are being recorded. In this scenario, the computer 34
is preferably equipped with the video acquisition card and
ncludes sufficient storage space for storing the acquired
images. In this embodiment, the data acguisition computer
34 preferably contains program instructions 10 create the
composile images from the acquired images.

[0039] In general terms, a composite image of a particular
geographic location is crealed by using a1 leas! one video
camera 1 recording 2 senes of video images of the location
while moving along 2 path. In the one camera scenario, the
camera 10 is moved twice on the same path but in opposile
directions to film the objects on both sides of the path.
Movement 1o the camera 10is provided by a base, platform,
or molor vehicle moving atl an average speed of preferably
about 20 miles'hour 10 ensure & sufficient resolution in the
resulling images. Video cameras with hagher sampler mies
may allow for faster acquisition speeds.

[0040] Preferably, the data acquisition and processing
system uses four cameras 10 mounted on top of 4 moving
motor vehicle, Two side cameras face each side of the path
for fliming objects viewed from the each side of 1he vehicle.
A fromt and back cameras allow the filming of the objects
viewed from the front and back of the vehicle. The front and
back cameras may be equipped with fish-eve lens for
providing a wide-angle view of the path. A person skilled in
the art should recogrize, however, that additional cameras
may be used to l[llm the objects from different viewing
directions. For example, a duodecabedron of cameras may
be used 1o record the objects (rom all viewing directions.
Furthenmore, the side cameras need not face directly to the
side of the street, but may face a slighlly forward or
backward direction to provide a look up or down of the path.

[0041] As the images acquired by the cameras 10 are
recorded on the videotapes 12, the frame number and time
associaled with the images are transferred 1o the data acqui-
sition computer 34. The images recorded on the videotapes
12 are later transferred 10 the post-processing computer 28
for funther processing. Once the images are received, the
computer 28 stores the image data in ils memaory in ils
original form or as a compressed file using onc of various
well-known compression schemes, such as MPEG.

[0042] As the camera 10 moves along the path and recornds
the objects in its view, the GPS receiver 16 compuies
latitude and longimde coordinales wsing the information
received from the set of GPS salellites 18 at selected time
intervals (¢.g. one sample every two seoonds). The latitude
and longitude coordinates indicate the position of the camera
10 during the recording of a particular imege frame. The
GPS saiellite 18 also wansmils o the GPS receiver 16 2
Universal Time Coordinate (UTC) time of when the coor-
dinates were acquired. The GPS receiver 16 is preferably
logated on the vehicle transporting the camera 10 or on the
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camera itself. The GPS data with the position sequences and
UTC time information is then tramsferred W e computer 34
for storing in the trajectory database 36.

[0043] In addition tc the position information provided by
the GPS receiver 16, the inertial navigation system 20 also
provides acceleration information 1o the compuler 34 for
independently deriving the position sequence of the camera
10. Specifically, the one or more accelerators and gyro-
scopes in the inertial navigation sysiem 20 monitor the linear
aml rotational scocleralion rates of the camera 10 and
transfer the scceleration data to the computer 34. The
computer 34 integrates the acceleranon data to obtain the
position of the camera 10 as a function of tme The
compuler 34 preferably combines the position derived from
the aceeleration information with the GPS position data 1o
produce a more accurate evaluation of the position of the
camera 10 at particular instances m time.

[044] The post-processing computer 28 uses the mmage
and position sequences (0 synibesize the acquired images
and create composite images of the location that was filmed.
The composite images preferably provide a wider ficld of
view of the location than any single image frame acquired by
the camera 10. In essence, the composile images help
provide a paporamic view of the location.

[045]  FIG. 2 is an illustration of a composile image 40
created from the image frames 42 scquired by the camera 10
while moving along an x-axis 58 direction. In creating the
composite image 40, the compuer assumes a fclitious
camera 44 located behind the actaal camera 10 and identifies
optical rays 46 originating from the fictitious camers. The
location of the fictitious camera 44 depends on the desired
ficld of view of the location being filmed. The further away
the fictitious camera is placed from the objects along the
x-axis 58, the wider its ficld of view of the objects.

[0046] The computer also identifies oplical rays 48 origi-
nating from the actual camera 10. For each optical ray 46
from the fictitious camera 44, the computer 28 selects an
acquired image frame 42 that includes a corresponding
optical ray 48 ariginating from the acrual camera 10. Image
data from each selected image frame 42 is then exiracted and
combined 1o form the composite image. Preferably, the
image data extracted from c¢ach image frame is an oplical
column that consists of a ventical s<t of pixels. The com-
posile image is preferably created on a column-by-column
basis by extracting the corresponding optical colemn from
el image frame. Thus, ©0 creaie a column Pp SO o the
composite image 40, the computer locates an image frame
424 that was acquired when the camera 10 was located at X,
52, To locate this image frame 42a, the computer uses the
GPS data and'or data from the incrtial navigation system 20
1o identify a time T, 54 al which the camera 10 was in the
location X; 52. Once the image frame 424 is identified, the
computer 28 extracts the optical column 56 with an index
(Py/N)*M, where N is the total pumber of columns in the
composite image 40 and M is the number of columns in the
image framc 42a. The composite image 4 is storcd in the
image databasc A2, preferably in JPEG formal, and associ-
ated with an identifier identifying the particular geographic
location depicted in the image. Furthermore, close-ups and
fish-gye views of the objects are also exiracted from the
video sequences using wall-known methods, and stored in
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the image database 32 The unused datz from the acquired
images is then preferably deleted from the computer's
MEmOTY.

[0047] FIG. 3 is a high-level flow diagram of the steps
exercised by the data acquisition and processing system in
creating and storing the composile images. In step 60, the
camera 10 acquires a scrics of images of a particular
geographic location. At the same time, the GPS receiver 16
and/or inenial navigation system 20 acquires the position of
the camera 10 while the images are being acquired. Because
the ume associated with the position information (position
time) is likely to differ from the times of acquisition of the
video images (video time), the computer 28, in sicp 62,
syochronizes the image sequence with the position
sequence. The synchronization is preferably a post-process-
mg step that occurs after the image and position sequences
have been acquired.

[0045] Instep 64, the computer 28 scgments the trajectory
taken by the recording camera 10 into multiple segments and
labecls cach scgment with identifving mformanon about the
scgmenl. For example, if the camera traverses through
varous sirecls, the computer 28 segments the trajeclory inlo
multiple straight sireet segmenls and associates each street
segment with a sireet name 2nd number range. In siep 66, the
compuler 28 generates a serics of composile images depict-
ing a portion of cach segment, and in step 68, slores each
composile image in the image database 32 along with the
wdentifving information of ihe segmemt with which it is
associated.

[M049] FIG. 4 is &2 more detailed Bow diagram of step 62
for synchronizing the image sequences with the position
sequences of the reconding camera according to one embodi-
ment of the invention. Although the process illusirated in
FIG. 4 assumecs that the position data is GPS data, a person
skilled in the an should recognize that a similar process may
be employed to synchronize the images 1o positions caleu-
lated using the inertial navigation system 20,

[0050] The process slaris, and in step 70, a user of the
system sclects 2 landmark in the wmage sequence tha
appears in al least two distingt video frames. This indicates
that the landmark was recorded once while the camera 10
was moving on one direction on the path, and again while
the camera was moving in an opposite direction on the same
path. The landmark may be, for example, 2 tree in a lane
divider,

[M051] In step 72, a time inlerval T s measured in the
image sequence berween the two passings of the landmark.
In step 74, the compuier 28 uses the GPS daia 10 compute
a function for determining the time interval between suc-
cessive passes of any poini along the path. The function is
then used 1o find, for each point x on the path, a time of
return Tr{x) which measures the lapse of time between the
two passings of each poinl. In slep 76, 2 point i ilentilied
for which Tr(x)=T. The identificd poimt provides the GPS
posation of the landmark and hence, a GPS ume associated
with the lapdmark. Given the GPS ume, a dilfercoce
between the GPS time and the video time associated with the
landmark may be calculsted for synchronising any image
frame acquired at a panticular video time to the GPS position
of the camera at a partcular GPS time.

[M0s52] FIG. 5 is a flow diagram of an aliemative embodi-
ment for synchronizing the image sequences with GPS
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position information. As in FIG. 4, the process illustrated in
FIG. 5 also idemtifics, in step 80, 3 landmark in the image
sequence thatl appears in al least two distinet image frames.
In step K2, a time phase is initialized to an arbitrary value
using the camera time stamp. In stcp 84, the computer 28
measures the distance traveled between the two points on the
path that comespond to the time instanls in the image
sequence where the landmark is scen from the two sides of
the path. In step 86, an inquiry is made as 10 whether the
distance has becn minimized. IF the snswer is MO, the time
phase 15 modified i step 88, and the process returns 1o sicp
84 where the distance is measured again.

[253] In amother embodiment, the synchronization docs
nol Oocur as a post-production process, bul occurs in neal-
time as the image and position sequences are acquired. FIG.
6 is a block diagram of a portion of the data acquisition and
processing system of FIG. 1 allowing a real-time synchro-
nization of image and position data. A UTC clock generator
90 provides o the data acguisition compuicr 3 the UTC
time associated with each GPS position of the recording
camern 10 as the camern moves along the path. The video
time produced by a camera clock 92 is also provided to the
data scquisition compuler 34 via the communicalions pori
24, A UTC card 94 on the computer 34 correlaies the video
time to the UTC time. Thus, the video image acquired at the
video lime may be correlated to the GPS position of the
camera during the recording of the image.

[0054] FIG. 7 is vet another embodiment for synchronie-
ing the image sequences with the GPS position of the
recording camera 10, In step 106, the post-processing com-
putcr 28 computes the temporal variation in the image
values (i.c. optical flow) of the bottom pixel rows in the
image sequence. Thus, the average velocity of each of the
pixels in the row may be obtained. In step 102, the tangential
velocity of the camera 10 is obtained from the GPS reading.
The average velocily for the computed pixels is directly
proportional 1o the vehicle tangennal velocity, Thus, in step
104, the time phese between the posilion and video
sequences may be delermined as 2 time delay maximizing
the alignment of local maxima amd local minima between
the average pisel velocity and (ke vehicle langential veloe-
ity. This time phase is then read out in step 106

[55] FIG. 8 is a more detailed flow diagram of step 64
of FIG. 3 for scgmenting the trajectory followed by one or
more recording cameras 10 and labeling the segments with
an identifier. In the one camera scenario, the camera is
moved along the path making a right tum at cach intersec-
tion until a block 112 has been filmed, as is illusirated in
FIG. 9. The camera then moves 1o a second block 114 1o film
the objects on that block. Thus, a particular path 110
adjoining the rwo blocks 112, 114 s raversed twice on
opposite directions allowing the filming of the objects on
each side of the path.

[0056] In step 120, the post-processing computer 28 scg-
menis the camera’s irajectory inlo straighl segments by
detecting the points of maximum corvature (i.e. where the
turns occur). In this rcgard, the latitvde and longimdc
eoordinates provided by the GPS recciver 16 are converted
into two-dimensional Mercator coordinates according 1o
well-known methods. A spline interpolation 15 then obtaned
from the two-dimensional Mercator coordinates and the
resulling spline function is parameterized in arc-length. The
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computer 28 oblains 3 new sampling of the coordinales from
the spline function by uniformly sampling the coordinates in
an arc-length increment of about one meter while detecting
the points in the new sequence where a turn was made. The
place where a turn occurs is assumed to be the place of an
mtersection of wo scgments.

[0a57] Preferably, the computer 28 performs a singular
value decomposition computation according 1o well-known
methods 1o detect the twms. In this regard, the computer
selects an observation wandow containing N sample points
that is moved along the spline for calculating an index
indicative of the overall dircction (ic. alignment) of the
points in the window. The higher the index, the less aligned
the points, and the more likely that the camera was making
a wrn al those points. The points are least aligned at the
cenler of 4 lum, and thus, the computer selects as a lum
coordinate a point in the observation window where the
index is a1 a local maximum. The computer 28 gathers all the
points whose indexes comespond 10 local maxima and stores
them into an array of wrm coordinates.

[D058] In step 122, the computer 28 determines the center
of an infersection by growping the mm coordinates into
clusters where turns that belong to the same cluster are lums
made on the same infersection. An average of the tum
coordinates belonging to the same cluster is then calculated
and wssigned a5 the inferscelion coordinakc.

[0059] The endpoints of cach straight scement are identi-
fied based on the calculated intersection coordinates. In this
regard, an inlersection coordinate at the stan of the segment
= wdentificd and assigned 1o the segment 2= a segment stan
point (the “From”™ mtersection eoondinate). An inlersection
coordinate al the end of the scgment is also identified and
assignéd 1o the segment as a segment end poimt (the “To"

miersection coordinae).

[0060] In the scenario where at keast two side cameras are
utilized, cach camera films the objects on cach side of the
path during the first pass on the path. Thus, unlike the single
camera scenario whene a mm is made at each infersection to
move the camera along the same path rwice but in opposate
directions, a turn is pot made al cach intersection in the two
camera scenario. Therefore, instead of identifving the points
of maximum curvaturc for detcrmining the inlcrscetion
coordinates, the intersection coordinates are simply detected
by tracking the GPS data and identifving where the seg-
ments orthogonally mtersect.

[M061] The compuicr 28 associales the calculated scg-
ments with information oblained from 2 geographic infor-
mation database 128 and stores it into a scgmenis table as is
described in further detail below. In the scenario where
composite images of 1 cily are created, the geographic
information database 128 includes a map of the city where
the endpoints of each sirect scgment on the map are iden-
tified by latitude and longitude information. The database
128 further includes a strect name and mumber range for
each sireet segment on the map. Such databases are com-
mercially available from third panies such as Navigation
Technologies and Eak, Inc.

[0062] In comelating the segments of the camera’s trajec-
tory with the segments in the geographic mformation data-
base 128, the computer, in step 124, determines the corre-
spondences berween the “From”™ and “To” coordinates
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calculated for the trajectory segment with intersection coor-
dinates of the scgments in the database. The computer 28
selects the segment in the geographic information database
128 which endpoints are closest 1o the computed “From™

and *To" coordinates, as the comesponding scgment.

[063] In step 126, the computer labels cach trajeciory
segmenl with information that is associated with the corre-
sponding segment in the database 128, Thus, if cach segment
in the database 128 includes a street name and numbser, this
information is also associated with the trajectory segment.

[0064] FIG. 10 is a more detailed fiow diagram of sicp 66
of FIG. 3 for creating a composile image of a seement of the
camera's path according to one embodiment of the mven-
tion. In step 130, the computer 28 compules the arc length
coordinate Xc of the center of the scgment which is then sc1
as the center of the composite image. In step 132, the
compuler identifies the optical rays 46 (FIG. 2) originating
from the fictitious camera 44 by computing an amay of
equidistant posiions X1, X2, . . ., Xn along the camera’s
trajectony, centered around Xc. The mumber of compuiced
positions preferably depend on the number of optical col-
umns that are to be crested in the composite image.

[0065] In siep 134, the compuler 28 uses the position
information obtained from the GPS recciver 16 andior
inertial navigation system 20 to map each position Xi on the
trajeciory to a posiion hime Th. Thus, of GPS daia s veed io
determine the camcra’s position, cach position Xi of the
camera 10 is mapped to a UTC time.

[066] In sicp 136, the computer 28 uses the lime phasc
information computed in the syachronization step 62 of
FIG. 3 1o convent the position limes 1o video times. For each
identified video time, the computer 28, in step 138, identifies
an associated image frame and extracts a column of RGR
pixel values from the frame corresponding to the optical rays
46 originating from the fictitious camera 44. In siep 140, the
column of RGB pixel values are stacked side by side 10
generate a smgle mage bitmap forming the composile
image.

[0067] FIG. 11 & 2 more detziled Bow diagram of step 138
for ideotifying and retrieving a column of RGB pixel values
for a particular video time Ti acoording 10 one embodiment
of the inveution. lo step 150, the wupuicr 28 idewifies 2
image frame with frame index Fi acquired at ome Ti.
Because the image frames are acquired at a particular frame
rale (c.g. onc frame cvery Yo scconds), there may be a
particular time Ti for which an image [rame was nol
acquircd. In this sccnano, the framc closcst to time Ti is
identificd according 10 one embodiment of the invention.

[0068] In sicp 152, the curremt position of the image
sequence is sl o the image frame with index Fi, and the
frame is placed into a frame buffer. In step 154, a column in
the image frame with an index 1 s read out from the frame

buffer.

[0069] FIG. 12 is 2 flow diagram of an aliernative embodi-
ment for identifying and retrieving a column of RGB pixel
valucs for a particular video time Ti If an image frame was
not acguired at exactly lime Ti, the compuler, in sicp 160,
identifies 2*N image {rames that are closest o ume Ti,
where N2=1. Thus, a1 least two image frames closest 1o ume
Ti are identified. In step 162, the computer compuies an
optical flow Geld for cach of the 2*N image fromes and in

Page 24 of 33



US 2002/0047895 Al

step 164, infers the column of RGB values for a column 1 a1
time Ti. In the siteation where only two image frames are
used 1o compute the optical flow, the computer identifies for
cach pixel in the first image frame a position X1 and a
position time T1. A commesponding pixel in the sccond frame
is also identified along with a position X2 and a position
time T2. The position X' of cach pixel at time Ti is then
computed where  X'=X1+{{Ti-T1{T2-T1))*(X2-X1).
Given the position of each pixel at time Ti, a new frame that
corresponds (o lime Ti may be inferred. The computer 28
may then extract the column of RGB valees from the new
frame for 2 column L

[0070] Preferably, the computer 28 creates multiple com-
posite images at uniform increments (e.g. every 8 meters)
along a scgment. In the scenario where the composite
images are created for streel segments, the composile images
depict the view of the objects on each side of the sireet. The
composile images are then stored o the image database 28
aloug with various tables that belp organies and associaie the
composiie images with sirecl segment information.

[M071] According to one embodiment of the invenlion, the
image database 32 includes composite images of a geo-
graphic area which together provide a visual representation
of al least the static objects in the entire arca. Thus, if the
geographic arca is a panticular city, the composite images
depict the city oo a stireet-by-strect basis, providing » viswal
image of the buildings, stores, apartments, parks, and other
objects on the streets. The system further includes an object
mformation database with information about the objects
being depicted in the composile images. If the geographic
area being depicted is a city, the object information database
contains information about the structures and businesses on
each city street. In this scenario, each recond in the object
information database is preferably indexed by a city address.

[M@72] FIG. 13 5 an illustralion of an exemplary street
segments lable 170 including the sireel segments in the
camera’s rajectory. The table 170 suitably includes multiple
eniries where each entry is a record specific 1o a particular
street segment. A particular streel segment record includes
an index jdentifyving the sireet segment (segment [D) 172 as
well as the cormesponding street name 174 obtained from the
geographic information database 128 (FIG. 12). A particular
stieet sepmenl o abso includes the divection of the shieet
{Morh, South, East, or West) 176 with respect o & main cily
street peferred 1o as a city hub. The direction information
generally appears in an address in front of the streel name.
A city, state, andior country ficlds may also be added 1o the
tablc 170 depending on the cxtent of the geographic anca
covered in the image dastabase 32,

[0073] A sircct scgment record includes the endpoim
coordinates 178 of the comesponding streel segment in the
geographic information database 128. An amay of scgment
IDs corresponding to strect scgments adjacent 1o the scg-
ment slarl point are identified and stored in ficld 180 along
with the direction in which they lie with respect 1o the stan
point (¢.g. North, South, East, or West). Similarly, an array
of segment 1Ds comresponding 10 sireet segments adjacent 10
the scgment end point are also identified and stored in field
182. These scgments are also ordered along the direction in
which they lic.

[M074] In addition to the above, a strect segment record
meludes a distance of the start of the trajectory segment from
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the city hub 184. The city hub generally marks the origin of
the streets from which street numbers and street directions
(North, South, East, or West) are determined. Streel numbers
are generally increased by two at wniform distances (eg.
every 12.5 feet) darting from the bub. Thus the distance
from the hub allows a computation of the sireel numbers on
the street scgment. In a one camera situation where each
scgment is traversed twice, the distance from the hub is
compuied for cach camera trajectory. In a multiple camera
scenario, however, only onc distance is computed since the
camera traverses the segment only once.

[075] Also included in a street segment record is a keagth
of the irajectory segment. Such a length is computed for
each trajectory in 2 one camera 10 scenario because the
movement of the camera 10 is not identical during the two
traversals of the segment,

[0076] Each street segment record 170 furtber includes zn
offsel value 188 for each side of the streel. The offset is wsed
o correct the streel numberings computed based on the
disiance information. Such a computation may not be accu-
rate if, for instance, there s an unusually wide siructure on
the scgment that is erroncously assigned multiple strect
numbers because it overlaps into the area of the next number
assignment. [ thes case, the offsel i used to decrease the
sireel numbers on the segment by the offser value.

[0077] FIG. 14 is an illusiraion of an exemplary image
coordinates table 200 for associsting the compositc imsges
with the street segments in the street segments table 170, The
image coordinates table 200 includes a plurality of compos-
ile image records where cach record includes a scgment 1D
202 of e sireet segment being depicied in the composite
image. In addition, cach composite image record includes
information of the side of the streel segment 204 being
depicted. For example, the side may be described as even or
odd based on the sireel numbers on the side of the sireet
being depicted. Each composile image eniry also includes a
disiance [rom the scgment origin o the center Xc of the
composite image 206 indicating the position along the sireet
segment for whoch the image was computed. The distance
information is used W retrieve an appropriate composile
image for each posiion on the sireel segment,

[0078] FIG. 15 is an illusiration of an exemplary scgment
block table 210 for allowing an efficient determination of a
segment 1D that is closest to a panticular geographic coor-
dinate. In this regard, the geographic arca depicted in the
image database 32 is preferably panitioned into a grid of
square blocks where cach block includes a certamn number of
sireel segments. The blocks are assigned block labels pref-
erably corresponding 10 the center longitude and latinade
coordinates of the block. The block labels arc stored in a
block label field 212, Associated with each block label are
segment [1s 214 comesponding 10 the street segments in the
block. Given the coordinates of a particular geographic
location, the block closest to the given coordinatles may be
wdentified to limit the scarch of street seements 1o only street
segments within the block.

[0079] In a particular usc of the sysiem, a uscr plsces
inguirics about a location in a geographic arca depicted in
the image database 32. For example, the user may enter an
address of the location, enter the geographic coordinates of
the location, selec the location on a map of the geographic
arca, or speaify a displacement from 2 current location.
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Prcferably, the user has access 1o a remote terminal that
communicales with a bost computer o service the user
requests. The hos! computer includes a processor pro-
grammed with instructions 1o access the image database 32
in response (o a user request and refricve composile images
about the particular location. The processor is also peo-
grammed with instrections 10 access the geographic and
object information dalabases 1o retricve maps and informa-
tion on the businesses in the geographic area. The retrieved
data s then transmitied 1o the requesting remode user ter-
minzl for display thereon.

[0080] The remote wser lerminals may include personal
compulers, scl-lop boxes, portable communication devices
such as personal digital assistants, and the like. The visual
componen! of cach remole wser terminal preferably includes
a VGA or SVGA liquid-crystal-display (LC) screen, an LED
display screen, or any other suitable display apparatos.
Pressure sensitive {towch screen) technology may be incor-
porated into the display screen so that the user may infteract
with the remote user terminal by merely touching certain
portions of the screen. Alternatively, a kevboand, kevpad,
jovstick, mouse, and’'or remote control unit is provided 1o
define the user terminal’s inpul apparatus.

[0081] Esch remote user terminal includes a network
imterface for communicating with the host computer via
wircd or wircless media. Prefcrably, the communication
between the remote wser terminals and the host computer
ocours over a wide area petwork such a< the Inlernet.

[0082] In an aliemative embodiment of the invention, the
image, geographic information, and object information data-
hases reside [ncally at the user terminals i a CD, DVD, hard
disk drive, or any other tvpe of mass storage media. In this
embodiment, the user terminals include a processor pro-
grammed with instructions 10 receive geenes from the user
about a particular geographic location and retrieve compos-
ile images and associzled information in response 10 the user
quUETics.

[0083] FIG. 16 is an illustration of an exemplary graphical
user interface (GUI) for allowing the user to place requests
and receive information shout particeler geographic loca-
tions. The GUI includes address input fGelds 220 allowing
the uscr 1o cnter the stroct number, strect namc, city and siatc
of the particular location he or she desires 1o view. Actuation
of a “See [t” bution 222 causes the user lerminal 10 ransmil
the address 1o the bost computer o search the image and
geographic loecation databases 32, 128 for the composile
mmage and map cormesponding 1o the address. Furthermore,
the host computer searches the object information database
o retrieve inflormation about the objects depicted in the
composiie Image.

[D084] The retrieved composile image and map are respec-
tively displayed on the display screen of the requesting user
terminal in a map arca 226 and an image area 224. The map
& preferably centered around the requesied address and
mcludes a current location cursor 228 placed on a position
corresponding o the address. The current location identifier
238 may, for instance, take the shape of an automobile.

[0085] The composite image displayed on the image area
234 provides a view of a side of the street (even or odd)
based on the entered street number. The user may obtain
mformation about the objects baing visealized in the com-
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posile image by actuating one of the informalion icons 234
above the image of a particular object. In displaving the
information icons 234, a range of sirect addresses for the
currently displayed image is computed. The listings in the
object information database with streel numbers that fall
inside the computed range are then sclected and associated
with the information icons 234 displayed on top of the image
of ihe ohject.

[0086] If the objects arc business establishments, the
information displaved upon aciuating the information icons
234 may include the name, address, and phore number 236
of the establishment, This information is preferably dis-
played cach lime the uscr lerminal’s cursor or poinling
device is passed above the woon In addition, if the estab-
lishment is associated with a particular Web page, the
information icon 234 functions as a hyperlink for retrieving
andl displaying the Web page, preferably on a separaic
browser window.

[087] The user may oblain a closc-up view of a particular
object in the composite image by scleciing the object in the
image. A close-up view of the object is then obtained by
computing the distance of the sclected object from the onigin
of the street segment where they object lies. The location on
the segment of the closest close-up image is computed and
retrieved from the image database 32. The close-up image is
then provided in the image arca 224 or in a scparaic browscr
window,

[088] A “Swilch View” button 230 allows the user o
update the current composite image providing a view of one
sicle of the street with a composite image of the other side of
the streel. In 3 multiple camera scenanio, cach actuation of
the “Switch View” button 230 provides a different view of
the stireet. The current view s preferably identified by a
direction identifier {not shown) on or close o the current
location identifier 228, For instance, one side of the cament
location identifier 228 may be marked with a dot or an “X"
to identify the side of the street being viewed. Alternatively,
an arrow may be placed near the current location dentifier
228 tw idemify the curremt viewing direction.

[0089] ‘The composite image & also updated as the wser
navigales through the sireels using the navigation butions
232. From a cumcnl location, the uscr may choose o
navigate north, south, west, and east by actualing the cor-
responding buttons. Preferably, only the navigation butions
corresponding 1o the possible direction of motions from the
currenl posilion are enabled. As the user actuales one of the
buttons, the cumrenl posilion s imcremenied by a predeter
mined amourt, currently set to eight meters, to the pext
available composile image on the current or adjacent seg-
menl, The image arca 224 5 then updated with the new
composile image.

[090] FIG. 17 is a flow diagram of the process executed
by the host computer for obiaining image and location
information of an express streel address entered m the
address input ficlds 2200 A similar process 1s executed by the
user (erminal in the cmbodiment where the location and
image information are stored locallv at the user terminal.

[0091] The process staris, and in siep 240, the wser
requests information aboul a particular street address by
enlering the address in the address input fields 220, In step
242, the address is transmitted to the host computer prefer-
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ably over a wide arca network such as the Intemnet. In step
244, a query is run on the host computer to locate the street
scgmenl index in the sireet scpment table 170 (FIG. 13)
corresponding to the requested address. In this regard, the
computer scarches the strect scgment table 170 for strect
segments that match the desired street name 174 as well as
1 cily, state, or country if applicable. For each street segment
maiching the sircet name, the compuler compules the start-
ing sircel number on that segment preferably based on the
following formula:
,fzrl;ji“Number-imd]Dimc: from HobeOffset)!

[0092] The distance from the hub 184 and offser 188
values are oblained from the sireet segment table 170. The
value K is the distance assumed berween any two streel
numbers on the segmenl.

[0093] The ending strect number on the strect segment is
also caleulated using a similar formula:

End Number={mouesd((Distsnce from HooeDifscts+

length)/K)=2)
[0094] The length is the length 186 value oblained from
the sirect segment table 170,

[0095] Once the stan and end sireet numbers are caleu-
lated for a particular sireet segment, the compuler deter-
mincs whether the requested sireet number lics within the
starl and end street numbers. If it does, the computer retums
the comesponding segment 1D 172, Furthermore, the com-
puter determines the distance of the requested strect number
from the starl of the street segment for determining the
posiation of the street aumboer on the street ssgmoent.

[0096] In step 246, the hosl computer transmits the query
resull to the requesting user lerminal along with a map of the
imput location retrieved from the geographic information
database 128, In step 248, the requesting user ferminal
downloads from the host computer & record from the street
scgments lable 170 corresponding to the identificd streel
segment. Furthermore, the user lerminal also retnieves the
computed start and end sirect numbers of the stireel segment,
a list of computed composite images for both sides of the
street segment in the image coordinates 1able 300 (FICG. 1),
aml information of the objects visible on the sircel segment
in the object information database.

[0097] In step 250, the user lerminal downloads 3 com-
posite image for the appropriate side of the sireel from the
host computer that bas a distance from the origin of the streel
segment 10 the center of the composite image 206 (FIG. 14)
that is closest to the distance of the desired strect number
from the origin. The display on the wser erminal is then
wpdated in step 252 with the new location and image
information,

[0098] FIG. 18 is a flow diagram of the process executed
by the host compuier for obtaining image and location
mformation of a particular location selected on the map
displaved i the map area 226. A similar process iz executed
by the user lerminal in the embodiment where the location
and image information are siored locally at the user terminal

[0099] The process stars, and in step 260, the wser
requests information aboul a particular street acddress by
selecting a location on the map. In step 262, the map
coordinates are converied from sereen coordinates 1o geo-
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graphic location coordinates (x,¥) and transmitted to the bost
computer preferably over the Intemet. In step 244, a query
1s run on the bost computer to locate the streel segment index
in 1he streel segment fable 170 (FIG. 13) corresponding to
the geographic location coordinates. In this regard, the
compuier searches the segment block table 210 (FIG. 15)
for a block that includes the street segment corresponding to
the input location. In order 1o locate such a block, the
compuier rounds the idemtificd geographic location coordi-
nates based preferably on the size of the block. The munded
(x,¥) coordinates may thus be represcoted by ((rownd
(x/B))*B, (round y/B)*B)), where B is the length of onc of
the block sides. The computer then compares the rounded
number to the coordinates stored in the block label fickd 212
amd selects the block with the label ficld 212 equal to the
rounded coordinate., Onee the appropriate block is identified,
the computer proceeds 1o retrieve the segment IDs 214
assoviated with the block. The geographic coordinates of the
desired location are then compared with the endpoint coor-
dinates of each street segment in the block for selecting the
closes! street segmenl.

[010d0] In step 266, the scgment 1D of the closest street
segment s retumed 10 the user terminal. Additionally, 3 new
map of the desired location may be transmitied if the
previous map was not cenlered on the desired location.

[0101]  lnsicp 268, the requestiog vser terminal downloads
from the host compauter a street segmenl record in the strect
segments table 170 corresponding 1o the identified street
segmenl. The user terminal also retrieves the caleulated start
aml end street pumbers of the sireel scgment, a list of
compuied composite images for both sides of the street the
segment in the image coordinates 1able 200 (FIG. 14), and
information of the objects visible on the streel segment in the
object information database.

[0102] In step 270, the uscr terminal downloads the com-
posile image comresponding to the geographic coordinsies of
the inpul location. To achicve this, the geographic coordi-
naies are converted 1o a distance along the identified sireet
segment. The wser terminal downloads a composite image
that has a distance from the origin of the street segment 1o
the center of the composite image 206 (FIG. 14) that is
closest 1o the distance of the input location from the origin.
Thie disgliay ou tle user ol o ten uprlated i step 272
with the new location and image mformation.

[0103] Although this invention has been described
certain specific embodiments, those skilled in the an will
have no difficulty devising varations which in no way depart
from the scope and spirit of the presenl invention. For
example, the composile images may be made into streaming
video by computing the composite images al small incre-
ments along the path (e.g. every 30 cm). Furthermore, the
composile images may be computed at several resolutions
by moving the fictitious camera 44 {FIG. 2) closcr or further
away from the path to decrease or increase its field of view
and provide the user with different aoom levels of the image.

[0104] Variation may also be made 10 comect any distor-
tions in the perspoctive of the compositc image along the
vertical y-axis dircction. The extraction of the optical col-
umns from the soquired image frames may iniroduce such a
disiortion since the sampling technique used along the
horizontal x-2xis direction is not applied along the y-axis.
Such a distortion may be corrected by estimating the depth
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of each pixel in the composite image using optical flow. The
aspect ratio of cach pixel may be adjusted based on the
distance of the object visnalized in the pixel. The dislorion
may also be corrected by acquiring images from an array of
wo or more video cameras 10 arranged along the vertical
y-axis in addition o the cameras in the horizontal axis.

[0105] The described method of generating composite
images also relies on an assumption that the camera’s
trajectory is along a straight line. If this is oot the case and
the vehicle carmrying the camera makes a lane change, makes
a m, or passes over 3 bump, the choice of the optical
column extracted from a particular image frame may be
incomect. The distontion duc o such deviations from a
straight trajectory may, however, be corrected o some
degree using optical flow to detect such sitvations and
compensate [or their effect.

[0106] It is thercfore to be understood that this invention
may be practiced otherwise than is specifically described.
Thus, the present embodiments of the invention should be
considered in all respects as illustrative and not restrictive,
the scope of the invention 1o be indicated by the appended
chims and their equivalents rather than the foregoing
description,
What is claimed is:

1. Amethod for creating 2 composite image of al least one
obpect, the meithod comprising:

recording a plerality of images of the ohject using an
image recording device moving along a path;

obtaining position information of the image recording
device as the image recording device moves along the
path;

associating the position information with the plurality of
images; and

processing image dats acquired from the plurality of
images 1o creale a composile image representing the
object.
2. The method of claim 1, wherein the object is located on
a first side of the path and the composite image simulates a
view of the object from a particular location on a second side
of the path opposite from the first side.
3. The wretlral of claim 2, wherein the procssing of e
image data comprises:
identifying a plurality of optical rays oniginating from the
particular location;
sclecting for cach aptical ray an image inchuding a cor-
responding optical ray onginating from a position on
the path;
extracting image data for the corresponding optical ray
from the selected images; and
combining the extracted image data 1o form the composite
image

4. Amethod for creating a composite image of at least one
object, the method comprising:
recording a plurality of images of the objects using an
image recording device moving along a path;
oblaining position information of the image recording
device as the image recording device moves along the
path;
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associating the position information with the plurality of

images; and

processing image data acguired froam the plurality of

images lo creale 3 composite image depicting a view of
the object from a particular location.

5. The method of claim 4, wherein the object & located on
a first side of the path and the composite image simulates a
view of the object from the particular location on a second
side of the path opposite from the first side.

6. The method of claim 4, wherein the oblaining of
position information comprises oblaining Global Position-
ing System (GPS) data.

7. The method of claim 4, wherein the obtaining of
position information comprises:

obtaining acceleration information of the image recording

device as the image reconhing device moves along the
path; and

deriving the position information from the acceleration

information.

8. The method of claim 4, wherein the obiaining of
position information comprises deriving the position infor-
mation of the image recording device at a particular time by
compuling a motion of objects in a plurality of images
closest 1o the particular time.

9. The method of claim 4, wherein the associating of the
position information comprises comelating times associated
with the position information o limes of acquisition of the
plurality of images.

10. The method of claim 4, wherein the processing of the
image data comprises:

identifying a plurality of optical rays originating from the

particular location;

selecting for cach optical ey an image including 2 cor-

responding optical ray originating from a position on
the path;

extracting image data for the comesponding optical ray

from the selected images; and

combining the extracted image data to form the compesile

image.

11. The metbod of claim L0, wherein the selecting of =0
image for cach optical ray comprises:

determining the particular position on the path where the

image recording device would have been located for
recording an image including the corresponding optical
ray;

calculating a time associated with the determined posi-

tion; and

identifying an image recorded al the calculated tme.

12. The method of claim 10, wherein the selecting of an
image for cach optical ray compriscs:

determining the particular position on the path where the

image recording device would have been located for
recording an image including the corresponding optical
ray;

cileulating a lime associated with the delermined posi-

tion;

selocting an image recorded closest to the caleulated time.
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30. The method of claim 16 whercin cach discrele seg-
ment is associated with a plurality of composite images,
cach composite image depicting a portion of the associated
segment.

3. The method of claim 16, wherein cach discrete
segment is a portion of a sireet and the method (urber
comprises associating each discrete segment with a sireet
name and number range.

32. In a system including an image database and a user
terminal having 2 screen and an input device, a method for
vismally navigating a geographic arca from 2 uscr terminal,
the method comprising:

storing a plurality of images in the mmage database rep-
resenting substantially all static objects within the
geographic area;

identifying a cument location in the geographic arca;

relrieving an image corresponding o the current location
from the imape database;

monitoring & change of the current location in the geo-

graphic ares; and

relrieving an image corresponding to the changed loca-

tion.

33. The method of cliim 32, whercin image database
resides al a remote site and a host computer st the remote site
receives a request via a communications metwork for an
image coresponding 10 the current or changed location,
retrieves the requested image from the image database, and
trapsmils the retrieved image (o the eser lerminal via the
communications network.

34. The method of claim 32, wherein the image database
resides al the user terminal and the method further com-
prises:

displaying the image corresponding o the current location

on the screen of the uwser lerminal; and

wpdating the image on the sereen with the image corre-

sponding to the changed location.

35. The method of claim 32 further comprising retrieving
3 map of a portion of the geographic arca for displaying the
map on the screen of the user Erminal.

36, The wetln] of clain 35, wherein e cunent v
changed location = identified by a user selection of the
location on the map using the input device.

37, The method of claim 32, whercin the current of
changed location is identificd by a specific address enlered
by the user using the opot device,

35. The method of claim 32, wherein the retricving of the
image corresponding to the current or changed location
COMPrises:

identifying a strect segment including the current or
changed location:

identifyving a position on the sireet segment corresponding
10 the current or changed location; and

identifying an image associated with said position.

39. The method of claim 38, whercin the image simulates
a view of objects on one side of the street segment and the
method further comprises retrieving a second image depict-
ing a view of objects on an opposite side of the street
segment in response bo a user request.
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40. The method of claim 32, whercin the image =5 a
composile image created by processing a plurality of image
frames acquired from an image recording device moving
through the geographic area.

41. The method of claim 32 further comprising:

displaying an indicia thal information is available about
an object in the image; and

retrieving information about the object in response o a
user request 1o display the information on the screen of

the user termimal,
42, The method of claim 32 further comprising:

displaying 3 navigation bution on the screen of the wser
terminal; and

relneving the image associaled with the changed location
from the image database upon actuation of the naviga-
tion button wsing the user input device,

43. The method of claim 32 funher comprising:

displaying a map of a portion of the geographic area;

identifyving the current location with an identificr on the

map; and

advancing the identifier on the map from the current

location to the changed location.

44, The method of claim 32 further comprising identify-
ng a current viewing direction associated with the retneved
image.

45, Asystem for crealing 4 composile image of & senes of
objects, the svstem comprising:

an image recording devier moving along a path and

recording a plurality of images of the objects;

a means for receiving position information of the image
recording device as the image recording device moves
along the path; and

a processor receiving the plurality of images and position
information, the processor being operable 1o excoule
program mstructions including:
associating the position information with the plurality
of images; and

processimng image dato scquired from the plurality of
images 1o creaie a composite image depicting a view
of the object from a particelar location.

46. The system of claim 45 whercin multiple image
recording devices record the images from multiple viewing
directions.

47. The system of claim 45, wherein the object is located
on a first side of the path and the composite image simulates
a view of the object from the particular location on 2 second
side of the path opposite from the first side.

48, The svsiem of claim 45, wherein the means for
receiving position information comprises means for obtain-
ing aceeleration information of the image reconding device
as the image recording device moves along the path.

49, The svstem of claim 43, wherein the means for
receiving position information comprises means for receiv
ing GFS data.

50. The system of claim 43, wherein the associating of the
position information comprises comelating limes associated
with the position information to times of acquisition of the
plurality of images,
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51. The system of claim 45, wherein the processing of the
image data comprises:
idemtifying a plurality of optical rays originating from the
particular location,

selecting for each optical ray an image including a cor-
responding optical ray originating from a position on
the path;

extracting image data for the enrmesponding nptical ray
from the selected images; and

combining the extracted image data to form the composite
umage,

52, The system of claim 51, wherein the selecting of an

image for cach optical ray comprises:

determining the particular position on the path where the
image reconding device would have been located for
recording an image including the corresponding optical
ry;

calculating a time associated with the determined posi-
tion; and

identifving an image recorded at the calculated time.

53, The system of claim 51, whercin the selecting of an

image for each optical ray comprises:

determining the particular position on the path where the
image reconding device would have been located for
recording an image including the corresponding optical
ray;

calculaling a lime associated with the delermined posi-
tiom;

selecting an image recorded closest to the calculated time.

5. The system of claim 51, wherein the sclecting of an
mmage for each oplical ray comprises:

determining the particular position on the path where the
image recording device would bave beon located for
recording an image including the corresponding optical
ray;

calculating a time associated with the delermined posi-
L,

selecting a plurality of images recorded closest o the
calculated time;

calculating a motion of objects in the selected images; and

crealing 4 new image frame for the calculated time based
on the computed motion of objects.

55. The system of claim 45, whercin the image data
comprises a set of pixel values,
86. A system [or creating a composite image database of
a particular geographic arca, the sysiem comprising:
an image recording device moving along o path and
recording a plurality of images of a series of objects;
means for oblaming position information of the image
recording device as the image recording device moves
along the path;
means for associating the posilion information with the
plurality of images;
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means for processing image dats acquired from the plu-
rality of images o create a composite image depicting
a view of the series of objects from a particular loca-
tion;

means for partitioning the path into a plurality of discrete
scgments;

means for associating the composile image to onc of the
discrete segmenis; and

means for storing the composite image and association

information i the composite image database.

57. The system of claim 56 whercin multiple image
recording devices record the images from muliiple viewing
directions.

58. The swvstem of claim 56, wherein the means for
associaling comprises means for correlating limes associ-
ated with the position information to times of acquisition of
the plurality of mmages.

59, The system of ¢laim 56, wherein the object is located
on a first side of the path and the composite image simulates
a view of the abject from the particular location on a2 second
side of the path opposite from the first side.

60. The svstem of claim 56, wherein the means for
processing the image data comprises:

means for kemifying a plurality of optical rays originat-
ing from the particular location;

means for sclecting for cach optical ray an image inchud-
ing a corresponding optical ray originating from a
position on the path;
means for extracting imape data for the corresponding
optical ray from the selected images; and
means for combining the extracted imape data to form the
composilc image.
61. The svsiem of claim 60, wherein the means for
selecting an image for each optical ray comprises:
means for determining the particular position on the path
where the image recording deviee would have been
located for recording, an image including the corre-
sponding optical ray;
means for calculating a time associated with the deter-
mined position; and
means for identifving an image recorded at the calculated
time,
62. The svsiem of claim 60, wherein the means for
selecting an image for each optical ray comprises:
means for determining the particular position on the path
where the mmage reconding device would bave been
located for recording an image including the corre-
sponding optical ray:
means for calculating a time associated with the deter-
mined position; and
means for selecting an image recorded closest o the
calculated time.
63. The svstem of claim 60, wherein the means for
selecting of an image for each optical ray comprises:
means for delermining the particular position on the path
where the image recording device would have been
located for recording an image including the corre-
sponding optical ray;
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means for calculating a time associated with the deter-
mined position;

mecans for selecting a plurality of images recorded closest
o the calculated time;

means for calculating 2 motion of objects in the sclected
images; and

means for creating a new image frame for the calculated
time based on the computed motion of objects.
64. The system of claim 56, wherein the image data
comprises a set of pixel values,
65. The system of claim 56, wherein the means for
partitioning the path comprises;
means for detecting an intersection on the path; and

means [or identifying the position of the intersection.

66. The system of claim 56 wherein cach discrete segment
& associated with a plurality of composite images, cach
compuosile image depicting a portion of the associated scg-
ment.

67. The system of claim 56, wherein each discrete seg-
ment s a portion of a street and the sysiem funther comprises
means for associating each discrete scgment with a strect
name and aumber ramge.

68. A system for visually navigating a peographic arca
from a user ferminal, the sysiem comprising:

means for storing a plurality of mages in the image
database representing substantially all static objects
within the gecgraphic arca;

means for identifying a current location in the geographic
arca;

means for retrieving an image corresponding (o the cor-
rent location from the image dalabase;

means for monitonng a change of the current location in

the geographic arca; and

means [or relricving an image comesponding 1o the

changed location.

69. The system of claim 68, wherein the image database
resides al a emole site and the system [uriher comprises a
bost computer including means for receiving a request for an
image eomesponding to the current or changed location,
means for retrieving the requested image from the image
database, and means for transmitting the retrieved image to
the user terminal.

T0. The system of claim 68, whercin the image database
resides at the uzer terminal and the sy=tem further com-
prises:

a display screen for displayving the image of the current
location; and

means [or updating the image on the screcn with the

image comesponding 1o the changed location,

T1. The system of claim 68 further comprising means for
retricving a map of a portion of the geographic area for
displaying the map on the screen of the user terminal.

72. The system of claim 71, whercin the current or
changed location is idemified by a wser sclection of the
location on the map using in the input device.

73, The system of chim 68, wherein the current or
changed location is identified by a specific address entered
by the user using an input device.
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74, The swvstem of claim 68, wherein the means for
retrieving the image corresponding 1o the current or changed
location comprises:

means for identifying a street segment incleding the

current or changed location:

means for identifying a position on the sireel segment
corresponding 1o the current or changed location; and

means for wentifving an 1mage associated with sawd
position

75, The system of claim 74, wherein the image simulates
a view of objects on one side of the streel scgment and the
syslem [urther compnses means lor retrneving a second
image depicting a view of objects on an opposile side of the
sirecl segment @ Fesponse 1o a user reguesl.

T6. The system of claim 68 further comprising means for
processing a plerality of image frames acquired from an
image recording device mowving through the geographic
arca.

77. The system of claim 68 further comprising:

means for indicating that informstion is available about 2n
object in the image;

means for relrieving inlormation aboul lhe object in
response Lo a user request to display the information on
the sereen of the user terminal.

78. The system of claim 68 [wrther comprising:

means for savigating the image database; and

means for retrieving the image associated wilh the pext
location from the imape database as the user navigates
the image database.

79, The system of claim 68 further comprising:

means for displaving a map of a portion of the geographic
area;

means for idemifying the current location on the map; and

means for identifving the next location on the map as the

user mavigates the image database.

80. The system of claim 68 further comprising means for
identifying a current viewing direction associated with the
retrieved image.

81. A computer-readable medinm comprising:

2 program code embodied in the compuler readable
medium for creating a composite image of a series of
objects from a plurality of images acquired by an image
recording device moving along a path, the computer-
readable program sepmenl comprising instructions for
performing the steps of:
idemifying a plurality of optical rays originating from
a particular location;

selecting for cach optical ray an image including a
corresponding optical ray onginating [rom a position
on the path;

exlracting image data for the comesponding optical ray
from the selected images; and

combining the extracted image data 10 form the com-
posite image.

§2, The computer-readable medium of claim 79, whercin

the step of selecting an image for each optical ray comprisos:
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determining the particular position on the path where the
image recording device would bave been located for
recording an image including the corresponding optical
ray;

calculating a time associated with the delermined posi-
tion; and

ulentifying an image recorded at the caleulated time.

83, The computer-readable medium of claim 79, wherein

the step of sclecting an image for cach oplical rey comprises:

determining the particular position on the path where the
image reconding device would bave been located for
recording an image including the corresponding optical
ray;

calculating a time associated with the determined posi-
tion;

selecting an image recorded closest 1o the calculated nme.
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84, The computer-readable medium of claim 79, whercin
the step of selecting an image for cach optical ray comprises:
determining the particular position on the path where the
image recording device would have been located for
recording an image including the corresponding optical
ray;
caleulating a time associsted with the determined posi-
tion;
selecting 3 plurality of images recorded closest 1o the
caleulated time;
caleulating a motion of objects in the selected images; and

creating a new image frame for the calculated time based
on the computed motion of objects.
E5. The computer-readable medium of claim 79, wherein

the image data comprises a sel of pixel values.

® W = - -
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