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Description

Field of the Invention

[0001] The present invention relates to ferrous pipelines, and more particularly, to systems for determining the loca-
tion of defects in ferrous pipelines, such as water pipelines or sewage lines, based on inputs of non-destructive eval-
uation (NDE) remote field technique (RFT) data.

Background of the Invention

[0002] Pipelines, such as water mains and sewers, are vital to the quality of life of individual citizens and to the
economic productivity of society. Over time, water pipelines will deteriorate, and eventually, they will fail entirely. Keeping
these lines operable is a challenge faced by every community, both in terms of maintenance and repair costs and in
terms of engineered capacity. In meeting these challenges, it is essential to have accurate information on the condition
of the pipeline. Traditionally, communities have relied on indirect methods of deterioration detection, e.g., visible leaks,
soil corrosion potential, statistical pipe break frequencies, pressure drops, soil settlement, etc., or by manually exhuming
a portion of the pipeline in order to extrapolate the condition of the entire pipeline.

[0003] More recently, a technology has emerged that measures the condition of water pipelines in a more accurate
and non-destructive manner. This technology borrows aspects of knowledge available from current small-bore ferro-
magnetic tube analysis. In particular, a remote field technique (RFT) measurement device is used to evaluate the wall
thickness of the larger ferromagnetic water pipes, such as those used in municipal water systems, using remote field
technique.

Small-Bore Ferromagnetic Tube Analysis

[0004] Asbackground information and referringto FIGURE 1, atypical small-bore RFT measurement device includes
an exciter coil and a sensor coil, separated by a distance of ~2 or more pipe diameters. A probe is inserted into and
pulled through a ferrous tube. The exciter coil is energized with a low frequency (100-300 HZ typical) alternating current
that creates an alternating magnetic field, a portion of which travels within the tube and a portion of which travels
outwardly through the tube walls. The alternating magnetic field traveling within the tube is rapidly attenuated due to
eddy currents induced in the tube wall. The portion that passes outward through the tube walls propagates along the
tube exterior and is attenuated less rapidly. At some point, the inside field is weaker than the outside field (usually past
~2 or more pipe diameters), and part of the outside field propagates back into the pipe, and can be measured by the
detector coil.

[0005] Thus, the measured electromagnetic field has passed through the tube wall twice, once propagating outward
at the exciter coil, and once propagating inward at the detector coil. With each passage through the tube walls, the
signal is reduced in strength and delayed (i.e., signal transit time is increased.) Changes in wall thickness will affect
the amount of transit time taken for the signal to go from the exciter coil to the detector coil, which can be measured
as a phase shift in the returning electromagnetic field. In addition, the strength of the field will also be altered, which
is measured as a signal amplitude change. As the measurement device travels along a body of tube, the detector
signal's phase and amplitude are determined by the RFT instrument and are digitally recorded and/or displayed in strip
chart form. FIGURE 2 is an example of such strip chart data. The information of FIGURE 2 is from the article Remote
Field Eddy Current Analysis in Small-Bore Ferromagnetic Tubes, by David D. Mackintosh, David L. Atherton, and Sean
P. Sullivan, in Materials Evaluation, Vol. 51, No. 4, April 1993, pp. 492-495, 500.

[0006] In small-bore ferromagnetic data analysis, an analyst will first obtain signal calibration information from a
sample tube, preferably identical in size and material to the tube in question. By machining various known defects in
the sample tube, pulling an RFT measurement tool through the sample tube, and then measuring the resulting RFT
data signals, the analyst will develop a baseline or library of data values for known defects.

[0007] After obtaining calibration data, the analyst passes the measurement device through the tube of interest. The
measurement data is visually displayed and/or printed in strip chart form. The analyst determines nominal signal values
for phase and amplitude by inspection of the strip chart data. Any recurring, relatively flat, data segments are likely
tube segments without defects, and therefore representative of nominal signal values.

[0008] The analyst next identifies potential defect signals that will require further analysis. At each potential defect
signal location, evaluation of its type is made, including a determination of whether the defect is circumferential or one-
sided pitting and a determination of the defect length (long or short) relative to the spacing between the exciter and
the detector which affects the method as calculation in RFT analysis. Often this evaluation is made using a polar type
plot of the values of phase and amplitude for a select portion of the measurement data. The polar plot of FIGURE 3
illustrates one type of polar plot in a voltage plane. In the voltage plane, the data is displayed in polar form, with the
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axis scaled and rotated so that the Cartesian coordinate (1,0), or 1£0° in polar form, represents the nominal data
signal. The positive X-axis represents the 0° degree change of signal phase from nominal signal and counter-clockwise
rotation direction indicates an increase in phase, such as would occur with a decrease in wall thickness. Because there
are phase and amplitude values for each total circumferential wall thickness, there exists a theoretical Reference Curve,
labeled "Reference Curve" in FIGURE 3that defines the theoretical signal values for decreasing uniform circumferential
wall thickness.

[0009] Based onthe change inthe phase and amplitude at the defect with respect to the nominal signals, it is possible
to determine the metal loss and circumferential defect extent using the calibration information, the skin-depth equations,
and the mathematical theory of RFT analysis. The amount of metal loss can then be correlated to actual physical
dimensional changes in the tube wall thickness.

[0010] To ease the task of plotting RFT measurement data for small bore tubes, a software tool (termed ADEPT)
was invented in the early 1990's. The ADEPT tool is capable of displaying the small-bore ferromagnetic tube RFT data
on a computer monitor in various forms. The ADEPT tool requires the analyst to select a particular portion of the data
stream, to enter a calibration amount, and to supply a nominal signal value. Using this information, the ADEPT tool
plots the defect trace in voltage plane polar form. The defect trace of the polar plot in FIGURE 3 is shown in FIGURE
4 as it would appear in ADEPT on the voltage plane. The voltage plane data in the ADEPT display has been rotated
and normalized so that the nominal signal occurs at a position (1, 0) Cartesian or 1£0° polar in the voltage plane polar
plot. The Reference Curve is displayed to indicate the theoretical trace a uniform change in wall thickness would cause,
which aids in defect pitting evaluation.

[0011] The analyst plots a select portion of the signal data using ADEPT and then visually searches for shapes that
are similar to known defect shapes. Various characteristic shapes represent certain types of defects or other anomalies.
For examples of specific shapes, see the article Remote Field Eddy Current for Examination of Ferromagnetic Tubes,
by David D. Mackintosh, David L. Atherton, Thomas R. Schmidt, and David E. Russell, in Materials Evaluation, Vol.
54, No. 6, June 1996, pp. 652-657. In FIGURE 4, the plot of the phase and amplitude values of FIGURE 3 results in
an elongated loop shape representing one-sided pitting.

[0012] At each selection data portion, the analyst can request ADEPTto calculate the remaining wall thickness based
on information about the defect. The information about the defect must be supplied to the ADEPT program. Example
types of information include the calibration information, nominal signal values, defect signal values, etc. Depending on
the defect length, and particularly whether the length is shorter or longer than the sensor/exciter separation distance,
two results are possible. The analyst must choose the correct result by identifying the length of the defect from the
strip chart. Finally, the analyst uses his or her previous experience to judge the accuracy of the results If necessary,
the analyst will re-evaluate the data, particularly the selection of the nominal value, calibration signal values, and exact
location of defect, as these greatly affect the resulting wall loss amounts. The ADEPT software thus helps a user to
manipulate large amounts of RFT raw data into various visual forms and to quantify potential wall thickness loss.
[0013] Even though ADEPT is a significant tool for use with RFT analysis, it does not include programming that
provides structured analysis or advisory information regarding the data. Thus, ADEPT has the disadvantage of still
requiring an experienced analyst to select the potential defect location, select the calibration and nominal values, to
interpret the ADEPT output information, and ultimately, to verify the validity of the results.

Manual Water Pipdine AFT Analysis

[0014] Recently, a RFT measurement device has been developed for use with large water lines. See U.S. Patent
No. 5,675,251. However, the methodology of analyzing the small-bore ferromagnetic tube is not directly applicable to
the larger water lines. In particular, water pipelines are invariably located underground and are frequently inaccessible
(such as those beneath buildings or under roadways). This makes it difficult or impossible to obtain calibration data
and to determine nominal signal values using small bore RFT. The problem is exacerbated by the fact that many of
the underground water pipelines in use today were made using casting techniques that are no longer used and for
which sample pipe pieces are no longer available. In the absence of calibration and nominal signal data, analysts have
to assume known defects from the inspection data. An example would be the distinct signal from a section of PVC pipe
in the line that could be assumed to be a 100% circumferential loss (since PVC is not ferrous pipe). If a PVC reading
is not available, the analyst may use data from a different pipeline pull of a similar material. Analysts have also borrowed
calibration data from pulls of pipelines in the same geographic vicinity. These techniques have resulted in variable and
sometimes inaccurate results.

[0015] A second problem with attempting to apply small-bore ferromagnetic tube analysis to larger water pipelines
is the sheer volume of data that is to be analyzed. Typical runs of small-bore tubes are in the range of about 3 meters
toabout 15 meters. In contrast, a municipal water pipeline system may be several kilometers long. For one embodiment
of an RFT inspection tool, the data log produced is recorded at approximately 1:5 mm intervals (roughly 200 data points
per foot). This results in copious amounts of signal data available for use in evaluating the condition of cast and ductile
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iron pipe. The task of manually interpreting and processing this data is therefore tedious and labor intensive. Locating
and analyzing each potential defect, even if done with the aid of ADEPT, requires an enormous amount of time. In
addition, the manual method of interpretation is somewhat subjective, being greatly dependent on the analyst's prior
education and experience.

[0016] Thus, a need exists for an automated analysis system for converting RFT raw data into information that is
immediately useable by systems engineers who are less experienced and for manipulating the data in a manner that
produces more consistent conclusions. The system should not only convert RFT raw data into polar plot form, but
should also locate, identify, and quantify defects revealed by the raw data. The system should decrease the potential
for error by using a structured approach to selecting calibration and nominal signal values. This approach should be
based on objective criteria reflecting the most current theoretical and practical understandings of RFT data analyses
in order to provide all users with accurate and reliable processed data information. The present invention is directed
to fulfilling these needs.

Summary of the Invention

[0017] In accordance with the teachings of the present invention, a method is provided for analyzing RFT data from
a data file. The method includes parsing the data file into pipe lengths, calculating a phase profile for the data points
within each pipe length, locating potential defects in the pipe length using the Phase Profiles, determining for each
defect a total equivalent phase shift as a combination of a circumferential equivalent phase shift and a non-circumfer-
ential equivalent phase shift, and using the total equivalent phase shift to analyze the defect.

Brief Description of the Drawings

[0018] The foregoing aspects and many of the attendant advantages of this invention will become more readily
appreciated as the same becomes better understood by reference to the following detailed description, when taken in
conjunction with the accompanying drawings, wherein:

FIGURE 1 is an illustration of the flow of electromagnetic energy in a remote field technique (RFT) inspection
device for small bore tubes;

FIGURE 2 is an example strip chart plot of RFT phase and amplitude data collected from an example water pipeline
pull;

FIGURE 3 is a voltage plane plot of the data of FIGURE 2;

FIGURE 4 is an ADEPT computer-plotted voltage plane display of example phase and amplitude data;

FIGURE 5 is an illustration of terminology used herein;

FIGURE 6 is a flow chart of a method of RFT analysis formed in accordance with the present invention;

FIGURE 7 is a more detailed illustration of one embodiment of the method of FIGURE 6;

FIGURE 8 is a logic diagram of one embodiment of a multi-dimensional median filter;

FIGURE 9 is a logic diagram of one embodiment of a method used to locate non-analyzable features in a particular
pipeline data set;

FIGURE 10 is a logic diagram of one embodiment of a method used to locate similar traces in data for use with
the method of FIGURE 9;

FIGURE 11 is a logic diagram of one embodiment of a method used to determine nominal data values;

FIGURE 12 is an illustration of a voltage plane depicting aspects of the method shown in FIGURE 11;

FIGURES 13A and 13B are logic diagrams of one embodiment of a method to determine a Phase Profile for the
subject data points;

FIGURE 14 is a logic diagram of one embodiment of a method to locate defects using Phase Profile values;
FIGURE 15A is a logic diagram of one embodiment of a method to calculate a Total EQPS value for a given defect;
FIGURE 15B is a logic diagram of one embodiment of a method to determine an EQPSyqy.cipe Value for a given
defect;

FIGURE 16 is a logic diagram of one embodiment of a method to determine a calibration EQPSg, value;
FIGURE 17 is a logic diagram of one embodiment of a method of calculating select analysis terms;

FIGURE 18-39 and 41 are computer display illustrations showing various aspects of one embodiment of a computer
program formed in accordance with the present invention;

FIGURE 40 is a logic flow diagram of calculation and preparation of GIS information;

FIGURES 44 and 45 are illustrations relating to deconvolution of data; and

FIGURES 46 and 47 are illustrations relating to GIS information.
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Detailed Description of the Preferred Embodiment

[0019] The paragraphs below include a first section describing a unique method of RFT analysis formed in accord-
ance with the present invention. Following, is a description of one embodiment of this method as provided in a novel
computer program. Referring to FIGURE 5, various words are defined and used herein as follows. "Pipeline" refers to
the entire length of a pipe. "Pipe length" or "joint" is a single portion of pipe, from a bell at one pipe end to a spigot at
the other pipe end. "Segments" or "sub-segments" are lengths of pipe that are less than the pipe length. "Section" is
a specific length of pipeline having a number of pipe lengths. "Connection” is the combination of one pipe's spigot with
another pipe's bell.

Method of Analysis

[0020] Referring to FIGURE 6, RFT signal data is obtained from an RFT pipeline measurement inspection device
and is provided as an input to the present invention method at a block 50. The data is analyzed at a block 52 to
determine the location of likely defects and to determine the amount of remaining pipeline wall thickness left at each
defect. The analysis results are saved and are provided to the operator in various report forms at a block 56, e.g., on
a display screen, on an electronic data storage medium, on a paper printout, etc. Various decision blocks (e.g., 54 and
58) are provided for the user to re-evaluate analysis parameters and/or process additional data.

[0021] FIGURE 7 illustrates in more detail one embodiment of the method of RFT analysis performed in accordance
with FIGURE 6. Many of the features described with reference to FIGURE 7 are from the perspective of having been
implemented in a computer program. This is meant to be illustrative and not limiting, since the main features of the
present invention method can be accomplished manually.

[0022] Within block 50, an RFT signal data file is opened at a block 60 and is prepared for use in later manipulations
at a block 62. The location of various non-analyzable features in the data are determined and are parsed out at a block
64. The data is then analyzed within block 52, where the logic proceeds to a block 66 where a determination of the
location of discrete pipe lengths is made for the entire data file.

[0023] For a subject pipe length, a nominal signal and a Phase Profile are determined at a block 68. A Phase Profile
is a set of phase values determined for the analyzable area of each joint, selected to represent the theoretical phase
value at a given location, if no one-sided, non-circumferential, pitting loss was present (i.e., the expected signal phase
if only circumferential wall thickness variation is considered). The logic then proceeds to a block 70 where potential
defects within the pipe length are identified at a block 70. A Total EQPS signal is also determined for each potential
defect in the pipe length at block 70. Eddy current equations show that for circumferential metal loss the change in
signal phase is linearly related to loss (as long as material properties and frequency remain constant). RFT analysis
allows one to determine the theoretical phase shift caused by a circumferential defect of equivalent depth of a one-
sided pitting defect. The equivalent phase shift (EQPS) of a pitting defect with a given nominal phase and amplitude
signal, and a given phase and amplitude shift, would be the same phase shift as a defect of equal depth but circum-
ferential loss would have, which the eddy current equations show is linearly related to defect depth/metal loss. Cali-
bration amounts for the pipe length are determined at a block 72, and defects of interest are analyzed at a block 74.
The logic advances to the next pipe length at a decision block 76. In an alternative arrangement of block 52, each of
the tasks in blocks 68, 70, 72, and 74 may be accomplished on all pipe lengths before proceeding to the next task.
[0024] Continuing, the analysis information is output within block 56, starting with preparing the output results from
the analysis at a block 78. The results are made available for inspection and/or verification by the operator at a block
80. The output information preferably includes the location and type of potential defects, and the average and minimum
wall thickness remaining at each defect. In addition, the operator is provided with opportunities (such as is provided
at decision block 54) to redo the data analysis based on altered analysis parameters.

Prepare RFT Data For Analysis

[0025] The amount of initial data manipulation required will depend on the type of raw data being used. For the
purposes of discussion below, it is assumed that the raw data is in the form of a computerized list of in-phase and
quadrature values created by an RFT measurement device based on its detector coil recordings. In-phase and quad-
rature values are the rectangular coordinates of a polar point. For example, a polar signal of 5/53° can be represented
in Cartesian coordinates as (4, 3). The in-phase component would be 4 and the quadrature component would be 3.
The in-phase component indicates how much of the received signal is the same as the exciter signal, and the quadrature
component indicates how different the received signal is from the exciter signal. The in-phase and quadrature data
could also be represented in polar form as a phase and amplitude, defined by X = amplitude *cos(phase), and Y =
amplitude *sin(phase). The in-phase and quadrature forms are preferred for ease of filtering and are the simplest output
form available from the tool's digital signal processing function
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[0026] It is preferable for an operator to first visually inspect a list or plot of the raw RFT data to verify data quality
and to determine whether the run was successful. The recorded traces should have a number of similar recurring
shapes (as would be recognizable to experts as representing bell-and-spigot connections). The traces should have
minimal (or no) large noise spikes, that appear as sharp, short, erratic jumps in data value. Further, the data values
should include relatively smooth transitions.

[0027] If the raw data has distracting shifts of approximately 360 degrees in the phase, phase wrapping may be the
cause. Phase wrapping happens when the phase passes from +180 degrees to -180 degrees, or vice versa, and can
prevent accurate analysis. For example, when phase is at 179° and a relative defect phase change of 3° occurs, a
positive 182° phase should result. However, only a range of £180° can be easily represented, thus causing a result of
178°. Since calculations are based on relative changes in the phase and amplitude, phase wrapping should preferably
be corrected

[0028] Correction of phase wrapping is accomplished by rotating the zero degree reference of the phase so that the
relative changes no longer cross the £180 degree point. A rotation of 180 degrees will usually overcome the problem
if present It is further preferable that all wrapping be corrected automatically either by the RFT measurement device
or during preparation of the input data, without the need for operator prompting. One method to remove and/or minimize
phase flipping is to use the average in-phase and quadrature values to determine if rotation of -90, 0, +90, or +180
would place the average phase as close to 0° as possible, and then proceed to rotate the data that amount, if appro-
priate.

[0029] Once the data is verified, it is filtered, smoothed, and decimated prior to analysis at block 62 in FIGURE 7.
Filtering reduces the amount of extraneous noise in the data. Smoothing further reduces erratic movement of the data
values. Decimating is a method of representing the raw data using fewer data points, thus reducing the total volume
of data being manipulated, the resolution of known water pipeline RFT measurement devices being of much higher
resolution than is needed for analysis. Decimation is a means of reducing the volume of data by reducing the spatial
sample resolution from X samples per foot to X/D samples per foot where D is the decimation factor. By initially per-
forming these steps, the data quality is improved and the subsequent analysis can be accomplished at a faster rate.

[0030] In one embodiment, filtering is accomplished using a median filter to remove noise spikes from the data. One
simple example median filter uses an odd-sized fixed data range within which to select a median value. The fixed data
range is applied through the entire raw data set to produce a filtered data set having only the median values of each
applied fixed data range.

[0031] By way of example, for a fixed data range of 3 and a fictitious raw data set of 7 values [1, 14, 3, 4, 5, 8, 9]
results in the following applied data ranges and median values shown in TABLE 1. Duplicate data elements are used
at each end to result in a number of median values equivalent to the number of elements in the raw data set.

TABLE |
Applied Data Range | Median Value
(1,1,14) 1
(1,14, 3)
(14, 3, 4)
(8, 4,5)
(4, 5, 8)
(5,8,9)
8,99

o|lo|lo|lsr]|ln]|w

[0032] Thus, the set of median values becomes the filtered data set. Any spikes (or legitimate defect readings)
composed of less than half as many data points as the data range are completely removed. Noise spike signals, which
are typically shorter than the data range, are attenuated. Too large of a data range should not be used, since real defect
data may be inadvertently removed or distorted. Since this filter is computationally intensive, the smallest filter level
(fixed data range) that is effective for the particular application should be used.

[0033] Depending on the type of raw data provided, it may be desirable to filter multi-dimensional data points The
example above is a "one-dimensional" example since each element is a single number. To accomplish multi-dimen-
sional filtering, a unique multi-dimensional median filter method is presented herein. In general, this filter uses a fixed
data set to step through the raw data. At each step, the smallest total distance between each element relative to all
other elements in the applied fixed data set is determined. The element having the least total distance selected as the
median element for that applied fixed data set, and is the element most central to the cluster of elements in the set.
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[0034] FIGURE 8 illustrates an embodiment of a unique multi-dimensional filtering method. An integer size nis de-
termined for a fixed data set, FDS, at a block 86. A raw data set. R, of size q is supplemented to create a supplemented
raw data set, SR, of size %, where % =q + (n-1) at a block 88. A counter k is set to an initial value (e.g., 1 as shown
in FIGURE 8) at a block 90. Starting at one end of the supplemented raw data set SR, the elements of an applied FDS,
are determined at a block 92. For each element i in the applied FDS, the total distance T; between element i and all
other points in the applied FDS are determined at a step 94.

[0035] The individual distances between a particular element i and another element are preferable saved to memory
in a block 96 so that later calculations can use them, thereby reducing redundant distance calculations. The smallest
value of T; is determined at a block 98, and the element i corresponding to the smallest T; is determined in a block 100
and then stored in memory in a block 102 as the median value for that applied fixed data set FDS,. The counter k is
advanced at a block 104 and if counter k is determined to be less than the supplemented raw data set SR size at a
decision block 108, the calculations for the next FDS are determined. This cycle continues through the entire supple-
mented raw data set SR.

[0036] By way of example, for a fixed data range FDS of size n = 3 and a fictitious two-dimensional raw data set R
of size q = 7 having elements [(4,7) (4,5) (5,6) (5,5) (6,4) (10,7) (6,6)], a supplemented raw data set SR of sizeQs = 9
is formed having the elements [(4,7) (4,7) (4,5) (5,6) (5,5) (6,4) (10,7) (6,6) (6,6)]. TABLE 2 lists the resulting applied
data ranges and median values. Supplemental duplicate data elements are used at each end to result in a number of
median values equivalent to the number of elements in the raw data set. For this two-dimensional data set example,
the Pythagorean Theorem is used to determine individual distances in which:

(x; - %) +(y; -y)° =D, (1)

where (x;y; ) is the data point of interest, (x; y;) is another data point in the fixed data set, and Dj; is the distance between
the two points. Solving for Dij and summing the distances yields the total Distance T; of one data point relative each
of the data points in the fixed data set FDS,_

T, =35 D, @)

TABLE 2

Applied FDS Applied Data Range T, For Each Element Median Data Point (one with

smallest T;)*

FDS, =

2.00, 2.00, 4.00

FDS, =

3.41,3.41,2.82

40

FDS, =

2,41,2.41,2.00

FDS, =

3.24,2.41, 365

FDSg =

6.80, 6.41,10.39

FDSg =

7.00,9.12, 6.12

45

FDS, =

8.24,4.12, 412

50

55

*For elements having the same smallest T; logic must be included to select only one element as the median value. Bold numbers in the third column
are the elements selected as having the median data point.

[0037] In one embodiment, smoothing is accomplished by averaging the data using a moving block average filter of
a size that is at least as big as the multi-dimensional median filter size, and about half as big as the decimation factor,
described below. The moving block average filter attenuates defect signals shorter than the filter size. If the raw data
is not filtered to remove noise spikes prior to smoothing, a large noise spike may appear as a defect signal once the
moving block average filter is performed. Other types of known smoothing techniques may alternatively be used, such
as Fourier transforms, weighted averaging, etc.

[0038] Inone embodiment, decimating is accomplished by first selecting the factor by which the decimation will occur.
As used herein, the term "decimating" and "decimation" refer to a reduction in set size by a pre-defined process of
elimination where the reduction may occur on the basis of other than every tenth item. Decimating the raw data will
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reduce the amount of analysis required and quicken its operation.

[0039] Several other methods for data decimation exist and may be used, such as Average Value Decimation and
Max/Min Value Decimation. According to Average Value Decimation with a size factor of d, an entire data set is parsed
into a consecutive string of data sets each of size d Each set is replaced by its average value. For example, a string
of data (1,3,5,1,0,2,7,3, ...) with d=4 becomes ([1,3,5,1], [0,2,7,3], ...) which then becomes (2.5, 3.0,...). According to
Max/Min Value Decimation with a factor of e. an entire data set is parsed into a consecutive string of data sets each
twice the size e. Each set is replaced by two values, the maximum value in the set and the minimum value in the set
in the order that they occurred For example, a string of data (1,3,5,1,0,2,7,3,2,6,5,4,2,2,1,4,...) with d=4 becomes
[1,3,5,1,0,2,7,3], [2,6,5,4,2,2,1,4] which becomes [0,7], [6,1] and finally 0,7,6,1.

[0040] When the above steps of verifying, filtering, smoothing, and decimating are completed, the resulting prepared
data issued for the remaining method steps.

Locate Non-Analyzable Features

[0041] Referring back to FIGURE 7, prepared data that appears to reflect non-analyzable elements, e.g., bell-and-
spigot connections, tees, elbow, valves, etc., is identified at block 64. Identification of these components will serve to
eliminate them from later defect analysis. In preferred embodiments, the operator first locates and eliminates the bell-
and-spigot connections (or other recurring features). Bell-and-spigots mark the length and location of each pipe length,
which is important information used in the subsequent defect analysis.

[0042] Referring to FIGURE 9 at a block 110, the operator selects one or more stored non-analyzable element tem-
plates stored in memory 112 or creates new ones as necessary. The templates can be obtained from various sources,
such as by allowing an expert operator to define a segment of the subject data as representing a particular feature.
For example, adata length between two points may be set by the operator to be characteristic of an elbow. This method
of template forming ensures that characteristics peculiar to that pipeline body are considered. It also allows the more
experienced operator to impart knowledge into the analysis.

[0043] Since expert analysts are not always available, an alternative preferred method formed in accordance with
the present invention is for the operator to select templates from memory 112 that were obtained from previous data
files used with regard to that particular pipeline, or similar pipes. This method has the advantage of using pre-defined
templates that include characteristics peculiar to that pipeline, its generic type, or similar pipe. The templates selected
should correspond to the pipeline diameter being analyzed and the tool diameter used in order to provide an accurate
representation of a possible defect. (A template having 200 data points representing a bell and spigot fixture of length
0.5 meters would be unusable for pipe having a diameter of 0.6 meters itself and a potential bell-and-spigot length of
1.5 meters.)

[0044] Still referring to FIGURE 9, each template is compared with the prepared data to locate similar traces at a
block 114. Those comparisons that are closely matched, i.e., a "hit", are flagged and stored in memory for future use
at a block 116. The operator is then queried at decision block 118 as to whether he or she wants to update the stored
templates based on the results of the comparisons. If so, the operator updates the templates at a block 120. In preferred
embodiments, the operator may define a particular prepared data set as being a new template and add that new
template to the stored templates.

[0045] Because pipelines differ greatly from one to the other, it is preferred to iterate the template matching step, so
that "normal" characteristics of the pipeline itself are used to define what may be a common non-analyzable feature in
the specific pipeline. At block 120, new templates are created from the data at locations where a successful, but poor,
match with a present template was made (i.e., locations almost missed in matching). In this way, the updated template
set is more reflective of the individual template shapes for a particular pipe segment. The user may then request an
immediate re-comparison of the prepared data with the updated templates at a decision block 122. Alternatively, a
computer program implementation may be arranged to allow the user to pre-select various parameters, such as the
type of templates to use initially, the number of templates to add and subtract after each iteration, and the number of
iterations to perform.

[0046] The task of locating similar traces in block 114 of FIGURE 9 is accomplished in one embodiment using a
Match_Difference_Factor illustrated in FIGURE 10 based on the summation of differences squared between corre-
sponding data points in the template and the prepared data. Other methods may be used. In more detail and referring
to FIGURE 10, a selection is made at a block 128 of a single template of interest. A copy of the template is made,
including information on its size and shape. Starting at the beginning of the prepared data set, an equivalent amount
of data is selected at a block 130.

[0047] A size adjustment is made at a block 132 to the template copy to ensure that the number of data points in the
template corresponds to the particular number of data points in the prepared data that represents the same length L
as represented by the template. For example, a template may have a size of y data points, with each data point y,,
having a corresponding phase value p,,,. A size ofy data points corresponds to a physical dimension of length, L. If the
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number of data points in the RFT data representing a distance L is not y, the number of points representing the template
must be changed. For example, if a template has an excess of data points for a given physical distance, logic must be
included to cull data points within the template. If the template is found lacking in data points, logic is included to add
data points to expand the template to the appropriate size. In one embodiment, this expansion is accomplished by
inserting additional data points evenly throughout the template and using a linear interpolation to determine the inter-
mediate phase values.

[0048] At a block 134, the template values are scaled. In more detail, a selection of prepared data is made having
the same number of data points as the adjusted template, therefore representing the same physical distance. The
difference between the maximum and minimum phase values is calculated from the selected prepared data. The dif-
ference between the maximum and minimum phase values of the adjusted template is calculated. The adjusted tem-
plate phase values are then reduced or enlarged (scaled) so that the adjusted template maximum and minimum phase
values are the same as the selected prepared data maximum and minimum phase values. This step preferably includes
limits as to the amount of scaling permitted to avoid over-zealous template matching The adjusted and scaled template
is shifted at block 136 so that its overall average phase value and the prepared data's average phase value coincide
(both, in represented physical location and in range of values).

[0049] Foreach adjusted, scaled, and shifted template value, the sum of the difference squared between the template
data and the actual data at each data point is calculated at a block 138. This value is referred to herein as a
Match_Difference_Factor. The smaller the Match_Difference_Factor, the better the match, with zero indicatingan RFT
match.

[0050] At a decision block 140, query is made as to whether there are additional templates to consider at that data
location. If so, a copy of the next template is obtained at a block 142 and the logic returns to block 132 to accomplish
application of the next template to the particular data location. If all templates have been considered at decision block
140, evaluation is made of the template matches for that data location at a block 144. In one embodiment, all
Match_Difference_Factors for a specific data location are compared, with the minimum Match_Difference_Factor being
saved as the best match.

[0051] If additional data points are yet available for template analysis at a decision block 146, the data set is advanced
at a block 148 and the process of applying all selected templates to that next data set is performed.

[0052] Once the selected templates have been applied to all data points, the various Match_Difference_Factors are
scanned to locate the smallest values at a block 150. In one embodiment, those matches having a
Match_Difference_Factor less than a given amount (termed the Threshold_Amount) are kept so long as: no better
template match value exists within the range of data covered by that template corresponding to that match difference
factor, and the template does not overlap any other matched templates. The Threshold_Amount should be small enough
that a minimum (or no) false "hits" are made (indicating a feature where none exists), and large enough that a limited
number of templates will match the features in the file. In a preferred embodiment of the present invention, a default
threshold value is provided, however, the operator can change the threshold value through a suitable user interface.

[0053] Other methods of template matching may be used, depending on the type of data available, the accuracy
desired, and the amount of time and computational space that is available for performing this step. One alternative
method is to use a vector difference or magnitude comparison rather than phase signal matching, or matching the
amplitude rather than the phase.

[0054] Still referring to FIGURE 10, once the template matching is completed, a report is made available for use by
the operator at a block 152. There are numerous pieces of helpful data that may be reported, including the shortest,
longest, and average pipe length dimensions An Overall_Average_Match_Difference_Factor is provided, indicating
how well a particular template matched with the entire file. A specific Average_Match_Difference_Factor for each match
location is also provided that reflects how well a template matched at the places where a successful match was deter-
mined. Further helpful information includes a listing of the number of matches found, the minimum and maximum
distance between two matches, the distance from the start of file to the first match, the distance from the last match
to the end of file, the average match value at matches, and the average match value throughout the file.

[0055] The report further indicates whether certain elements did not occur and the average distance between match-
es. This data allows the operator additional insight into where additional templates should be selected, whether some
poorly chosen ones should be removed, or whether the Threshold_Amount changed. In general, the Threshold_Amount
should be less than the Overall_Average_Match_Difference_Factor, otherwise a high number of false hits will occur.
If the data does not produce some good matches, the operator should reverify that the data is usable.

[0056] Once the non-analyzable elements have been located in the prepared data, it is preferred that a visual plot
(e.g., astrip chart plot) is made available to the operator showing the bounds of all such features This makes it relatively
easy for the operator to verify what elements have been located, whether any items were missing, and whether a false
indication has occurred. Should features have been missed and/or false hits have occurred, the system provides the
operator with the opportunity to remove match locations that are incorrect or to force a match of a selected template
at a given location.
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[0057] Referring back to FIGURE 7, the general analysis task 52 includes separating the data at block 66 into smaller
units, such as pipe lengths. This makes it easier for the program to take advantage of repeated steps and permits the
operator to force the analysis of only a particular location, if so desired. At block 68, within each pipe length, a nominal
value is defined reflecting the hypothetical signal that would be received for a particular pipe length with no defects, i.
e., the signal for a "perfect" pipe length. Using the nominal signal, a Phase Profile is calculated for each data point in
the pipe length. The Phase Profile value is the theoretical phase value the specific data point would have if only cir-
cumferential metal loss had occurred in the pipe (i.e., if there had been no pitting component in the RFT signal.)
[0058] The phase signal is used to locate potential defect locations that are significant enough to be analyzed at
block 70 A total EQPS signal (defined and described in detail below) is also determined at block 70 for each of the
potential defects. By obtaining various calibration settings at block 72, it is then possible to use the calibration values
and the total EQPS signal to determine the defect type, percentage remaining wall thickness, and the actual wall
thickness at block 74.

Parse Data Into Pipe Lengths

[0059] Referring to block 66 of FIGURE 7, the prepared data is initially separated into pipe lengths using the infor-
mation obtained in block 64, particularly the identification of bell-and-spigot locations from a template matching algo-
rithm. The parsing of prepared data may be accomplished in a number of different ways. In one embodiment, markers
are placed within the prepared data set pointing to the beginning and end of each non-analyzable element. The prepared
data between a particular pipe length ending marker and the next pipe length beginning marker thereby defines a
single analyzable subgroup of data points. Likewise, markers indicative of other located elements may be used so that
these data points are not treated as defects In this manner, the portions which should not be analyzed are effectively
ignored.

Determine Nominal Values

[0060] The subsequent pipeline analysis relies on relative changes in phase and amplitude values to indicate a
change in the pipeline wall thickness. Therefore, it is necessary to establish a nominal phase and amplitude signal
representative of a "perfect" pipe so that any relative change in these values can be determined. The accuracy of the
analysis is greatly dependent on the appropriate selection of these nominal values. Referring to FIGURE 11, nominal
values include a nominal phase Pygy @and a nominal amplitude Ayopy determined at blocks 160 and 166, respectively.
[0061] One method of determining nominal phase Pygy, is to create a sorted list of all pipe length phase values and
select a percentage of pipe deemed to be thicker than nominal. Referring to FIGURE 11, the analyzable phase values
of a particular pipe length are sorted into ascending order at a block 162. A certain percentage of phase values are
removed from the bottom of the list at a block 164. The selection of the percentage will depend on the type of pipe and
its method of formation. The smallest phase value remaining after the removal is selected at a block 165 as the nominal
phase Pyoy. For example, if the lowest 10% of the phase values are eliminated, the value of Pygy, is then set to the
smallest remaining phase value. It is also possible to determine Pygyy in this manner for an individual pipe length rather
than a set of pipe lengths. One way to determine Aygy is to scale all actual amplitudes by a factor selected to ensure
that a significant portion of the amplitude data becomes located on, near, or inside the circumferential loss Reference
Curve as viewed on the voltage plane.

[0062] A nominal amplitude Aygy mMay be statistically determined as well. As background information, for circum-
ferential loss, RFT equations imply that a change in phase is equal to a change in the natural log amplitude, AP=A
(InA). RFT equations also imply that the change in phase AP will actually be greater than the change in A (InA) for a
pitting defect. If AP<A(InA), that is, the data point is positioned outside the Reference Curve, one would expecta change
in material properties, such as permeability and/or conductivity, to have occurred based on the assumption that A P<Aln
(A).

[0063] Using the above phase and amplitude relationships and referring to a block 168 in FIGURE 11, a change in
phase AP is calculated at each data point as the difference between the data point's actual phase Ppct and the nominal
phase Pyou. At a block 170 the difference D is calculated by subtracting A(InA) from AP. After the differences D for all
data points have been determined, they are sorted in ascending order at a block 172. A certain percentage of the
smallest differences are eliminated at a block 174 and the remaining difference D is equated to -A(InAygp), from which
Ayom for the pipe length may be calculated at a block 176.

[0064] In the computer embodiment described below, the operator is provided with various ways by which nominal
values can be defined and redefined. For example, the operator can force a particular nominal value. The operator
can select a value from a specific location in the data set (defined by index, meter, or footage location). Or, the operator
can request the program itself to suggest a nominal value. After the selection of nominal values, the operator is provided
with the opportunity to visually review the data and the opportunity to make adjustments as desired.
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Determine Phase Profile

[0065] Before locating and analyzing the severity of each defect, the present invention method first uses the voltage
plane polar plot to attempt to qualify the type of defect represented. Theoretically, any data point that is not equal to
the nominal value is indicative of a defect. However analyzing a data point using the RFT analysis technique (see
FIGURE 15B, described below), which uses the change in phase and amplitude from nominal tends to give incorrect
results if the defect is composed of both circumferential and one-sided pitting loss. This is uncommon in small bore
tubes since manufacturing tolerances are high, but in waterlines it is common to have fairly large circumferential var-
iations. Therefore, a novel two-step approach is taken to correctly analyze the defect. The two-step analysis is a method
of analyzing defects having of both circumferential and one-sided non-circumferential metal loss. This method is par-
ticularly useful for analyzing water main RFT data. In order to do a two-step analysis, the defect signal must be broken
into the component caused by circumferential wall variation, and the component caused by one-sided non-circumfer-
ential pitting. The phase profile is the theoretical phase of the circumferential part of the signal.

[0066] In order to perform this two-part analysis, there must be some type of indicator to permit the analysis to
distinguish between the two types of metal loss (that is, between pitting and circumferential metal loss components in
the defect trace). In addition, because of noise and other non-defect data anomalies, it is useful to generalize the data,
within reasonable bounds.

[0067] The Phase Profile is the phase value of the data point representing only circumferential metal loss at that
particular location. The value assigned to a Phase Profile is based on a number of assumptions. One assumption is
that almost all metal loss defects include phase changes, and conversely, that most phase change data is indicative
of a metal loss defect. It is also assumed that where there is actual metal loss, the arcuate circumferential extent of a
defect will be either circumferential or less-than circumferential (e.g., one-sided pitting). Since automated or manual
analysis may occur at any point, all data points in a pipe length have a Phase Profile determined.

[0068] In RFT technology, a simple exponential relationship exists between amplitude and phase for circumferential
defects. A circumferential local reduction in wall thickness of ¢ skin depths will cause the phase of the field at an
adjacent point inside the tube bore to increase by ¢ radians and the amplitude of the field to increase by a factor of e®
(1 radian=57.3° and e=2.72). Upon passing circumferential wall metal loss, an RFT detector coil output signal will
therefore show an amplitude change which is directly proportional to the phase shift in radians.

[0069] This results in a circumferential data trace following the Reference Curve plotting of e® £¢°. If a defect is less-
than completely circumferential, the defect will have an amplitude change that is proportionally less than the exponential
of its corresponding phase shift in radians. For less-than-circumferential metal losses, the data traces thus appear to
leave and travel inside of the Reference Curve.

[0070] FIGURES 13A and 13B illustrate one embodiment of logic for accomplishing the determination of Phase
Profile for each data point. In general, if a data point is located near the nominal signal value, it is treated as if it were
actually on the nominal signal. If a data point is positioned outside the Reference Curve, it is assumed to represent a
material variation in the pipe for which an accurate wall-thinning evaluation would be difficult to make. Data points
outside the Reference Curve are thus treated as if they were on the Reference Curve. If a data point is on or slightly
inside of the Reference Curve, the data point is also assumed to have no pitting component requiring analysis and is
thus treated as if it were solely a circumferential metal loss.

[0071] In more detail and referring to FIGURE 13A, the logic sequences through each data point, assigning it an
appropriate Phase Profile. Prior to processing of the data points, initialization occurs in a block 190. The initialization
includes setting an Off Reference Curve list to empty and setting a previous point to null. If this is not the first data
point, the previous point is set equal to the data point in a block 193. The next data point is then obtained in a block
204. Then, at a decision block 192 a determination is made as to whether the data point is on or near the nominal
signal- If so, the data point Phase Profile is set equal to the actual phase value Ppgr. (In later analysis, if the actual
amplitude At for that data point is greater than the nominal amplitude Ayop, the nominal amplitude Ay is used,
thus effectively treating the data point is if it were at nominal.) In one embodiment, a NOMINAL_THRESHOLD margin
is used to determine whether the data point is close enough to the nominal signal to be considered nominal. The value
of such a NOMINAL_THRESHOLD percentage will vary depending on the application.

[0072] Even if the data point is near nominal, it may yet represent a defect signal. Determination is made at a decision
block 194 as to whether the data point is near the Reference Curve. If so, the data point Phase Profile is set equal to
the actual phase value Ppc1in a block 196. At a decision block 206 a test is made to determine whether there are any
points in the Off Reference Curve list. If there are not any points in the Off Reference Curve list, the logic returns to
block 193, and the logic is repeated for the next data point. If there are data points in the Off Reference Curve list, the
logic proceeds to a block 199 where the data point is added to the Off Reference Curve list as the endpoint. The logic
then proceeds to FIGURE 13B (described below) where an analysis of the Off Reference Curve points is conducted.
After conducting the Off Reference Curve point analysis of FIGURE 13B, the logic proceeds to a block 201 where the
Off Reference Curve list is set to empty. Next, at a decision block 203, inquiry is made as to whether the data point is
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the last data point. If this is the last data point, the logic ends. If there are more data points, the logic returns to block
190 and continues for the remaining data points.

[0073] If a data point is not on or near the nominal signal at decision block 192, inquiry is made at a decision block
200 as to whether the data point is within an acceptable extent from the Reference Curve. One useful testis to determine
whether the shortest distance from the data point to the Reference Curve is within a
REFERENCE_CURVE_THRESHOLD margin. See FIGURE 12. In one embodiment, the
REFERENCE_CURVE_THRESHOLD margin is in the range of about 0.03 to about 0.05 (relative to a normalized plot
on the voltage plane where the nominal phase and amplitude is located at coordinate (1, 0).) These values will vary
depending on the application.

[0074] In determining whether the data point is within an acceptable extent, the data point is compared to a pre-
defined EXTENT_THRESHOLD percentage. For example, using an EXTENT_THRESHOLD of 75%, the ratio of a line
I'to line Ly would be equal to or greater than 0.75, where line /is a straight line drawn from the nominal signal to the
data point, and line Ly is a straight line drawn from the nominal signal through the data point and to the Reference
Curve If the data point does not have an extent within such a percentage, it is assumed that the data point should be
analyzed as a defect and should not have a Phase Profile equal to the corresponding Reference Curve phase value.
[0075] Referring to FIGURE 13A, if the data point is within an acceptable extent of the Reference Curve, inquiry is
made as to whether there are points in the Off Reference Curve list in a decision block 205. If there are not any points
in the Off Reference Curve list, the logic proceeds to a block 206 where the previous point is added to the Off Reference
Curve list if the previous point is not null. Regardless of whether there are points in the Off Reference Curve list, as
determined in decision block 205, the logic proceeds to a block 207 where the data point is added to the Off Reference
Curve list. Next, inquiry is made as to whether this is the last data point. If this is the last data point, the data point is
added to the Off Reference Curve list as the endpoint, and the Off Reference Curve point analysis of FIGURE 13B is
conducted. If it is determined in decision block 208 that this is not the last data point, the logic returns to block 190.
[0076] Referringto FIGURE 13B, a determination of how many data points are consecutively off the Reference Curve
is made at a block 210. If it is determined in decision block 212 that the number is greater than a given size X, the logic
performs a least squares fit (LSFit) algorithm to the set of data points at block 214. For example, the least square fit
of the known program "G2CHI" may be used. Other types of line fitting logic are available. A temporary variable Pg;r
is set equal to the intersection point between the Reference Curve and the line L grr at block 214 as well. If the
resulting line L ggi1 (see FIGURE 12) is oriented at a reasonable angle relative to the Reference Curve at a decision
block 216, then at a block 218 all off Reference Curve data point Phase Profiles are set equal to the phase value Pg 1
that corresponds to the intersection phase value or set equal to their actual phase Ppct, Whichever is smaller.
[0077] Various types of reasonableness checks may be performed at block 216 to determine whether the line-fitting
was well-behaved, and thus successful. The important issue is whether the line produced a "good and reasonable fit".
For example, are the points A and B relatively close together? Is the angle from point A to the innermost tip back to
point B a relatively small angle? Is the intersection point near points A and B? Is the angle extending between the
origin B, the intersection point, and the fitted line within a reasonable range?

[0078] Still referring to FIGURE 13B, if the number of off Reference Curve data points is less than or equal to the
given size X, the logic performs a linear interpolation at a block 220 between the phase values at points A and B (see
FIGURE 12.) The logic also performs this linear interpolation if the angular orientation of L, g7 is unreasonable as
determined at decision block 216. After interpolation, the temporary variable Pg is set equal to the intersection point
between the interpolated line and the Reference Curve.

[0079] A separate check is performed at a decision block 222 to determine the distance from a particular data point
to the nominal signal is less than or equal to the NOMINAL_THRESHOLD margin. If so, the Phase Profile of that data
point is set equal to the actual phase value P,c7 at a block 226. If not, inquiry is made as to whether the angular
orientation of the interpolated line is reasonable at a decision block 224. If so, at block 218 the data points are set
equaltothe smaller of the actual phase values Ppc1 or the temporary variable Pgr, whichever is smaller. Other methods
for determining Phase Profile may be used.

Locate Potential Defects

[0080] Practically, it is very difficult to analyze each data point as a defect. Therefore, the present invention method
identifies likely defect locations and then analyzes each location--first to determine the severity of circumferential metal
loss (i.e., general corrosion) and second to determine the severity of less-than-circumferential metal loss (i.e., pitting.).
This helps to identify those data points that have a high probability of actually being a defect.

[0081] Referring back to FIGURE 7, the logic locates potential defects at block 70. FIGURE 14 illustrates one em-
bodiment of a method that may be used to accomplish this task. At a block 234, local maximums are found within the
pipe length, for example, by comparing the phase of each data point with the phase of the adjoining data points within
a pipe distance K to either side as indicated at a block 240. The distance K in one embodiment was in the range of
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about 2 cm to about 10 cm, with an amount of 5 cm being determined optimal. These values will depend on the size
of pipe being analyzed. If the data point phase is the maximum phase amount in the range -K to +K, then at a block
242 the data point is flagged or marked in some manner as a local maximum and the logic proceeds checking the
remaining data points.

[0082] To reduce the number of false defect identifications, additional factors may be considered and weighed in
selecting candidate defects. Using additional factors greatly reduces the number of incorrect defect identifications,
thus increasing overall accuracy and speed of the system. Two such checks are illustrated in FIGURE 14 at blocks
236 and 238.

[0083] At block 236, a minimum size limit is enforced upon each local maximum, for example, by removing marking
of local maximums less than a certain extent as shown in block 244. This is particularly useful in eliminating small
signal noise variations that appear as very severe defects, but in fact are not. In one embodiment, local maximums
with an extent of less than about 0.04 are unmarked.

[0084] At block 238 a minimum pipe distance is enforced between local maximums. For example, if the pipe distance
between local maximums is less than or equal to a certain pipe distance, then only one defect is kept and the others
are unmarked. At a block 246, the logic accomplishes this by determining the largest local maximum in the pipe length.
Any other local maximum within a certain pipe distance to either side is unmarked at a block 248, At block 250, the
logic continues through the pipe length data set, locating the next largest remaining local maximum and unmarking
any other maximums within a certain pipe distance to either side.

[0085] Other checks to ensure the reasonableness of the identification of a defect may be performed as determined
necessary or desirable.

Calculate Total EQPS

[0086] Sufficient information regarding whether a defect is a circumferential or non-circumferential defect is available
from the data point Phase Profile values. To determine the percentage wall thickness remaining (and to relate that
information to actual defect depth), it is necessary to calculate a Total EQPS at each defect location. This step is
accomplished in FIGURE 7 at block 70. Referring to FIGURES 15A and 15B, the logic calculates Total EQPS for a
select defect at step 276 as the sum of both a circumferential EQPS (EQPS¢ge) and a non-circumferential or pitting
(EQPSyon.cire)- The EQPSyon.cire is an estimate of the phase change a non-circumferential wall loss would have
caused if it had been fully circumferential.

[0087] Both the EQPSggc and EQPSyon.circ @re adjusted to account for the defect being a long or short defect.
Because every defect appears twice in the recorded data--once as the exciter passes by the defect and once more as
the sensor moves by the defect--if a defect is longer than the sense-exciter coil separation, the two occurrences in the
recorded data will overlap by some amount. These are termed long defects. If the data does not overlap, the defect is
a short defect. Two defects can also result in a single larger peak when one defect is under the exciter coil while the
other is under the sensor coil. Care should be taken to ensure that only a single signal value is analyzed and not a
combination from a long defect. See FIGURES 44 and 45. Because circumferential defects tend to be long defects, it
is useful to assume this in determining the Total EQPS, but to continue to check the data to determine if the defect is
short as appropriate. Similarly, it is useful to assume that non-circumferential or pitting defects are short defects, and
verify as appropriate.

[0088] One possible way toimprove this assumption is to attempt to deconvolute the data. Convolution can be visually
described as sliding two functions past each other while multiplying the overlapping data points and determining the
area under the resultant curve. The reverse operation is deconvolution, i.e., ¢(n) deconvoluted with coil response g(n)
equal theoretical defect signal f(n). For discrete values such as our data samples, if ¢(n) equals convolution of f(n) with
g(n) then

P

c(n)= 3 f(n)*g(n-p)

p=—o

[0089] If we consider a theoretical defect signature data trace f(n), and model our sensor-exciter coil response g(n)
as two impulse functions separated by the sensor-exciter coil separation, the convolution of the two, ¢(n) would look
like the data of the present invention.

[0090] Hence, if actual data is deconvoluted by the coil response, theoretical defect response is obtained, and by
its width it can be determined whether the defect is long or short.

[0091] Deconvoluting data by a model of the coil response is not a trivial task, particularly since the summation in
the convolution/deconvolution makes the process extremely sensitive to noise which becomes cumulative and tends
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to make the solution unstable (i.e., result is all over the place and is not remotely like the theoretical response). In an
embodiment of the present invention, a theoretical defect response, f(n) is achieved by repeatedly guessing at a solution
for f(n), and then shifting the tool length T and adding it to itself creating h(n) = f(n) + f(n+T). If h(n) is similar to our
actual data, c(n), then f(n) is a reasonable theoretical defect response of c(n) and a good estimate of the signal de-
convolution. If h(n) is not similar to ¢c(n), the f(n) was a poor guess, and a small change should be made as a new
guess, until a good guess is made. In this manner a pseudo deconvolution of the signal data can be achieved.
[0092] Due tothe cumulative additive effect of noise, and the difficulty in correctly guessing at a pseudo deconvolution
f(n) for kilometers of data, the process must be simplified. One solution is to solve for f(n) for individual pipe lengths.
The process can further be simplified by only guessing at the first few data points in f(n), until a tool length, T, is covered.
Now, if f(n) is defined for n=0 to T-1, and h(0) = f(0) =f(T) and h(n) should be equal to ¢(n), therefore f(T) - ¢(0)-f(0)
which defines f(T). Similarly, f(T+1) = ¢(1) - f(I). Applying this equation, f(m+t) = f(m) - ¢(m) for m=0 to end of joint
creates a f(n) defined for the entire joint based on a guess of f(n) for n=0 to T. Now a determination is made whether
f(n) is a good guess at the theoretical defect response and deconvoluted signal. One approach is to determine the
variance or noise in f(n), and then change the initial guess a f(n) for n=0 to T-1 until the noise is minimized.

[0093] Referring to FIGURE 15A, EQP S r¢ is determined at a block 260, and EQPSygon.circ is determined at a
block 268. The two amounts are combined at block 276. Referring to a decision block 262, if the circumferential com-
ponent of the defect is short then EQPSg gc is set equal to the difference between the data point's Phase Profile and
the nominal phase Pyqy, at a block 266. If the circumferential component is not short, EQPSgr¢ is set equal to half
the same difference at a block 264. (For those defect maximum data points representing only a pitting component, i.
e., without a circumferential component, the difference between Phase Profile and PNOM will be zero resulting in
EQPSg rc being set equal to zero as well.

[0094] The logic moves from blocks 264 and 266 to block 268 where EQPSyon.cire IS calculated. Referring to a
decision block 270, if the data point phase value Pyt is equal to the data point Phase Profile value (i.e., no pitting),
then EQPSyon.cire I8 set to zero and the extent of the defect is set equal to 1.00 or 100%. If there is no equality at
block 270, then EQPSyon.cire- @nd extent are determined at a block 272. The logic continues from blocks 272 and
274 to the calculation of Total EQPS at block 276.

[0095] FIGURE 15B illustrates one embodiment of a method of calculating EQPSyon.circ @nd extent (block 272 in
FIGURE 15A). If the value of the defect's EQPSgr¢ is non-zero (meaning there is circumferential metal loss combined
with pitting), the calculation of the pitting EQPS is performed by essentially ignoring the circumferential portion of the
defect. This may be thought of conceptually as the equivalent of rotating the voltage plane orientation such that the
Phase Profile value used for the off Reference Curve data point becomes a new nominal signal (i.e., becomes located
at the intersection of the x-axis and the Reference Curve.) Therefore, the value of the defect's Phase Profile is used
to define the new nominal phase. In FIGURE 15B this is referred to as PP, now the nominal point of (1,0). The normalized
data point is referenced as point P'yct and A'pct.

[0096] In addition to ignoring the circumferential part of the signal, the signal must also be adjusted to account for
whether the defect causing it is long or short. The change in phase from the Phase Profile, and the change in In
(Amplitude) from the amplitude at the Phase Profile must be halved. One way to accomplish this signal rotation and
scaling is to normalize the data for pitting-only analysis is as described in FIGURE 15B.

[0097] Computationally, if the defect is a short defect at a decision block 290, then the various data points are nor-
malized at a block 294 so that the phase profile is at the rectangular coordinates of (1,0). The data point amplitude is
normalized by dividing by Ayon- The data point phase is normalized by subtracting Pygy. If the defect is not a short
defect at decision block 290, then corresponding normalized data point amplitude and phase values are determined
at a block 292. The logic proceeds from blocks 292 and 294 to a block 296. At block 296 the conventional RFT angle
o. is determined (equal to the new nominal phase), and the conventional RFT orientation angle 6 is determined by
converting the normalized data point signal into rectangular coordinates and measuring the angle 6 directly. The ori-
entation angle 6 is defined in RFT terminology to be the angular orientation of the defect trace.

[0098] At a block 298, the conventional RFT Phase Lag ¢ angle is determined using bisection to solve for ¢ from a
conventional mathematical RFT relationship of 8 =f(¢) such as:

B =tan~)| SO NEEO 3)
CosQ —¢ p)

It will be appreciated that several geometric solutions are possible. The EQPSyon.cire is set equal to the Phase Lag
¢ angle in block 298 as well. At block 300, the conventional RFT defect trace fractional circumferential extent q is
calculated as a function of ¢ and .. One such mathematical relationship is:
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-1
q= (e(p (sin@ - cotax — cos) + I) (4)

The extent is set equal to q in block 300 as well. For additional information regarding RFT theory and mathematical
equations relating these variables, see Remote-Field Eddy Current Signal Analysis In Small-Bore Ferromagnetic
Tubes, by David D. Mackintosh, David L. Atherton, and Sean P. Sullivan, Materials Evaluation, April 1993.

Calibrate Analysis

[0099] Referring back to FIGURE 7, the analysis continues to block 72 where one or more calibration factors are
determined. Although there is a direct relationship between phase shift and percentage metal loss, calibration is needed
1) to relate the calculated nominal signal to an actual nominal pipe thickness and 2) to relate phase change to an actual
pipe metal loss thickness (i.e., to understand the signal change caused by a known defect). By measuring the phase
change caused by a known circumferential defect in a calibration pipe of the same material and dimensions as the
investigated pipe, the depth of unknown defect areas can be determined in the investigated pipe. The accuracy of the
remaining analysis step at block 80 is thus dependent on the appropriate selection of calibration values. In preferred
embodiment, a combination of the methods below are used, compared, and combined in order to improve the calibration
estimates overall.

[0100] If possible, calibration information is determined from a sample portion of new pipe with a known manufactured
circumferential defect, where the calibration pipe is of similar dimensions and material properties as the inspected pipe.
If such a pipe is not available (which is often the case for waterlines), calibration can be made from an exhumed portion
of the actual pipeline that includes a defect. In either case, an RFT measurement device is pulled through the sample
pipe. The pipe nominal signal values Ppipe.nom: AriPE-Nom @€ noted, as well as the change in phase and amplitude
for a defect of known size.

[0101] Similarly, as a second alternative, a portion of unexhumed (though partially exposed) actual pipeline may be
used for calibration. A first measurement is taken with the RFT device fully within the pipe. Instead of calculating the
phase shift obtained from a known defect, however, a data measurement is taken with the measurement device halfway
outside the pipe. The signal change between the two readings is approximately equivalent to a 100% circumferential
short defect This signal change can then be used as a calibration value together with the wall thickness measured at
the test location. In cases where a length of PVC pipe section from a previous repair is positioned at a location in the
pipe, the above measurements may be made without requiring a dig, except the measurement regarding actual wall
thickness measure is not available. Another possibility is to take a reading with the tool completely in free air and use
the signal as a long 100% circumferential defect for calibration.

[0102] If calibration cannot be made using the above methods, it is possible to get adequate calibration information
from the RFT measurement data itself, assuming that the material properties (i.e., conductivity and permeability) of
the inspected pipe are in fact fairly homogeneous throughout the pipe, and by making assumptions about one or more
defects.

[0103] This is accomplished in one embodiment by assuming that a certain percentage of the most severe pipe
defects are 100% through-holes. Referring to FIGURE 16, at a block 306 a sort is made of the Total EQPS amounts
within the pipe length. Ata block 308 a certain percentage of the largest EQPS amounts are removed from consideration
as representing 100% through-holes. Ata block 310, an EQPS calibration amount, EQPS. 5, is set equal to the largest
remaining Total EQPS value.

[0104] As yet another alternative, a theoretical calibration value and a theoretical nominal value may be calculated
using the standard eddy current equations and assumed conductivity and permeability values. This system is best
used only when a small portion of a pipeline has significantly different material properties or size than the rest of the
pipeline and insufficient information is available to use any of the other methods. This technique may be used further
to verify the results of the other methods since permeability varies greatly between different pipelines.

Analyze Defects

[0105] Upon defining calibration amounts, assessments of wall thickness may now be made at any point along the
pipe length. There are numerous values that may be calculated and displayed. In addition to the basic calculation of
remaining wall thickness at a particular defect location, three other terms are useful: the Joint Average Remaining Wall
(JARW), the Local Average Remaining Wall (LARW), and the Defect Area Remaining Wall (DARW). The term JARW
is reflective of the average percentage remaining wall thickness for a particular pipe length (joint). FIGURE 17 illustrates
one way in which this average value may be defined at a block 314. As shown;
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(100)

-.JARW = 100A) - EQPSAVE . EQTSCAL (5)

where EQPSpyg = EA¥L2PNOM and P,ye is the average phase value of the pipe length based on a summation of all
phases divided by the tGtal number of phase values in the pipe length. The term EQPSyg is an indication of the
average pipe length condition.

[0106] The term LARW is reflective of the percentage amount of circumferential wall loss (usually indicative of cor-
rosion or manufacturing variation) at a defect location. FIGURE 17 illustrates one way in which this average value may
be defined at block 316. As shown:

(100)

LARW = 100% - EQPScinc - Egps — )

[0107] Term DARW is reflective of the percentage amount of total wall loss at a defect location. FIGURE 17 illustrates
one way in which this average value may be defined at block 318. As shown:

(100)

DARW = 100% - (EQPS 5 jps +EQPSyon.ciRG)- EQPS, 4

[0108] Referring back to FIGURE 7, the analysis results are provided to the analyst for review at block 78. This
information may be shown in a myriad of ways, including a voltage plane display, a strip chart printout, a text listing,
etc. In addition, the results of the analysis can be saved as a text file, a drawing file using GIS information (i.e., a DXF
file), or a common separated values (CSV) file. Virtually all of the terms used or calculated in the method are available
for output.

[0109] Referring back to FIGURE 7, it is desirable to include a block 80 in which the output results are checked or
verified in some manner. One method of checking is to perform a "result variance estimate". By assuming a measure-
ment error in amplitude and phase are negligible for pipe lengths without corrosion and those at the tip of the defect
trace are given by Aa and Aa, respectively. It is further assumed that both Aa and Ac. are small quantities so that first
order approximation is valid. To the first-order approximation, the errors in defect depth and circumferential extent may
be given, respectively, by

sin’¢ a(a- cosa)Aa —sinada

a®sin’a 1P\/’2_sin(q, N %)e—v :

Ap = (8)

and
Aa 2 .
Ag=(q- 1); +acos(o-@)cscpAn-acsc PsinaAQ 9

Computer Program

[0110] Referring to FIGURES 18-47, an embodiment of a computer program formed in accordance with the present
invention is provided, in which aspects of the above-described method is implemented. The program is presented
herein as a stand-alone system stored in a personal computer, though it may be arranged to be accessed from a server
or within a local area network (LAN) configuration. The essential system arrangement requires a computer having
input/output capability, memory, and a central processing unit. A user loads a computer application program formed
in accordance with the present invention into the computer memory where it is available for execution. The user addi-
tionally provides one or more input files of RFT raw data.

[0111] Upon activating the program, the user is provided with a graphical user interface (GUI) display screen through
which the user can manipulate the RFT raw data into meaningful information regarding pipeline defects, particularly
regarding the location and size of defects and their respective remaining wall thicknesses. The user can view the results
of the data manipulations through various display means, e.g., monitor, printer, plotter, etc. While Visual C++™ is the
preferred GUI programming language of the present invention, it will be appreciated that other event-driven GUI pro-
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gramming languages may be used.

[0112] In a preferred embodiment, the computer application program is provided to the user on a floppy disk or other
data storage device. The user then installs the program software in a PC having a Windows 95 operating system by
conventional key selections such as via the Start Menu - Run command or by double-clicking a Setup file via Windows
Explorer. Once the program is installed, it can be launched by double-clicking its associated icon or using other con-
ventional means. It will be appreciated that other operating systems, and methods of installing and invoking the software
may be used.

[0113] Referringto FIGURE 18, upon launching the program, a display window appears having a Main Menubar 400
and a Button Bar 402. These bars provide a number of options to the operator for analyzing and displaying RFT pipeline
data. By clicking on a menu item or by using the keyboard to highlight an item, a drop-down menu appears within which
the user may scroll to choose from further selections. In the illustration of FIGURE 18, the Main Menubar 400 includes
items of "File", "Display”, "Zoom", "Tools", "View", "Window", and "Help". Prior to having opened a file for analysis, the
Main Menubar choices are preferably limited to "File" and "Help" only. The Button Bar 402 includes selectable buttons
for accessing those features used frequently.

[0114] When "Eile" is highlighted, a drop-down menu is presented with a list of generic file manipulation selections:
Open, to open a data file; Print Setup, to alter printing options; and Exit, to close all files and exit the program.
[0115] To begin working with a file, the user selects File-Open. A display is provided showing the data files currently
accessible to the program and the user. Once a data file is opened, other File menu selections become available, for
example, a Print command and a Close file command. After a valid data file has been opened, the program activates
the other menu choices so that the user can begin analysis and manipulation of the data. Upon opening a data file, a
blank interactive stripchart window 558 in FIGURE 19 is displayed on the computer monitor screen. Using the Display
features described below, the user can request the program to display the input data of the newly-opened file in the
Strip Chart window. FIGURE 19 is an example of selected data from a newly opened file. Once the user has progressed
through an analysis of the data, two other main interactive windows become available--a Data Explorer window 560
and a Voltage Plane window 562. These items are discussed below with reference to FIGURE 39.

[0116] The Tools selection in the Main Menubar 400 is the primary selection for manipulating and analyzing the data.
The Tools selection is discussed below with reference to FIGURES 20-30. The Display selection allows the user to
alter display parameters and is discussed below with reference to FIGURES 31-37. The View selection provides access
tothe otherinteractive windows and is discussed below with reference to FIGURES 38 and 39. The remaining selections
of "Zoom", "Window", and "Help" provide information similar to conventional Zoom, Window, and Help selections.
[0117] When "Tools" is selected, a drop-down menu 403 of further selections is provided, such as the one illustrated
in FIGURE 20. The Tools menu is basically a listing of analysis steps, including "Filter Data", "Select Feature Templates",
"Locate Features", "Prepare Joints for Analysis", "Prepare Defect Areas for Analysis”, "Analyze Data", "Create Analysis
Results Text File", "Create Analysis Results DXF File". Because there is an order to the analysis, the selections under
Tools are preferably available only after the user has progressed through the proceeding steps. Therefore, some later
steps are grayed out (unavailable) until the preceding steps have been completed. For example, when a data file is
first opened, the only Tools selection available is the Filter Data selection. Once the data is filtered, both the Filter Data
and the Select Feature Templates selections are available. Preferably, completed steps have a checkmark displayed
next to them on the Tools drop-down menu. It is possible to go back and redo a previous step if so desired (though,
doing so will invalidate the results of the subsequent steps that have been done).

[0118] Upon selection of Tool-Filter Data, an interactive display window 404, such as the one illustrated in FIGURE
21 titled "Filtering, Smoothing, and Decimating" appears. In one area of the display window, various Data Conditioning
options 440 are presented for modification by the user. In the illustration of FIGURE 21, the user can activate a median
filter and modify its level using an entry box 444, select degrees of phase rotation using a selection 446, activate and
select a level for a moving block average filter using an entry box 448, and activate and select a decimation factor at
a data decimation entry box 450. The values identified in the Data Conditioning area 440 are used as inputs in the
method described above in reference to the filtering, decimating, and smoothing steps of the Prepare Data block 62
shown in FIGURE 7. Selection of a Start button 452 initiates the filtering, smoothing, and decimating of the input data
according the method shown and described in reference to block 62 in FIGURE 7.

[0119] Referring back to FIGURE 20, upon selection of Tools-Select Feature Templates, an interactive display win-
dow appears such as the one illustrated in FIGURE 22. A Templates Used box 460 is provided. When a file name is
shown in box 460, a list of its individual templates for that file is provided in a listbox 462. These templates are then
used an inputs to block 64 of FIGURE 7 and particularly block 110 of FIGURE 9. By activating a Browse button 466,
the program searches the appropriate files and allows the user to select a template file. The template is then listed in
a selection area 470 with its file name displayed in block 461. The user can select entries from the available templates
selection box 470 and add them to a templates used listbox 462 by highlighting the entry and then clicking on an Add
button 468. A preview area 474 allows the user to view the template shape and other characteristics. After clicking the
Add button 468, the template name appears in the templates used listbox 462 where all the templates to be used in
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the files are listed. Three buttons are available in area 464 to Delete, Rename, and add New templates to the templates
used listbox.

[0120] If the New button is selected, a display screen 465, such as the one shown in FIGURE 23, appears. The user
enters a name in an entry box 461. The user then clicks on a Select button 463 that changes the mouse cursor control
to a copy mode. In the copy mode, the mouse may be used to select and copy information directly from the strip chart
window 558 and place it in a view window 467. Since all data points in the stripchart include basic information as to
their location and values, the copied portion contains sufficient information for use as a feature template. Clicking an
Add button 469 results in the template name being transferred to the template list in the templates used listbox 462 in
FIGURE 22. A Close button 471 may be clicked to exit the Select New Templates display and return to the screen of
FIGURE 22.

[0121] Referring back to FIGURE 22, when the user is satisfied with the selected feature templates, clicking on an
OK button 472 causes the program to store the templates displayed in the templates used listbox 462 for later use in
method step 64 of FIGURE 7.

[0122] Referring back to FIGURE 20, once the tasks of Filter Data and Select Feature Templates have been com-
pleted, the user selects Tools-Locate Features. An interactive display window 473, such as the one shown in FIGURE
24, is provided. This window allows the user to pre-define various template matching parameters. A Match value can
be set at an entry box 476, as well as maximum and minimum scaling factors at entry boxes 477 and 478. These values
are provided to define the Threshold_Amount, and scaling limits, respectively, discussed above with regard step 64 in
FIGURE 7

[0123] Referring back to FIGURE 24, a matching method area 479 is provided that allows the user to activate iterative
template matching and to pre-define the number of iterations and the number of templates added per iteration. Should
the user elect, a defaults button 480 can be selected to allow the program to use default entries. If the Matching method
box is checked, the values of Number of iterations 481 and Number of templates added per iteration 482 will be used
to define the same in the subsequent performance of the template matching method steps.

[0124] Once the user is satisfied with the template matching parameters and matching method iterations, the user
clicks on a Match Template button 483 and the program locates template matches in the file as described above with
reference to the methods of FIGURES 9 and 10. Once template matching is complete, control returns to the display
window 473 where the user can click on a Report button 484 to review the results of the template matching. FIGURE
25 illustrates an example template matching report 485 that lists various results of the matching routine calculated by
the method. Shown is a listing of the number of matches found, the average distance between matches, the minimum
and maximum distance between two matches, the distance from the start of file to the first match, the distance from
the last match to the end of file, the average match value at matches, and the average match value throughout the
file. Clicking on an OK button 486 returns the user to the prior display window 473. Clicking on a Done button 488 in
a display window 473 ends the template matching step.

[0125] Continuing in the analysis, the user next selects Tools-Prepare Joints for Analysis from the tools menu
408. An interactive display window 489 such as the one shown in FIGURE 26 is provided in which the user can alter
parameters used in parsing the data into pipe lengths and in determining nominal and Phase Profile values. The range
of pipe length prepared is shown in an entry box 490. Later, re-evaluation of nominal signal may cause one or more
of the pipe lengths to be re-prepared. The user may enter a nominal phase determination using an entry box 491. The
numerical amount shown in the entry box 491 is the value that will define the nominal phase value Pygy used in the
analysis at block 52 of FIGURE 7.

[0126] Clicking on a Suggest button 492 will result in a phase histogram display 493 such as the one shown in
FIGURE 27. The program creates the histogram by counting the number of data points at each represented phase
value in the selected data range and displaying a plot of the count verses phase value. An indication bar 494 is provided
in the histogram at the point for which a default percentage of phase values will be less than nominal. The phase value
of the indication bar 494 is calculated using the method described above with reference to block 160 shown in FIGURE
11. Upon clicking an OK button 496, the user is returned to the Prepare Joint For Analysis display 489 of FIGURE 26,
with the phase value of the indication bar 494 being inserted into the entry box 491. An alternative means of selecting
the nominal phase is to define a data point by an index or location and to then use its phase value.

[0127] Referring to FIGURE 26, a Trace Fitting entry box 495 is available for the operator to enter a percentage of
data points to lie outside the circumferential Reference Curve in the method step of block 174 of FIGURE 11. A Phase
Profile entry box 496 is available to allow the user to adjust the NOMINAL_THRESHOLD margin discussed previously
and shown in FIGURE 12. An Extrapolation Phase Profile entry box 497 allows user-entry of a particular
REFERENCE_CURVE_THRESHOLD margin (shown in FIGURE 12). An Extent entry box 498 allows user-entry of a
particular EXTENT_THRESHOLD (also shown in FIGURE 12)

[0128] Once the user is satisfied with the parameters to be used in preparing the joints for analysis, he or she clicks
on a Start button 500 This causes the program to proceed through the selected data range, parsing the data into pipe
lengths, determining the nominal values, and determining the Phase Profile of the pipe length data points. The values
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shown in the entry boxes 490, 491, 495, 496, 497, 498 are used in this analysis as described above.

[0129] The logic of FIGURE 7 indicates that a selected data file is first parsed into pipe-lengths and then a complete
analysis is performed on a joint-by-joint basis. As implemented in the described computer program, the logic instead
proceeds by accomplishing a single task at each pipe length before moving to the next task. Either arrangement is
acceptable. In the embodiment of a computer program, however, it is easier for the user to sequence through a limited
number of analysis steps as opposed to sequencing through a potentially very long list of pipe lengths. However, means
for the user to modify the analysis of individual pipe lengths should be supported. In a preferred embodiment, such
means is supported by the Data-Explorer window.

[0130] Continuingon inthe analysis, the user next selects Tools-Prepare Defect Areas for Analysis and a display
window 501 is provided such as the one illustrated in FIGURE 28. The user is required only to initiate the start button
502 and the program will locate potential defects and determine the total EQPS at each defect using a method such
as that described with regard to block 70 shown in FIGURE 7. The status bar 503 indicates the progress of this step
as it is being completed.

[0131] Having completed preparing the defect areas, the user next selects Analyze Data from the Tools menu. This
causes a display window 504 to appear, such as the one shown in FIGURE 29. The operator can select a calibration
phase and percentage defect depth at entry box 505 or 506, respectively, thereby defining the linear relationship be-
tween EQPS and a defect depth Alternatively, the user may click on a Suggest button 507, and the program will calculate
a calibration value using the defect EQPS calibration method discussed above with regard to step 72 shown in FIGURE
7. Clicking on Suggest 507 additionally causes a histogram 508 to be displayed such as the one shown in FIGURE
30. The histogram is calculated by counting the number of Total EQPS values at the same phase value and plotting
the numbers counted versus degrees of phase and indicating the suggested EQPS value to use for calibration.
[0132] Similarly, in window 504 of FIGURE 29, the user can click on a default button 509 and the program will select
and use default calibration information. To initiate the analysis of the data, the user clicks on a Start button 510. Since
all of the required parameters and input values are now available, the program can analyze the defects according to
the methods described in step 74 shown in FIGURE 7. Afterwards and referring back to FIGURE 20, the operator may
select the tasks of downloading the data result into a text file via Tools-Create Analysis Results Text File. The operator
may also choose to download data results into a Drawing eXchange Format (DXF) file via selection of Tools-Create
Analysis Results DXF File. This is particularly useful in downloading GIS information (if sufficient amounts have been
entered and analyzed as described below).

[0133] Once the analysis is complete, the selected data file has been analyzed in accordance with the present in-
vention method and is now ready to be reviewed and manipulated by the operator at the display monitor. A useful
feature of this program's user interface is that it allows the user to display certain aspects of the analysis, alter one or
more of the various analysis parameters, and redo the analysis using the altered parameters. In this way, the operator
can "play" with the data analysis and results.

[0134] Referring to FIGURE 31, when "Display" is clicked on, a pull-down menu 511 appears to provide the user
with an opportunity to customize various display features. Shown in FIGURE 31 are the selections of Preferences, Set
Offsets, and Defect information. Once an analysis has been performed using the Tools selection, a Sorting selection
is made available under the Display selection as well.

[0135] Initial selection of Display-Preferences results in a relatively blank interactive display window, such as the
one illustrated in FIGURE 32. Through this window the user can alter various display parameters for the stripchart.
The Preferences window changes depending on whether a stripchart is the active window or Data Explorer is the active
window (described below with reference to the View selection).

[0136] Referring to FIGURE 32, on the left hand side is an area 520 titled Displayed Traces which will list the traces
displayed on its corresponding stripchart. It is empty in FIGURE 32 because no traces have yet been selected. On the
right hand side is an area 522, titled Trace Types, that lists the types of items that may be chosen for display on the
stripchart. The user may also select from various data channels should more than one be available. Add and Remove
buttons 524, 526 are available for adding or removing traces to or from the Displayed Traces list. Each listed display
trace has a corresponding set of preferences at an area 528 made available when a trace is highlighted. A Display
area 529 allows the operator to alter the display of division lines (i.e., the horizontal dashed lines in the strip chart
display).

[0137] Once the operator has selected the strip chart preferences, he or she may save the display parameters by
clicking a Save Display button 530. Conversely, the operator can load a particular stripchart display trace file by clicking
on a Load Display button 532. Once the operator has modified the strip chart preferences as desired, the operator
selects an OK button 534 and the changes are incorporated into the corresponding display. FIGURE 33 is a sample
Stripchart Preferences window showing traces of Amplitude, Phase, In-phase, and Quadrature from various channels.
Each trace has a color identification box 536 illustrating the color that the trace will have on the stripchart display 558
of FIGURE 39.

[0138] Using the Stripchart Preferences window, the user can further cause a text block and graphical indicator to
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appear on the stripchart at a match feature or pipe defect location under certain circumstances. FIGURE 34 illustrates
such a display for a feature match. A template name 540 is shown that was used to make the feature match. A location
542 in meters is shown relative to the start of the data file. An index 544 is shown that is the number assigned to that
piece of data. A match 546 is shown corresponding to its calculated Match_Difference_Factor. In FIGURE 35, two
Defect Text areas are shown as they appear on the stripchart at their respective defect locations. The above-calculated
terms of LARW, DARW, and Extent are provided for each Defect Text. See above for description and calculation of
these items.

[0139] Selection of Display-Defect Information on the Display Menu 571 in FIGURE 31 results in a defect summary
display 547 such as the one shown in FIGURE 36. The summary includes the data point index; the data point location
the defect type, the defect circumferential phase change with respect to nominal; the one-sided EQPS phase change
(i.e., EQPSyon.cire); the circumferential extent; the phase calibration factor used; and the defect area remaining wall
percentage.

[0140] Referring back to FIGURE 31, a Display-Sorting selection is made available once the analysis steps of the
Tools menu have been completed. Selection of Display-Sorting results in the display of a Sort/Filter Results window
such as the one shown in FIGURE 37. The majority of the features available in this window are for determining the
order in which results of the analysis are shown, and limiting the number of results displayed in the Data-Explorer
window.

[0141] FIGURE 38 illustrates the pull-down menu 548 obtained from selecting the View option in the Main Menubar
400. By selecting View-Data-Explorer, an active spreadsheet window 560 is displayed such as the one shown in the
lower left hand corner of FIGURE 39. The Data-Explorer window 560 is capable of handling huge amounts of data.
This window may be organized in various ways so that the data and the analysis results are easily managed. By
selecting View-Voltage Plane, a voltage plane display 562 is provided such as the one shown in FIGURE 39 in the
upper right hand comer. The voltage plane window displays whatever relevant data is shown in the stripchart window
558. The stripchart display 558 is located in the upper left hand comer. Further, by selecting View-Analysis, an Analysis
display box 564 is shown in the lower right hand comer of FIGURE 39. Using the four windows shown in FIGURE 39,
the operator can view various aspects of the data and the analysis results.

[0142] Of particular interest is a feature provided regarding the voltage plane window 562. Referring to FIGURE 40,
when the cursor moves to a new entry in the Data-Explorer window, the voltage plane window will change to display
the feature at the new cursor location. Likewise, when the cursor moves to a new feature in the stripchart window, the
Data-Explorer window also moves to display that same data as does the voltage plane as well.

[0143] When the view in the voltage plane display is changed at a block 566, inquiry is made at a decision block 568
as to whether the data in the stripchart window from the new location represents a distance of less than a single pipe
length amount of data. If so, the program draws all of the data corresponding to the cursor location in the voltage plane
at a block 572. If not, the program draws only the joint data corresponding to the cursor location in the voltage plane,
at a block 570. Inquiry is then made at a decision block 574 as to whether all necessary variables are available for the
data shown in the voltage plane. The necessary variables are those determined by performing the method steps 66,
68, 70, and 72 described above. If not, the voltage plane display continues as is.

[0144] If so, the RFT analysis is performed at a block 576 in accordance with the method of step 74. These results
are displayed at a block 578 in the voltage plane window 562. In addition, the program includes a display in the voltage
plane of the nominal signal, the Phase Profile point, a line connecting the nominal signal and the Phase Profile point,
the maximum defect trace data point, and a line connecting the maximum defect trace data point with the Phase Profile
point. This display gives a very clear indication of the circumferential and pitting components of a particular defect.
This is useful for an operator in quickly determining whether the analysis at that location was reasonable or askew.
With this graphical display of the two-step analysis, even a non- or semi-skilled operator can quickly determine whether
the results of the automated analysis can be trusted.

[0145] Also, of particular interest is a feature provided when the Data-Explorer window is the active window (560 in
FIGURE 39). The data displayed in the Data Explorer window is filtered based upon user preferences. The user spec-
ifies the primary type of data viewed by selecting his or her viewing preference using an option list 561. The user select
to view features, defects or joints. Based on the user selection 561, the user may additionally view none, one or both
of the remaining alternatives by means of checkboxes 563A and 563B. In FIGURE 39, the user has elected to display
defects 561 and joints 563B. In the preferred embodiment illustrated in FIGURE 39, the user can further customize
the display in the Data Explorer window by specifying which columns are to be displayed for a given category. Preferably
a user interface, such as the one illustrated in FIGURE 41 is provided for the user to determine which columns are to
be displayed.

[0146] As shown in FIGURE 41, for a given category, the user may choose whether or not to display the available
items for the specified category. The following items are common to all categories: type; entries; index; meters; feet;
Geographic Information System (GIS); date; time and operator. Type is the category for which the data is listed (e.g.,
feature). Entries allows for changes to be made to the data while still allowing the original data to be viewed. Index
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refers to the index given to the data point. Meters is the measurement in meters from the start of the run to where the
data is located. Feet is the measurement in feet from the start of the run to where the data is located. GIS is a geographic
coordinate (X, Y, Z) of the data. Date refers to the date that the data was gathered. Time is the time that the results
were calculated. Operator is the name of the operator that entered the result, or a reference to the fact that the result
was automatically generated by the program. if more than one category is displayed, the common data is only displayed
once.

[0147] In addition to the common data described above, there is specific data for each category. The specific data
was calculated during the analysis of the data described above in reference to FIGURE 7. If the operator elects to
display joint data, the operator may display any or all of the following additional joint data: average phase change; joint
average remaining wall, error joint average remaining wall; calibration factor, nominal phase; and amplitude offset.
Average phase change is the joint average change from nominal phase. It is used in conjunction with the calibration
factor to calculate the joint average remaining wall (JARW); JARW is the average remaining wall thickness of the joint
based on an analysis of the average phase in the joint. JARW is usually expressed as a percentage of nominal wall.
Error joint average remaining wall (Err. JARW) is the absolute error for JARW expressed as a percentage of nominal.
Calibration factor is a phase value in degrees representing phase change for a through wall fully circumferential hole.
Nominal phase (Nom. Phase) is the phase signal from a nominal piece of pipe, which is used for reference for the
analysis. Amplitude offset (Amp. Offset) is the offset made to the amplitude to determine the nominal signal used for
the analysis of the joint.

[0148] The specific items related to features include: comment; match value and flag. Comment is the first word in
the name of the template that matched the feature. Match value indicates the accuracy of the data match to the template.
Flag is an area for operator defined data.

[0149] The following options can be displayed for the defect category. phase change; amplitude change; nominal
phase; phase profile; circumferential phase change; error circumferential phase change; local average remaining wall,
error local average remaining wall; one sided equivalent phase change; error one sided equivalent phase change;
circumferential extent; defect area remaining wall; error defect area remaining wall; defect area description; comment,
and flag. Phase change is the change in the phase from nominal signal caused by a defect area, feature, or other
observed item. Amplitude change is the change in the amplitude from nominal signal caused by a defect area, feature,
or other observed item Nominal phase is the phase signal from a nominal piece of pipe, which is used for a reference
for the analysis. Phase profile is the phase signal the defect area would cause if only general circumferential metal
loss is considered (l,e., no one-sided metal loss). Circumferential phase change is the change caused by general
circumferential metal loss (i.e., ignoring one-sided metal loss). Error circumferential phase change is the absolute
phase error for circumferential phase change. Local average remaining wall (LARW) is the remaining wall thickness
in a defect area after accounting for the circumferential loss component. LARW is usually expressed as a percentage
of nominal wall. Error local average remaining wall is the absolute error for LARW One sided equivalent phase change
is the phase change a one sided defect (i.e., pit) would cause if it was extended around the entire circumference (i.e.,
the phase change a circumferential defect of equivalent depth would cause. Error one sided equivalent phase change
is the absolute error for a one sided equivalent phase change. Defect area remaining wall (DARW) is the minimum
remaining wall thickness in a defect area as determined by combining the general circumferential loss with the pitting
loss. DARW is usually reported as a percentage of nominal with a circumferntial extent between 0 and 1.00, where
1.00 covers the entire circumference, 0.50 covers half, etc. Error circumferential extent is the absolute error for cir-
cumferential extent. Error defect area remaining wall is the absolute error for DARW. Defect area description is a short
description for a defect, wall loss, and/or pitting.

[0150] By selecting an item in the data explorer, a popup menu is displayed that allows the operator to select GIS
points. In a preferred embodiment, a user interface allows the user to define start or end GIS X, Y, and Z coordinate
of the selected item in the data explorer window, anchoring that particular point in the data to that GIS coordinate.
Alternatively, the user can enter the GIS coordinates in the data explorer window. Once two or more GIS anchoring
points have been defined the user can elect to calculate the GIS start and end coordinates of any item in the data
explorer by using a Calculate GIS option

[0151] Once the GIS coordinates of all the results of the analysis have been defined, the results can be exported in
a graphical drawing format, such as a Drawing eXchange Format (DXF) file, which can be imported into any number
of commercially available drawing programs and databases, such as "AutoCad." This graphical display of the resuits
of the analysis formed in accordance with the present invention, makes it possible for municipal engineers to combine
the results of an RFT evaluation of a water line with their drawing database of the line. The DXF drawing is also a
useful and intuitive way of summarizing the condition of a line.

[0152] The DXF file is created by using the Tools - Create Analysis Results DXF File menu item (FIGURE 20). The
DXF file is created as described in FIGURES 42 and 43, where the start and the end GIS location of a joint a rectangle
is displayed in a color representing the joint average remaining wall (JARW) value. See FIGURES 46. Likewise, at
each defect reported, two circles are drawn at the defect GIS coordinate, the outer one colored to indicate the local
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average remaining wall (LARW), and the inner one the defect remaining wall (DARW). Features not analyzed are
shown using a different color, e.g., gray and using a different shape, e.g., rectangle. Preferably, a legend defining the
colors and shapes is also displayed.

[0153] As will be appreciated from the above, the present invention is a powerful tool for analyzing a massive amount
of RFT raw data. This greatly reduces the amount of paper plots required for subsequent manual examination. The
invention uses some of the thought processes of a skilled technician experienced in the RFT technique and also adds
the unique aspects described above. The present invention as embodied in a computer program accomplishes this
while greatly reducing the analysis time. In addition, the method and its software implementation reduces subjectivity
in the analysis and improves its resulting accuracy.

[0154] While the preferred embodiment of the invention has been illustrated and described, it will be appreciated
that various changes can be made therein without departing from the spirit and scope of the invention. For example,
the method and program may be used for analysis of other ferrous pipes (e.g., small bore pipes) in addition to use with
the typically large pipes found in water, sewage, gas, and oil pipes. In fact, the method may be used on virtually any
RFT data sets taken in industrial piping.

Claims

1. A method of determining pipeline defects using remote field eddy current measurement data, the method com-
prising:

(a) identifying one or more portions of the data for analysis;

(b) determining a nominal phase and a nominal amplitude for the portion;

(c) determining circumferential and non-circumferential components of the data,
(d) locating potential defects in the data portion;,

(e) analyzing the potential defects.

2. A method determining pipeline defects using remote field eddy current measurement data, the method comprising:

(a) calculating a Phase Profile for the data,

(b) locating potential defects in the pipe length using the Phase Profile;

(c) determining for each defect a total equivalent phase shift as a combination of a circumferential equivalent
phase shift and a non-circumferential equivalent phase shift; and

(d) using the total equivalent phase shift to characterize the defect.

3. A method of determining pipeline defects using remote field eddy current data obtained from inspection of a pipe-
line, the method comprising:

(a) parsing the data into portions representative of individual pipe lengths;

(b) analyzing the data including calculating a Phase Profile for the data points within each pipe length, locating
potential defects in the pipe length, and determining for each defect a total equivalent-phase-shift as a com-
bination of a circumferential equivalent-phase-shift and a non-circumferential equivalent-phase-shift; and

(c) determining defect characteristics using the total equivalent-phase-shift.

4. A method of determining a total pipeline wall loss indication, the method comprising: determining circumferential
pipe wall loss, determining non-circumferential pipe wall loss, and combining the circumferential and non-circum-

ferential pipe wall losses to result in the total wall loss indication.

5. A computer program comprising computer code means adapted to perform the steps of the method of Claim 4
when said program is to run on a computer.

6. A computer program as claimed in Claim 6 embodied on a computer readable medium.

7. A method of determining a nominal phase for a remote field eddy current data set containing data points having
actual phase values, the method comprising:

(a) sorting the actual phase values;
(b) removing a percentage of the sorted actual phase values representative of a thicker wall; and
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(c) defining the nominal phase as equal to the remaining actual phase value representative of a thicker wall.

A method of determining a nominal amplitude for a data set containing data points having actual amplitude values,
the method comprising:

(a) calculating a data point phase difference for each data point, the data point phase difference being the
difference between the actual phase value and a predefined nominal phase;

(b) calculating a data point amplitude difference for each data point, the data point amplitude difference being
the difference between the data point phase difference and the natural log of the actual amplitude;

(c) sorting the data point amplitude differences in ascending order;

(d) removing a percentage of the smallest data point amplitude difference; and

(e) defining the nominal amplitude as equal to the inverse natural log of the smallest remaining actual data
point amplitude difference.

A method of determining a nominal amplitude for a data set containing remote field eddy current data points having
actual amplitude values, the method comprising:

determining a nominal amplitude such that the phase-shift is always greater than or approximately equal to
the amplitude shift, and the amplitude shift is as large as possible, where the phase shift is defined as the difference
between the remote field eddy current data point's phase and the nominal phase, and the amplitude shift is defined
as the difference between the log of the data point's amplitude and the log of the nominal amplitude.

A method of characterizing defects in a set of remote field eddy current data points having actual phase and
amplitude values, the method comprising:

(a) defining a nominal phase and nominal amplitude,

(b) defining a reference curve; and

(c) defining a profile for the data points for use in determining whether the data point is characteristic of a non-
defect, a circumferential loss, or a non-circumferential loss; wherein:

(i) data points located within a first set of predefined limits are considered non-defects;
(i) data points located within a second set of predefined limits are considered circumferential losses; and
(iii) data points outside of the second set of predefined limits are considered non-circumferential losses.

A method of determining pipeline defects in remote field eddy current data having actual phase and amplitude
values, the method comprising:

(a) determining circumferential defect depth and extent using a circumferential equivalent-phase-shift;

(b) determining non-circumferential defect depth and extent using a non-circumferential equivalent-phase-
shift; and

(c) calculating a total defect depth and extent as a combination of the circumferential equivalent-phase-shift
and the non-circumferential equivalent-phase-shift.

A method of calibrating pipeline defects using remote field eddy current measurement data obtained from an
inspection tool having traversed a pipeline, the method comprising:

(a) determining nominal phase and amplitude values for a representative section of exposed pipeline having
no defects;

(b) placing a defect in the exposed representative pipeline; and

(c) determining phase and amplitude values for the defect; wherein the nominal and defect phase and ampli-
tude values are used as calibration data points

A method of calibrating remote field eddy current data obtained from an inspection tool having traversed a pipeline,
the method comprising: determining a calibration factor which would result in a predefined percentage of data

being regarded as having 100% wall loss, and applying the calibration factor

A method of determining a calibration value for remote field eddy current measurement data, the method compris-
ing:
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(a) determining the location of defects represented in the data;

(b) calculating for each defect a total equivalent-phase-shift as a combination of a circumferential equivalent-
phase-shift and a non-circumferential equivalent-phase-shift;

(c) sorting the total equivalent-phase-shift amounts:

(d) removing a percentage of the largest total equivalent-phase-shift amounts; and

(e) setting a calibration value equal to the largest remaining total equivalent-phase-shift amount.
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