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(57) AUSTRACT 

An approximate message authentication code (AMAC) 
which, I ike conventional message authentication cod(:s, pro
vides nbsolute nuthenticntion of the origin of the me~~age , 

yet provides an npproximme integrity check Jor the content 
of the message. 'lbe approximate iutegrity chL"Ck will be 
computed probabilistically and will likely be the same for 
messages hnving only a smnll percentage of differelJl bit~. A 
distance measure on the AMACs, such as a "Iamming 
distauce mcasure, may be used to detcrmine wh(.1hcr the 
number of bit dil1crcnces between the messnges is likely to 
be within an acc(.l'table amouut. 'Ibe AMAC is a probabi
llstlc checksum hased on a shared key. The AMAC uses the 
message nnd n shnrcd key ns inputs. Optionally, an initial 
value may nlso be used ns nn input. In one vcNion of the 
invention, the d.1tn in the message Marc pennuted nnd 
nmmgcd (physicnlly or Jogicnlly) into n table Imving IAI bits 
in cach column and '1'2 rows, where T is may be an odd 
integer. The pcmmted data arc masked, for example, 10 

genernte an unbiased, independent, identically distributed 
set of bits (Is and Os). Taking T rows at a time, the majorilY 
bit vallie for each column is determined and that majorily 
value is used to generate a new row. This procedure is 
repeated on the T lK'W rows of majority bits. 'Ibe rL'Sulting 
IAI bits is the AMAC 

23 Claims, 10 I)rawing Sheets 
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M.:TIIO)) AN)) nEvICf: FOR GENERATING 
APPROXIMATE MESSAGE 
AUTIlt:NTlCATION ConES 

RELATED APPLICATION 

-Ihis application is 11 div isional applicmion o["pplicmion 
Ser. No. 09/458,336, filed Dec. 10, 1999 now U.S. Pm. No. 
6,851,052. 

2 
determine any pre-image that hashes to that val ue. Another 
lype uf ha~h fUllclion is a cullision r~iS1<l1l1 hash fUllct iun. 
One important feature of a col1ision r'-'S istant hash function 
is th;lt it is computationally intractable to generate two 
pre-images which hash 10 the same hash value. In a typical 
collision-frec, one-way hash function, a change of one bit 
between pre-images results in an expcctation that each bit of 
the hash has abom a SOOIo chance of changing. Therefore, 
even a s ingle bit differcnce results in an entirely different 

This application claims the benefit of U.S. Provisiollnl 
Patent Applicat ion Ser. No. 60/ 11J ,771 entitled "Approxi
mate Message Authent ication Cock-s" for Richard F. Grave
man, filed on eke. 10, 1998. The contenlS of this Provisiotl.1.1 
Patent Application are incorporated herein by reference. 

to hash value. 
A secret key is typically a large number that is known only 

to certain users, thus the term "secret." "Secret h:y" as used 
here refers to a secret kcy in a MAC or symlIlet ric encryp
tion algoritlun (synunetric cryptosystem). In a typical sym-

STATEMENT OF GOVERNMENT RIGHTS 
15 metric cryptosystem, thc users, for example the sender and 

the recip ient, agree on a cryptosystem and agree on the 
secret key. In the case of a MA.C, the sender uses the srune 
secret key to gencratc the M.A.C as the rec ipient uses to 'Ihis invcution was made with Uoiled Slates Government 

support under CoopCrdliyc Agr<:cmcnt No. UAALOI-96-2-
002 awarded by the United Stales Aouy Research Labor-I- :10 
tory. The Uoiled Slates Govertullent has certain right~ in the 
invent ion. 

BACKGROUND OF THE INVENTION 

verify the MAC. 
FIG. 1 is a block diagram of a typic.11 cryptography device 

100, such as may be used in a symmetric cryptosystcm or 
MAC. T he device 100 has a Olle or more processors 102 
including one or more CPUs, a main memory 104, a disk 
memory 106, an input/output device 108, and a network 

I. Field of thc In\·cntio ll 
The present invention relmes to authenticating the source 

and integrity of transmined or stored information. In par
ticular, the prescnt invcntion is a method and device for 
generating approximate message authenticmion codes 
(AMAC). An AMAC provides absolute all1hell1ication of the 
source or origin of a received message and pennits verifying 
approximatc integri ty between the origiillll mess..1ge and the 
receiv,-'(]. message. 

25 interface 110 . The dcvices 102- 110 are COIUlected to a bus 
120 which Ir<lIlsfcrs data , i.e. , instructions and information, 
between each of these devices 102- 110. The processor 102 
may use instructions in the memories 104. 106 to pcrfonn 
functions on data , which data Illay be found in the memories 

30 104, 106 andlor received via the 110 108 or the network 
intcrface 110. 

For example, a plain text Jllessage Millay be input via the 
110 108 or received via the network interface 110. The plain 
text nll:ssage may then be hashed using the proc('Ssor 102 

2. Discussion of Rclated An 
It is often desirable to ensure that the SaUTee or origin of 

a message or other communicat ion is who it is represented 
as being and tha t the receivL><i message is the same as the 
original mess..1ge. One well-known way to provide this type 

H and key stored in somc memory (such as main mcmory 104 
or dise memory 106). ·lbe result of this hash (i.e, lhe MAC) 
may be trnnsmitted (along w ith the plain text mess..1ge M) to 
another p.any via the network interface 110 conneck-d to a 

o f authent ication is a Message Authentication Code (MAC). 40 
A MAC is generated for an original message M and is sent 
with the message. This al lows the recipient of a message to 
verify that the received message M' was acnmlly sent from 
the purported sender and that the mess..1ge has not been 
altered from the originally transmitted message M. This can 45 
be done by the message sender applying 11 one-way hash 
function (d,-'Scribed below) on a S(."CTCt key (:tlso described 
below) and the message M. The result is a MAC. The 
recipient may receive the message M' and the MAC. If the 
recipient has the secret key, she can then apply the same hash 50 
functio n to the key and message M'. If the two MAC values 
are the same, the messages arc identical. Because the secret 
key correctly computed the MAC to obtain the hLlSh value, 
the message origin<1ted from the purported sender. Because 
the MAC values nrc the snme, the rx."Cipient hus ulso verified 55 
that the rx.-ceived message M' has not been alt eJ\.'(]. from the 
original message M. 

A hash function is a function which takes an input string 
of any length (often ca11ed a pre-image) and computes a 
fixed-length omput string (often called a hash value). In thc 00 
example above, the pre-image is the original message M. A 
one-way hash function is a hash fUllction for which it is 
computationally intractable to find two pre-images with the 
same hash value. Briefly, a one-way function is a function 
that is easy to compute but hard to inven o n :m overwhclm- 65 
ing fraction of its range. In a good one-way Iwsh function , 
givcn a hash value, it is computational1y infe:lsible to 
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local area network (LAN) or wide area network (WAN). 
Similarly, a MAC may be received via the network interface 
110 and verified using the processor 102 and key stored in 
some memory (such as main memory 104 or disc memory 
106) and perhaps software stored in the main memory 104 
or the disk memory 106 . 

FIG. 2 i11ustrntes a network 200 over which cryptogrnphy 
devices 100 may conununicate. Two or more cryptogrnphy 
device~ lOll, 100' may he connected to a communications 
network 202, such as a WAN which n}.1y be the Internet, a 
telephone network, or leased lines; or a LAN, such as an 
Ethernet network or a token ring network. E."lch cryptogra
phy device 100 may include a modem, network interface 
card, or other network communication device 204 to send 
encrypted m'-'Ssages andlor message authentication codes 
over the communications network 202 . A cryptography 
device tOO may be a gateway to a sub-nelwork 206. That i~ , 

the device 100 may be an interface betwecn a wide area 
network 202 and a local area (sub) network 206 (or it may 
be rul illlerface to a stornge device, e.g. , a disk controller). 

In ce,rtain situations, even the slightest change in the 
mcssage is unacceptable, such as in elcclronic paymcnts or 
precise target coordinates. In such applications, the strict 
determination of even a one-bit change can be cri tical. In 
some applications, however, such as voice or imagery, this 
strict requiremell1 is not needed and not desirable for the 
reasons discussed. The message may be slight ly alterx.-d after 
the sender generates the MAC. This may happen, for 
example, if the nK'Ssage is a still image (i.e. , a picture) and, 
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after the hash value is gcncr<l l(.:d, "hidden text" is ;ldued to 
the imilgc. l'liddcn lext Ul<ly be !I "digilill willcnllilrk" or 
"fingerprint" added to an image to identify tIle origin orlhe 
image. A content provider may include hidden data on ;m 
image it posts on the Interne!. The hidden dma may be used 
as evidence of ownership and copying if another party 
misappropriates the image. Although the hidden dma 
involves no illici t " tampering" Ihm should cause the recipi
ent 10 rcjccl Ihe image, some of the information lILts been 
changed. lliis change causes the hash value of the received 10 
message M' (which contains the hidden d<lta) 10 be entirely 
diflcrcnl from the hash va lue of the original message M 
(which docs not contain the hidden data). This leads the 
recipient to conclude thm the received message M' has been 
forged or ahered and is unreliable. The same problem arises I S 
for images and voice if noise is illlroduced il1l0 the message 
during transmission. 

"Lossy compression" is another applicmion where infor
mation may be lost or ahen:d in a way tlILtt should be 
acceptable. For example, a still image (a picture) may be :10 
compressed llsing a lossy compression tecllllique such as 
JPEG after the MAC is generated. JPEG is a data compr<.'"S
sion technique that el iminates rc::dlmdant information from a 
still image. As a result, some of the infonnation in the 
original image (message M) may be lost when it is com- 25 
pressed and later decompressc::d. Ncvertheless, the changcs 
in the received message (decompressed inwge M) arc not 
illicit tampering., nor is the image a forgery. Therefore, this 
comprl-'Ssed-<lecompressOO image M' should have sufficient 
integrity to be accepted. However, because there has been 30 
some changc in thc data, a MAC using a Imsh function will 
show that the integrity of the image has been compromised, 
and the image will be rejected. 

"Ihere is a nced to provide a mL'Ssage authentication code 
thm penllits abwlute authentication (Le. , the sender is the H 
party identified as the purported scnder) ulld approximute 
integrity ( i.e. , the message has undergone no more thun 
some acceptable lUuount of modificution). For example, the 
rccipielll should be able to determine thm the diflcrences 
between the original message M and the rece ived message 40 
M' are only slight. 'i11is permits some integrity loss due to 
hiddcll (\.1ta , noise, some instances of lossy compression, or 
other change, but prevelllS all OUi forgeries, substalllial 
changes in coutent, or "Cllt-and-paste"' attacks. 

Therefore, it is an object of the present invelllion to 45 
provide a method and device for genernting an approximate 
me~sage authentication code which pmvidL'S ;th~lute 

authentication and approximate integri ty. 
It is another object of the present invemion to provide a 

method and device whieh pemlits a recipient to aecept 50 
certain IlK'Ssages as authent ic and sufticiently unaltered, 
even if there is a slight c.hunge in the message. 

4 
'Inc AMAC is a probabilistic checksum baS(.--d ou a shared 

key. The AMAC us~ the mes:;.;Jgc ,mu 1I sham.! k(."), us 
inputs. Optionally, an initial randomizing value may also be 
used as <In input, as well. In a preferr(.x\ embodiment, the data 
in the message M are pennuted and arranged (physically or 
logically) into a table havillg IAI bits (the number of bits of 
the desired AMAC) in each column and T2 rows, where T is 
prefernbly an odd illleger. The pemllited data ure masked, for 
example, by exclusive-ORing with pseudo-rnudom bits, to 
genernte an unbiased, independent, identically distributed 
set ofbils. Taking T rows at a time, the majority bit value for 
each column is detemlincd and that majority vu llie is uSL--d to 
generate a n(."W row. This majority calculation repeated on 
the COIUlllllS of the T new rows of majority bits. The resulting 
IAI bits is the AM AC. 

·Ine recipient receives a message M' and an AMAC for the 
original message M from a purported sender. The recipient 
uses the key it shares with the purported sender (and perhaps 
an initial value) to generate an AMAC for the r<."Ceived 
message M'. If the key is different from the one us(.x\ to 
genernte the original AMAC, the AMAC genera ted by the 
recipient will be entirely different from the AMAC from the 
sender a nd the message will be rejected because the sender 
is an imposter. If the AMAC values are the same, (I) the 
sender is who he purports to be and (2) the bit diflerences 
between the original message M ilnd rcceived message M' 
are witltin rul acceptable threshold. An even greater thresh~ 
old of bit dillerenc(.'S may be acceptable and a measuTC, such 
as a I·lamming distance measure, may be used to de temline 
if the number of bit differences betwccu AMACs is accept
uble, such as whether the llumber of bit di flcrenccs do not 
excccd 1:1 predetemlined expected uumber of bit dillcrences 
between the messages. 

·Ine acceptable number of bit differences betw(:en mes
sages may be represented by the number o f bit differences 
between the AMAC for the original M and the AMAC for 
the received message M'. 

BRIEF DESCRIPTION OF T HE DR.AWINGS 

nle present invention is described with refcrence to thc 
following figur(.'S: 

FIG. I is a block diagrnm of a typical cryptogrnphy 
device; 

FIG. 2 is a simplified diagram illustrating a network over 
which cryptography devices may conununicate; 

FIG. 3 is a flowchan of an overview of Ihc mcthod 
according to the pr(.'Sent invention; 

FIG. 4A is a block diagram of au AMAC generntion 
device aceording to the present invention; 

FIG. 4 13 is a flowchart describiug a method for genernting 
itnAMAC j 

SUMMARY OF THE INVENTION FIG. 5 is a block diagrdm illustratiug a pseudo-random 
55 bit-string generator module: 

FIG. 6 is a block diagram illustrating an arrangement 
module of the invention which arranges the message M (or 
M') into a table of dimension IAI by T2; 

FIG. 7A is a block diagram illustrating a fin;t embodiment 
00 of a pemlliting module of the invention which permutes the 

message M (or M') by row; 

'lhe!;C and other objlXts of the pr<.'"Sent invention arc 
provided by an approximate message authentication code 
(AMAC) which, like conventional message authenticmion 
codes, provides absolu te au thent icat ion of the origin of the 
message, yet provides an approximate integrity check for the 
content of the message. The approximate integrity check is 
computed probabilistically and will likely be the same for 
messages having only a small pereentage of diflerem bits. A 
distance meusure on the AMACs, such as a Hruruning 
distance Illeasure, may be us(:d to measure whether the 65 
number of bit differences bctw(:en the messages is within a 
predetermined acc(.-pt.1ble amount. 
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FIG. 7 B is a block diagram illustra ting it second embodi
ment of a pennUling module of the invention which per
mutes the message M (or M') by bit; 

FIG. 8 is a block diagram illustrating a masking module 
of the invention which masks or strc.1m encrypts the per
muted message; 
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FIG. 9 is a block diagrnm showing sample values of a 
simpli lktl majority module whkh oc\cnnim.:s lhe lIwjurilY 
bit value for the columns of an arrJY; 

FIGS. IOAund lOB nre II tlowclmrt illustruling the method 
for calculating thc cxpccll'd d illcrcnccs in the AMACs. 
given a certain Hrunming dis\lIllcc between message M anci 
message M'; and 

FIG. I I is a graph illustrating the desired behavior. the 
predicled behavior, and th.e simulated behavior of an AMAC 

6 
not the messages may be considered "close enough" for the 
pilTli{;ulur ilppli{;tltion. For cxalllpk. fur somc ilppli{;iltioll, it 
may be acc<.-ptable to have a difference in the messagl'S M, 
M' of as many as one diflcn.'llt bit per S()()() (i.e., 0.02%). 
This percent differcnce is likely to result in a slllall Ham
ming distance between AMACs. Dillcreuces between m<.'S
sages M. M' having a distance measure cqual to or less than 
that amount will pennit the received message M' to be 
:Leccptcd with high probabi lity and having 3 distance mea-

DETAILED DESCRIPTION OF PREFERRED 
EMBODIMENTS 

to sure greater than tha t amount wi ll rt.'Sult in message M' being 
rejl'Cll'd with high probability (stl-P 314). 

GCIK'rnting An Approximate Message Authentication Code 
FIG. 4A is a block diagram o fa preferred embodimcnt of 

Overview of the Invention 
FIG. 3 is a flowchart .100 of lm overview of the method 

according to the present invention. A sender generates an 
Approximate Mcssllge Authenticat ion Code (AMAC) for a 
mt.-ssagc M where approximate imcgrity is acc(.1'tabJc (step 
302). Some examples of messages where approxim.11C in teg
rity may be aeceptable include a sti ll or moving image or 
voice. A pcrsoll skilled in the art readily recognizes that 
many types of messages may fall wi thin this cmcgory. '11le 
AMAC may be gencrau..-d usillg a shared (or secret) key 
shan.-d with the illtl'nded n.'Cipient and, optionally, all ini ti.11 
value I. Optionally, the sender may hide the AMAC in the 
message M, using for example, steganographic 1(.'(;hniqucsj 
the AMAC nMy be encrypted; or the AMAC and nK'Ssage 
may be combined (for example, possibi lities include con
catenation or steganographic techniques) and the eombin.1-
tion encrypted (stcp 304). These steps may be pcrfonm .. 'd by 
a cryptography device l OO (as seen in FIG. l ), spL'Cial 
purpose processor, or computcc. 

15 lIll AMAC genenltion device 400 :!ccording to the present 
invention. lbis AMAC generation device Illay be imple
mcnted, lor eXlUllple, in a cryptogmphy device 100 such as 
is S(.'Cn in FIG. I , in a special purpose computer, an :!ppli
cation specific integrJIl'() circuit (ASIC), or suftware run-

20 ning on a conventional computer. As seen in FIG. 4A. a 
secret (or shared) key K and, optionally. an ini tial valuc I arc 
input into a pseudo-random bit string (PRBS) generator 
module 500. TIle PROS generator module 500 OUlpUts a 
pseudo-random bit string, 1bc mcss..1ge M (or M') is inplll 

25 into an a rrangement module 600, which outputs the mCSS.1ge 
llrrangcd a particular way. The arrangl'<l message and rnu
dom bits from the PROS are input into a pennuting module 
700 or 750, which pemllltcs dall! in the arr.mgcd message. 
The permuted data arc input into a rna.king module HOD 

30 which masks thc pcmlllled dllln. 'Ibe masked data arc sent to 
a majority modulc 900, which copics the masked da!.1 into 
cl ..... ain arrays (called S-arr..!ys) and dl'lennines the majority 
bi t value in each column of each array. The majority bit 

The scoder may tlK'n trnnsmit the mesS;:lge M, Af-t<\C, 
lind, if nsed, an initial value I (oc'Scribcd below) (stcp 306). Jj 

This transmission may be made via the network communi
cation device 204 (seen in FIG. 2) ovcr a local area IICtwork 
(LAN), wide area network (WAN) such as the Internet, or 
othcr transmission or storagc medium. 'Ibe transmission of 
the message and the AMAC may bc OYcr H noisy channel. If 40 
an inilial value I is used, it should be tr:.msmilll'd oyer :! 
reliable ChaJUlCI, slIch as in an out-of-band chmUlel or IIsing 
an error correction cexle. The tr:Lnsmission of step 306 Illay 
also be made to a storage medium. such as main Illemory 
104 or disk memory 106 (s<.'Cn in FIG. 1) for later retrie1{"",tl 4S 
or other use, 

The recipiClit receives (or retrie\'es) thc messagc, AMAr. 
and (if nsed) the ini tial value I and obtains the message M' 
and the AM<\C (stcp308) by JX!r.sing the d1ta, decrypt ing the 
AMAC and/or the message M', or other appropriate ml1hod. SO 
'Ibe recipient then generntes another AMAC (step 310) 
using the message M', the sh.1I\."(\ key, and initial valuc I, if 
uS\.'(). B<.'Cause the ~urit)l of theA MAC dl-pends on Ihe key 
nnd I (ifused), the AMAC iscompull'() probabilistically, and 
11 chunse in the message mayor may not change the AMAC, 55 
dt-pcnding on the key and I. '11K! AMAC gener.lled from the 
received message M' is compaR"<i with the AMAC of the 
original message M (step J I1).lfthe messages M, M' are thc 
sanK!. o r if only a sm.all percentage o f bits arc different ( for 
examplc. if 0.005% to 0.01% bits lIIe different) thcy may 60 
have the same AM.<\C value and the received mess.1gc M' is 
:Icceph,.'d as having sullicicll\ integrity. (Also, because the 
AMAC is similar, the shart.'d key K and, if used, I were 
eorn.'Ct and therefore the sender is authenticated as who he 
purports 10 be.) If the mcss..1gl'S M, M' have a gn.>(lter 6S 
percentage of dillcrent bits, a di stance me;!sure (sllch as a 
l'lamming distance) may be uS<."<i to detenll ine whether or 
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values or each S-array arc placed in another array (called a 
T-army). The majority modulc detennincs the majori l)' bit 
value in each colwnn of the T-arrny. 'Ibe result o flhis second 
proct.'Ss is the AMAC. 

FIG. 40 is a nowchart 450 describing the method for 
generJting an AMAC. l bc sender and receiver agree on a 
shan.'<I o r secret key K (s tep 402). 'Ille sharl'<l key K may be, 
for example. computed using a Di llie-Hellman key 
exchangc, but any conventionnl IlK'Ihod of choosing a 
shared key may be used. For examplc. the sCllder and tlK' 
recipient may authenticate cach OtlWf. genemte the shared 
k<.")' K, use the key, and discard it. lltis permits only 
"on-line" auacks. The length o f key K is not important 10 the 
invention. but the key is preferably long enough to pre"cnt 
it from being guessed by trying a ll possible keys. A 96-bit 
key is satisfactory for current technology, but in the flllure, 
longcr keys may be desirJblc. 

Both thc sender and the rt.'Cipit'llt also have the samc 
pscudo-random bit string generator module 500, and which 
prefcrJbly includ<.'S 1I eryptogmphicll lly strong pseudo-r:.u!-
dom number gcnerntor (CSPRNG). Any standard. olT-thc
shelf PRNG or CSPRNG may be USl"<i. '111e (CS)PRNG may 
be softwHre running on a processor. such as pmc<.'Ssor J 02 
secn in FIG. I . For example. the CSPRNG may be the key 
stream generator for a stream ciplK'r. such as RC4 (owned by 
RSA Data Security, Inc, Redwood City. Cal if.) or VRA 
(owned by Telcordia Technologies). Note thallhe same input 
into these two (CS)PRNGs will R'Sult in the same OUlpln. 
lbe output of the (CS)PRNG is a pscudo-random bit string 
(PROS). lbis will be lIsed to genemte approximatcly as 
nWlly bits as the total size of the mt-ssage bl.>ing allihenti
c3wd. 

OptiotL:!lly, an initilll va luc (or initial wetor) I is chosen 
(stcp 404). The initial value I need not be kept secret. For a 
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given key K and mcssage M, [he sender Cim produce a 
nllllily of AMAC~ pardlllclcrizl-tl by the inil i1:l1 v<lluc L I may 
be arbitrarily choscn and is prcfcTdhly the output of an 
incremental counter or 11 clock. Varying the initial value 
makes .macks on the AMA.C more difficult and permits 
many uses of the shared key K. Each initial value I defUlcs 
differem neighborhoods, i.e. , defines a different pnnilion of 
messages into ones with the salllcAMAC. The selccted I and 
the shared key K affect the ca1cubtion of the AMAC 
probabilistically. 

'Ihe sender and receiver generale the same pseudo-ran
dom bit slrillg (siep 406). As seen in FIG. 5, ;t pseudo
random bit SIring gelleTdlo r module 500 lll<ly be lIsed by both 
the sender and receiver by seeding the (CS)PRNG 502 with 
shared key K <Iud, if used, init ial value L Because the 
identical inputs are uscd in the same (CS)PRNG, the pseudo
random bit strings that are output will be identic,,!' Note thm 
the sender "nd receivcr can pcrfoml this step in "dv"nce 
once they both have K (and I if uS(,.,(]). Each could gener.tle 
the pseudo-rnndom bit stnng (PROS) at any time before or 
during thc gcneration of their respective AMACs. 

Returniug to FIG. 48 , the size of theA MAC IAI is chosen 
(sK1I 408) . lbe size of the AMAC IAI is the number of bits 
long the AM.!\ C will be. As discussed below, the selection of 
IAI "flects the AM..A..C's sensitivity to bit differences. The 
AMAC should be kmg enough to make it prohibitively 
unlikcly th"t "n att"cker can guess "n "ccept<lble v"luc for" 
forged message. SO it wi ll typically beat least 100 bits long. 
The upper bound for the length of the AMAC is dictated by 
convenience, so that IAI is usu"lIy chosen to be I 00 to 300 
bits. Once the AMAC size IAI is selected. thc messagc M (or 
M', since the samC prQC(.'Ss is performed on both the origin.1.1 
"nd the reccived message) is "rrnnged into T2 rows, each 
row being IAI bits long. T is prcferably an odd number (for 
reasons discussed below). If the message docs not have 
enough data 10 fill T 2 rows, additional rows arc crC3led by 
p"ddillg with Os. 

As secn in FIG. 6, an arrangement module 600 arrnnges 
the mess"ge M (or M') 602 into" t"ble 604 of size IAI by T2. 
This may be done physically, by storing the bits (or byK"S) 
o f the mcssage in a table of these dimensions (such as in the 
m"in memory 104 shown in FIG. I ) or 10gic"lIy by treming 
the bits (or bytcs) o f thc mcss"se "s if they were stored in 
such a table. 'Ibis proc(.'Ss may be perfo nned by 11 processor 
102, "s seen in F[G. I or other device or softw"re. As 
discussed below, thc "rrangemem module 600 m"y "rrange 
less than all of the data in the m(.'SsHge. If less. thHn all of the 
data are arrauged, T is seiectooto be an lIppropriatc number 
for the "mount of data "rrnngoo. 

8 
that the dillcrences will be in the [cast significant bits of the 
bYle ur dalu wun!. If Ihe Illcs~lge is pcnmll"'t\ by bil, Ihe 
significance of the positions of the bits in a byte o r word is 
lost in the AMAC. [t is "Iso contemp["ted that the message 
nmy be pemlUted by bytc or by ilil ta word. 

TIle pemlUtmion nmy be performed in the following 
mmmer. An unpredicwb[e permutmion is se[ected and used. 
For ex"mple, " f"mily of pernlUtmions, such "s, " block 
cipher such as DES (pub[ic domain), IDEA (OWIJ(.-d by 

10 Ascom·Tech AG, Miigcnwil, Switzerlmxl), ReS (ownoo by 
RSA, R,,'()wood City, Ca[if.), or cooveotional MAC may be 
used. When, for example, 0 is input , the random location of 
row (or bit) zero is output; when I is input, the random 
10c"lioo of row (or bit) 1 is output. TIlese block ciphcrs me 

I S collision frcc , so that diflerent inputs will not r(.'Suh in the 
s"me output. Ifthc set ofN objccts (i.e. , bits, bytes, words, 
or rows) to be pennutcd is numbered 0 [, O2, ... , 0 "" then 
" pseudo-rondom key is chosen from the PRBS (or output 
from the CSPRNG 502). 'Iben the va[u (.'S I, 2, ... , N are 

:10 encrypted using any conventional encryption funct ion, and 
Ihe I"ble of values I , 2, ... , N and their cncryptions is sorted 
according to the encrypted values. '[be new position of the 
value I and its encryption in the soned table is the position 
10 which O[ is moved by thc permutation, mm so on for O2 , 

25 "nd up through 0". The encryption function used should 
produce al leasl N values. [f Ihe number of poss ible values 
of the encryption function is ex"ctly N, this c"lculmion is 
cxtreme.!y efficient. Note that it is not important to the 
invention if the message is penlluted before, after, or at the 

30 s"me time "s it is divided into the IAI by T 2 [able. 
Altcm"tivcly, all or Icss [han all o rthe data o f the message 

may be pennuted. There arc severol ways to penlll[te less 
limn "II of thc ct.1.I" in the mess"gc. One w"y to acllieve this 
is to usc a pscudo-rnndom function (such as fCi)=cncrypt (i) 

H mod T2) instcad of " pemllltalion. This pscudo-rnndom 
funclion be US('({ to sclect fewer than 1111 of the bits (or olher 
dm,,), or use een"in bits more than once, to generote the 
AMAC. '[be pseudo-random function may n.'"Ceive as input 
p"rt of the PROS to detennine wllich bits "re selectoo to 

40 generntc the AMAC. A second way to achicve this is to 
gener::lIe the AMAC using a sample of the message M (and 
M'). TIlC messagc may be sampled using any suiwble 
sampling tcchniquc. A third way to "chicvc this is to use ffilt" 
in the message to genernte statistics or avcrdg(.'S of the 

45 mess"se, "nd using these st"tistics or "vcrnges to generme 
Ihe AMAC. [nmge ct.1.t", for example, nmy use either sub~ 
block avcr.tges. or edge dCK"Ction values. "Illesc aver'lges 
andlor values are the data from the llH.'Ssage tha t are us(.xi to 
generole the AMAC. 

Rcturning to FIG. 48 , the mcssage, now "mmged (physi- 50 
cally o r logically) into a table ofsizc IAI by T 2, is pemllited, 
using thc pseudo-rmldom bi t string (step 412). Tllis is done 

If thc abovc pcmllltation was "pplied to the T2 rows (as 
opposcd to bits, bytes, or words), then the fol[owingoptional 
step may be pcrformed. Returning to FIG . 48, optionally, 
the bits in each row may be permuted within that row. One 
way to do this is to obtain a rnndom number h, for each row 

so that an allacker cannot predict which bits of the message 
will alleet each columnar majority calculation (discussed 
below). As seen in FIG. 7A, which is 11 f1Nt embodiment of 
a permuting module 700 , the PRBS (which may h.tve be 
generated previously by the (CS)PRNG 502) is used to 
permute the mcss"ge in the wble 604 by row. As seen in FIG. 
713, a second embodiment of the permuting module 750. the 
PROS is used to pcrmllle the message by bit. The bit 
positions in " bytc or d"ta word in which cen"in snmll 
diflcrcllccs occur may or may not provide inform"tion "boUl 
the diflcrenees betwccn the two mess"gcs. It is prefemble to 
permute thc message by row if it is desir"ble to rewin the 
value o f mOSt significant bits in a byte or data won!. Thls 
may be important if, for example, 11 lossy compression 
tecluligue such as Jl'EG is us("-d. In JPEG, it is more likely 
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55 i, from the PROS (or the I'RNG). I'refl'mb[y, the mndom 
number is at least log2 L<\ I bits long. 'Ibis random Illunber h, 
may be used to shift the bils in row i of the table 604 h bits 
10 the left circul"rly. For cxample, if h, is OlO [ [00 (binmy 
for decimal number 44), each bit in row i of the table is 

00 shifted 44 place,; to the left circularly (step 414). That is, thc 
bit in the 4StheolunUl is shiftcd 44 timcs to be loc"ted in the 
firsl colunUl; thc bit in the first colunUl is shifted 44 times to 
be 10c..1ted 44 colunUls from the end of row i. If the shin is 
" multiple of 8 (i.c. , the si7..c of" byte), then the low order 

65 bits are still aligned, as described above 
The pemllltoo ililta in thc table 604 arc masked or stream 

encrypted (step 416). As M-'Cil in FIG. 8, this may be done 
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using a masking module 800 according 10 the present 
invention. The llli!~king module prcfcrdbly indllUL~ an 
exclusive-OR circuit 802 which receives the pcmlllled data 
from the message M (or M') and the PRBS. TIlls step 
generates an unbiased, independent, idcll1ically distributed 
SCI orbits (Is and Os). TIle masked d11a are stored in a table 
804. 

10 
number of bit chang(;.'S to change the majority of any column 
in une of the S-array~ 902. Silid ilnuther Wily, il single bit 
change will have a small probability of changing the major
ity. 8('CHUse this majority process is rt"peatt-d for the T-arrdY, 
on average, it will take a significam number of bit changes 
in a column to result in a change in the fmal AMAC value. 
As a result, the AMAC tolerates a cenain percentage of bit 
differences betwcen messages M and M' before the changes 
cause a diflcrent AMAC value. The AMAC, while providing 

Returning to FIG. 4 B, table 804, having the lAlxT2 table 
of tile masked, permuted data, is copied T rows at a lime into 
a IAlx T bit table called the S-arrny. A new row is calculated 
from the S-array. 'Ibis ncw row consists of the majority 
value of each oflbc L<\ I columns. (In order to prevent a "tic," 
it is preferable to select T to be an odd number, as dL"Scrihcd 
above. This ensufCS Iha! there will be 11 majority bit value. 
1fT is an even number, a row of pseudo-random bits from 
the PRBS is padded as a last row to the S-array.) This is 
repeated Ttimes until all T 2 rows are used and T new rows 
are computed. 

to approximate integrity, still provides absolute authenticity. If 
a single bit of the shared key (or initial value I, if used) is 
incorrect, the eflcct on the AMAC is the same as that on a 
MAC. That is, it will resuLt in about a 500/0 probability for 
each bit to be diflcrenl. This is the case becausc the same is 

FIG. 9 is an illustrative example of a simplifk-d (small) 
majority module 900, where in this elGlmplc IAI is 8 ;md T 
is 5. An S-array 902 thus has eight columns and five rows. 
ColumJ) 0 contains three I s and two Os. so the majority bit 
value is I. ·Ihus, a majority function 902 places a I in 
colunUl 0 of the new row 906. ColunUl I cont.ains four Is and 

15 true for the output of the (CS)PRNG. ·Ibus, a one-bit 
difference in the key or I inpm into the (CS)PRNG will result 
in a sign.ificm111y different pseudo-random bit string. There
fore, the AMAC provides absolme authentic.1tion of the 
origin of the m(;.'SsagQ-if the sender or receiver is an 

:10 imposter or otherwise docs not have the same shart.-d k(), or 
pseudo-random bit string, the result is likely to be substan
tially diflcrent and should be rej(;.'Cted. ·Ibe AMAC alens the 
recipient that message M' may have slight changes, for 

one 0 , so the majority bit value is I, and the majority 25 
function 904 places a I in colunlll I of the new row 904. ·Ihe 
majority function dctermines the majority of each of the 
other columllS and plact:s the appropriate value in the 
columns of new row 906. Ofcoursc, the minority of the row, 
or another function suitable to detennine the value ofthc bits 30 
and numbcr of bits baving these va lues, are cquivalell1 and 
may also be used. Also, in the pref("Trt.-d embodiment, the 
size of table 604 is selected to be T 2. This pennits the rows 

example, due to hidden data inserted after gelleration of the 
origiltal AMAC. The longer the AMAC (i.e, the value oflAQ, 
the fewer rows will be in the table 604. ·Ibis will rcsuh in an 
AMAC that is more sensitive to bit dificrences than a shorter 
AMAC having more rows. 

Detemlining Whether or Not the Received Message Has 
Suflicient InK-grity 

If the information chmUlel over which M is being trans
mitted is known, it is possible to dctennine the expected 
number of bits by which the AMACs will diller. The 
expecloo error rate of the tr.1nsnlission over Ihe Iransmis~ion 
medium (or storage medium) may be known or approxi
mated. It may be known, lor example, that the noise k'Vcl 
over a particular channel (or the number of data changt'S due 
to hidden data or lossy co mpression) is likely to result a 

of the S-array to be selected in groups ofT and yield T lJ('W 

row~. Thc invention work~ with unC<jual sized sct~ of row~ , H 
hut results in the values from S-armys having fewer rows 
will weight the data contained in that array greater than the 
weight of the (I.1ta in the S-arrays having more rows. 
Nevertheless, choosing ullC<j\wl sets of rows is contemplated 

40 O.(lI% change in the transll1ined bits. In a I megabyte 
message. if a ch.anncl is expected to change one bit out of 
every IOJ to L04 bits (i.e. , between 0.01% and 0. 1% error 
r.lte) there will be approximately between 210 and 213 

eltanged bits in the message. 

by the invention. 
Returning again to FIG. 4 B, step 41 8 is repeated for the 

T new rows. That is, eaeh new row from each instance of the 
S-array is used to create a new tahle called the T-army. TIle 
majority or another suitable flmction o f each column of the 
T-array is determined in the same mmUler to create a new 45 
row of bit values for the T-array. The resulting new row of 
IAI hits (such as row 906 in FIG. 9) is the AMAC (step 420). 
If the AMAC is generated for the original message M, it may 
be combined with the message and transmined to the 
recipient, as discussed above. If the AMAC is genemted for 50 
a received mess.1ge M', it may be compart.-d to the AMAC 
received with the message. This comparison may involve 
determining the dis tance (such as the 1·lamming distance) 
between the AMAC for the original message M and the 
AMAC for the received mcsS<lge M'. This comparison is 55 
described in more detail below. 

When generating theAMAC for the J\.'Ceived message M', 
a change in the majori ty from the original message M will 
only occur if suf1icient bit changes occur to change the 
majority. Rcferring to FIG. 9, in column 0, if a sing lechangc 00 

resulted in a change from a I to a 0, the majority will change 
from I to O. If, on the other hand, a single bit changed from 
a 0 to ai , no change in the majority will result, because I 
remains the majority bit value. In a real-world application, 
the value of T is likely to be much larger than 5 (a one 65 
megabyte image comains 1024x I 024x8 bits and I8IA~ may 
be 128 and T may be 257). On avcrdge, it will take;1 large 
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An example is given where IAI is 128 and T is 256 (note, 
here T is even, so it is prefer.lble to pad a last row of the 
S-arrays and the ·I~array with pseudo-random bits to make 
the table have an odd number of rows). The expected 
Hanulling weight for (M E9M') (where ffi indicmcs bit-wise 
exclusive-OR) is estimated for the following expected nUIll
ber of bit changes between the messages M and M': 2'°, 2", 
212, 211. 

FIGS. lOA and 108 arc a flowchart 1000 illustrating a 
method for determining the exp('"Cted 1·lamming distances 
betwecn original lll(;.'Ssage M and received message M' (i.e. , 
converting an expected number of bit d ifferencL'S between 
messages M and M' into an expected number of bit differ
enc('"S between the AMACs for nK'Ssagcs M and M'). "Ihis 
allows the receiver to detennine whether or not the differ-
ences betwecn AMAC values arc wi thin an acccptable 
range. lltis detennination may be perfomlCd in a cryptog
mphy device 100 such as is seen in F!G. I. 

First, determine the likelihood that differences will occur 
in the same colunlll of an instance of the S-array (step 1002). 
This ma y be done, for example, by detenninillg the distri
bution function for the number of bit differences d per 
column across all of the columns in each S-army (table oflAI 
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columns and T rows). "Ibis Ulay be done; for example. by 
ll~ing the hypcr-gcomclril; distributiun. 

"[he following table sets Olll the number of expccted bil 
diflcrCllccs per column (d) for cach of the expected total bit 
difference values above: 

TABLE I 

F",c!;<>n <>f rnlumn< w ith d d; tT< rcocc~ 

, 1024 (2''') 21)tS (2' 'J 4006 (212) &1 92 (2") 

0 0 .969231 0.939406 0 .882470 0.778706 , 0.030292 0.058127 0.110363 0.194867 , 0.000472 0.001 828 0.006874 0.024287 

J 0.0(0))05 0.00(10)38 0.0(10284 0.002010 , 0.000001 0.= O.0()()1 24 , 0<>X>006 

12 
of original mcssage M S-array (or T-array) having the 
minority bit YUille hus tu be within fiyc of the totalnumbcr 
of bits in that column having thc majority bit valuc. Abo, at 
Icast two of these three bits havc to have chansed from the 
majority value to the minority value. Changes from the 
minority value to the majority will not change the majority, 
nor will a combination of offsetting differences. 

TIle following table sets out the probability p thl11a d·bit 
dincrence will change tnc majority of a row of 257 balanced, 

10 independent, identically distributed bi ts for the example 
described above. 

" 

'IA8LE 3 

Probability p of a d-bit difference changing 
the M,\JOR tTY of 257 b.,h"ccd i.i.d. bi1S 

, , 

Second, dc\crmiuc the di~lribulion of I-lamming weights w :10 
of co[unUis in the S-arrays or T-mT'Jy) (step 1004). Th('Sc 
S-arrays include (bla that have ixocn permuted and masked , 

7 

• 9 

0.0498191 
00500127 
0 .075t1l7 
0.0153951 
0.0943590 
0.0947080 
0 .1106218 
0 .1l10220 
0 , t250401 
0 , t25482t 
0 ,1381793 ° 1386563 
0 , t503662 
0 ,1508134 
016180)91 
0 , t623409 
0 ,1726495 
0 , t732027 ° 18:?9885 ° 1835597 

or slream encrypted and therefore the arrays contain b"l· 
anced, independent, identically diS1ribuled bits. This deter
mination is the binomial dimibmion with n=T and p"'O.5. 25 

Stated dillcrently, it is the probability of getting w heads in 
T coin tosses. If, for example, T=25i and d =- l in the table 
noove, for a one.hi ! ehnnge to hnve nny chance to chnnge the 
majority then w= 128 or w = 129. The binomial distribution 
indicates that either ofthL'Se cast"S has probability j ust under 30 

5%. 
'lhc following tablc sets out thc probability of l'lamming 

weight w (or 2:'i7_w) for pmhahilily p=O.:'i for lhe example 
described abovc. 

W 

" " D 

" " " " " " " " --------------------------------
TABLE 2 

Prt>l)M)ilily of H .. ",nillil w~illnt w Or 257 _ w for 257 
l\cmoulii tri:l.l. r _ 0 .5 

w 257 _ w 

129 1211 0 .049626 

D' '" 0.048863 

'" 126 0.04737 1 
132 '" 0 .045217 

'" '" 0 .042498 

'" m 0.039326 

'" 122 0 .0.35 830 

'" 121 0.03214 2 

'" no 0.028388 
<J8 '" 0.02468 5 
DO ". 0.021134 

'" '" 0 .017813 

'" '" 0.01471 8 
14 2 '" 0.012074 

'" '" 0 .009710 
,~ '" O.OO7 M 7 

'" 112 0 .00599 1 

'" '" OJ))45~ 5 

'" 'W 0.003470 

'" '''' 0.002579 

'" '" 0.001888 

'" '" 0 .001358 

Third, using thc rt."Sults from step 1004, determine the 
probability that d differences in a given column in an S·arrny 

Fourth, using thc results of stcps 1002 and 1006, dctcmline 
thc cxpccted numbcr o f ditlcrcnces in the T-array by deter
mining thc expccted numbcr of dincfCnces in the S-arrdYs 

40 for original mcssage M and for n:ccived message M' (step 
1008). This may be done by mul tiplying. For example, if 
0.030292 of the colunUls are expected to have a I-bit 
dincrcnce, and a I-bit diffcrcncc has a 0.04981 9 1 chance of 
changing the majority of the column, and there arc 128 
columns, thc result is 0.1931 6. Rcpeat for d=2, 3, . . bit 

45 dincrcncL'S pcr column and add thcm up. ThaI gives 
0.1 9623. In this example, there are 256 S.arrnys, so multiply 
and gct 50.236. These expecled di!lcrcnCC$ it) the S-arrnys 
are used to dctcrminc thc expcctcd di fferences in the 'I~ar-

so 
r.lys. 

Thc following tablc scts out thc expccK-d number of 
dincrcnccs d in thc 't~arrny for thc example dt'Scribtxi above. 

l A8LE 4 

55 Expsc' "d mu"b"r of <tiff""""",,. <t in the T-o""v q % x Sl 

Origin31 Ihllunins Distance. 

1024 "'. "'" 8t92 

0 .19316 0 .31449 0 ,10318 \.24264 
0 .00302 0 .01170 0 ,04401 0 ,1554 7 

0 .00005 0 .00037 0 ,00273 0.01933 
0 .00001 000009 0.00120 

or thc T-array will causc the majority to change (step 1006). 
This may be detennincd by detemlining all cases thm can 
possibly changc thc majority bit value. Fo r example, if three 65 

S-Tocal 
T-Toral 

0 .19623 
50.236 

0 .38 657 
9 8.962 

000007 

0 ,75059 1.4 18 70 
192,]5t 363 ,188 

bit changes occur in a column, to have any possibility of -----------------------
anCcting thc majority, the tOla l number of bits in the column 

Page 17 of 20 
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Fifth, these d CXP(:CIL-d dilTcrcnct"S in the T-<may arc 
di~lribulcd across the ooiumns of the T-!lrmy (SICp 1010). 
This may be casily estimated using Bose-Einstein occu
pancy statistics. Note that jf M and M' were p;ldded with 
zeroes or pseudo-random hilS on each side, the "padding" 
never contributes to difrercnccs, because exactly the same 
values arc JXlddcd by the sender and the receiver. Note Ihm 
this S!t.jl is only an approximmion, because the expected 
value is llSed instead of the complete distribution function. 

14 

TABLE 6-cominued 

Exp.ct.d Hamming W.ighl of M ill M·. 

Origi n~1 H .. "miIl8 J)isu."c~E"p«It<1 
T-Army Distance 

1024150 2048199 4096/192 81921363 

0.00((J79 0 .004495 0.062964 

The following table sets QUI the probability of d diller_ 10 
cuces in the T-array for original mt'Ssagc M and received 
message M' for the example dcscrilx-d above. 

9 

" " " " " " " " " " 20 

0.000020 
0.000005 

0 .001 880 
0.000857 
0000354 

0.037421 
0.024350 
0.01 4406 
0.009190 

0.276691 
0204781 
o 166184 
0122801 
0.097994 
0.072269 
0.056970 
0.041964 
0.032740 
0.024077 
0.01 8632 
0013680 

TABLE 5 

Prob"b,lttv of d rliff.",nces in a column beN'''''" M and M' T·.,.,."" •. 

, 
0 

, , 
6 , , , 
" " " " " " " " " " " 

Orisin>l H"'''l1ling Di$I~JE"p«It<1 T-Array H.1JlIIl"ng 
DiSllUlce betv.· •• n M IUld M' 

1024150 2048199 40961192 81921363 

0.717514 0.561947 0.398119 0 .2591 84 
0.020384 0.247257 0 .240374 0.192400 
0.057075 0.108175 0.1 44831 0.142723 
0.015745 0.047054 0.087082 0 .105797 
0.004277 0.020348 0.052249 0.078368 
0.0011 44 0.008747 0.031 283 0 .005801 
0.000301 0.003737 O.Ql S69Q 0 .042907 
0.000078 0.001587 0.0111 42 0 .03 171 4 
0.000020 0.000670 0.006629 0.0 23424 
O.( •• )IJJO~ O.OOO! ~1 0.003934 0.Ql1!1ilI 
0 .000001 0.000117 0.002330 0.0 12750 

0.000048 0.001377 0.009396 
0.00CI020 0.000 81 2 0.006919 

0 .000477 0 .005091 
0.000 21\0 0.00)744 
0.0001 ()4 0.002751 
0.000096 0.002019 

0.001482 
0 .001086 
0.000795 
0 .000582 

Sixth, repeat step 1010 to estimate the expected numher 

0.005409 
0.003398 
0.001992 

TOI&I 1.876828 3108473 4.816915 7.074447 20 ____________________________________ __ 

'Inat is, if the comparison belween the AMAC for M, 
which is transmilled to the r(:cipient and the AMAC for M', 
which is generated by the recipient using the received 

25 message, shows that as the number of differences in the 
AMACs exceeds the e)(pt.-'CH:d amount, it is increasingly 
likely that the received message M' lacks sufiicielll integrilY 
to be acc(:pted. In this example, if 2 10 dilt"crences nrc 
expec!(-d between the messages M and M', 2 bit differences 

30 (1.876828 rounded up) betwccn their AMO\Cs are within the 
expected range; if 2]] dillcrcnces are e)(pected betwccn thc 
messages M and M' , 3 hil differences (i.e., 3. 108473 rounded 
down) between their AMACs are within the expected range: 
and so on. 

FIG . II is a graph illustrating tbc desired behavior, the 
predicted behavior as estimated above, and lht simulatlu 
behavior of an AMAC according to the present invention. 
Note that , because the des ired behavior may fall wilhin an 
acceptable range, it is illustrated as a band. A working 

40 embodiment was programed using the C computer lang\lagc. 
o f bits in which the AMAC for M and the AMAC for M' 
differ (step 1012). l bis may be delemlined by multiplying 
each clcment in Table 5 by the probability that the given 
number of bit differences in a column will change the 
majority (Table 3). Then multiply each ellley by the number 45 

of colunUls (in this example, 128). The SlUll estimmes the 
expected number of bits in which the AMAC for M and M' 
will diller, given the numbcrofbits in the meSS<lge that diller 
betwccn them. 

The des ired behavior shows the number o f differences in the 
AMACs increasing as the perccntage o f bi t diflerences 
betwccn M and M' increases. 

CONCLUSION 

Described arc a method and device for providing ahsolme 
authentic.ation for messages requiring only approximate 
integrity from the original. This is achieved by providing a 
probabilistic cryptographic checksum based on a shared key. 
Also described is a method for determining the expected 

The following table selS OUI Ihe expected l'lamming 50 

weighl of (M$M') for the example described above. 
number of dillcrences between the AMAC for original 
message and the received message to conclude that Ihe 
received message has suflicient integrilY to accepl il. 

d 

, 
3 , , , , , 

TABLE 6 

Expectod Hammins woiShl or M ill M ·. 

Original Hamming ]);stancel&pecled 
T·Am.v DiS\3Jlce 

1024150 2""" 4096J192 81 92/363 

1.29985 1 l.576717 1.532826 1.226906 
0.365365 0.692480 0 .927134 0.913641 
0.151315 0452387 0 .83723 1 1.0 17161 
0.041281 0196367 0.50423 8 0.7563(l2 
0.013817 0.105642 0.377833 0.700623 
0.003649 0.045305 0 .226569 0. 520146 
0.001103 0.022472 0.157766 0.449056 
0.000282 0.009518 0.094187 0. 332868 
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'Ine a bove described embodiments of the invention arc 
intended to he illustrative only. Numerous alternative 
embodiments may he dcvised by those skilled in the art 
without departing from the spirit and scope of the following 
claims. 

00 TIle invemion claimed i~: 
1. An approximate message authentication code generated 

by a cryptography devicc and comprising a probabilistic 
checksWll generated using as input a message and a shared 
key and which provides absolute authentication for an origin 

65 of the message and approximate inll:grity for the content of 
the message, the code being generated according to the 
following steps: 
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a rcccivillg a message containing data and arranging the 
dalil into 11 table hilving L>\ ' colunm~ lind T2 rows. where 
A and T arc integers and T is selccted 10 be an odd 
integer; 

h. permuting at least some of the arranged dma; 
c. masking the pcmlUtcd data; 
d. copying the permuted and masked dma into T S·arrnys, 

each S-array having IAI coJunllls, and determining a 
majority bit value o f each of the IAI columns for each 
of the T S-arrays; 

c. using the determined majority bils 10 create a ·1~arr.IY 
having IAI columns and T rows and 

f. d'-'Icnnining Ihe majority bit value of reach of the IAI 
COI1UlUlS in the T array. 

2. "[bc approxim.11c message authentication code of claim I S 
I , wherein the probabilistic chcchum also uses an inili,,] 
value as input. 

3. lllC approximate message authentication code of claim 
I , wherein data in the message are pemlllted. 

16 
17. A method performed by a cryptography device for 

dctemlinin~ whether 11 rccciwd mt.':):;.;Jge from 11 ~ndcr to 11 
recipient has sullicient inlt.')ifity to acct.-pt as an original 
message sent by the sender: 

a. the recipient receiving the received mess."lge and a firsl 
approximate mess.1ge amhemication code generated by 
the sender on the original message; 

b. the recipient generatillg a second approximme message 
authentication code from the n:ceived message; 

c. comparing the fIrst alld second approximate message 
authentication codes; and 

d. determining that the received mcssage has sutlicient 
integrity if one of: 
i. the first and second approximate message aUlhemi

cation codes arc the same; and 
ii. the first and second approximate meSS.1ge authemi

cation codes have no morc than a predelermincd 
acceptable number of bit dillcrcnccs. 

18. A method performed by a cryptography device for 
4. 'Ibe approxim.1te message authentication code of claim 

3, wherein all of the data in the message are permuted. 
5. '[be approxim.1te message authentication code of claim 

3, wherein less than all of the data in the message are 
permuted. 

:10 determining an acceptable number of bit diflerences 
betwccn a first approximate message authelltication code 
(AMAC) for an original mcssage and a second AMAC for 
a received message purporting to be the original message, 

6. lllC approximate message authentication code of claim 25 
5, wherein a pseudo-random function is used to pcnnute the 
data. 

7. '[be approxim.1te message authentication code of claim 
5, wherein a raudom sample of data in the message are 
permuted. 

8. 11IC approximate message authentication code of claim 
5, wherein at least one o f statistical da ta l111d Ilverages of data 
in the message are pennuted. 

9. 'Ibe approxim.1te message authentication code of claim 
3, whcreiu the permuted data arc masked into an unbiased, H 
indepcudeut, identically distributed sct of bits. 

10. The approximate meSs.1ge aUlhell1icmion code of 
claim 3 , wherein the pcm)Uted data arc masked. 

II . The approximate message authemicmion code of 
claim 10, wherein the da ta are masked using stream encryp- 40 
tion. 

12 . The approximate meSS.1ge aUlhell1icmion code of 
claim 10, wherein: 

a the masked da ta are taken in groups of rows. each row 
having colunms of [A) bits, where A is an imeger, and 45 
a majorilY bit value is detennined for each COIUnlJl in 
each gmup of rows to generate 11 n(:w g roup of rows of 
majority bits; and 

b. a majority bit value is dclennined for each of [A) 
columns of the new group of rows of majorilY bits. 

13 . "lbe approx imale message authentication code of 
claim 12, wherein the groups of rows are all groups of T 
rows. where T is au integer. 

so 

14 . 'lbe approx imate message authentication code of 
claim 12, wherein all of tlle groups of rows do not lmve the 55 
same number of rows. 

IS . "Ibe approx imate message authentication code of 
claim 1, wherein the message is a received mess-1ge and a 
value of the approximate message authent ication code is 
COllll).1n.'{\ Wi lh a value of second approximate lllessage 00 
aUlhentication code received with lhe message. 

16. The approximate meSS.1ge authell1icmion code of 
claim IS, wherein the received message is determined to 
have acceptable integri ty if the approximme message 
authentication code is one of (I) a S<lme v11 lue as and (2) 65 
within an acceplab1c distance of, the S(..'CQnd approx imate 
message autheutication rode. 
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the method comprising the steps of: 
a. detcllllining a first expected number of bit difierences 

betwccn the original message and the n:ceivet! mes
sage; and 

b. convertinj!. the first expccted uum]x:r of b it difterences 
into a second expected number of bit djijerences 
betwccn the first AMAC and the second AMAC. 

19. The method of claim 18, wherein the step of deler
mining further comprises detemliuing an error mte of a 
transmission or storage medium; and the step of converting 
further comprises: 

a. u~illg the expected ClTQr rate, detennining a likelihood 
that bit diflerenecs will occur in a colunm of an instance 
of an S.army in the st.'C()Jld AMAC: 

b. detennining a distribulion of l'lamming weights of 
colullms of an instance of an S.array in the second 
AMAC; 

c. using the distribution of Hamming weights, dctenllin
ing a probability that d difierenccs in a column of an 
array will cause a challge in a majority bi t value in thaI 
column; 

d. USiIlg the likelihood that bit difierenecs will occur in a 
coluum of an instance of an S.array in the second 
AMAC and the prohahility that d differences in 11 

column of an array will cause a cb.1nge in a majority bit 
value in that colunm, determining an expected number 
of diflcrences betwccn a T.array for the firstAMAC and 
a T-.array for the S(.."CQ nd AMAC; 

e. estimating a distribution of the d di llerences across 
columns of the T-array for the second AMAC; and 

f. est imating for a S(:cond time the dislribution of the d 
differences across colunUls of the "I".array for the ~ocond 
AMAC. 

20. 111e method of claim 19, wherein the step of deter
mining a likelihood tbat bit di llcrence~ will occur in a 
column of an instance of an S-array in the S(...-"Cond AMAC 
furthcr compri~es using a byper-gCQmeU"ic di$tributiOIl. 

2 1. The method of claim 19, wherein the step of dcler
mining a distribution ofHanuning weights o f colunms of an 
instance of an S.army further comprises de1Cnnining a 
binomial distribution. 

22. TIle method of claim 19, wherein the step of deter
mining a probability tilat d differences in a column of an 
array will causc a change ill a majori ty bi t value in that 
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column further comprises by dctcnnining all cases Ihal can 
pussibly change [he miljorilY bit v!l luc. 

23 . -111C method of claim 19, wherein the step of (."Slimal
ing a d istribution of the d differences ucross coiunllls of the 
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·J~array for the second AMAC further comprises using 
Duse-Einstein un;up,lllcy slalisli{;S. 

• 


