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PROACTIVE PROTECTION AGAINST 
E-MAIL WORMS AND SPAM 

TECHNICAL FIELD 

This invention pertains to the ?eld of preventing mali 
cious attacks to computers, and, in particular, attacks to 
networked computers, Where the attacking agent is a Worm 
or spam sent via e-mail. 

BACKGROUND ART 

As used herein, “malicious computer code” is any com 
puter code that enters a computer Without an authorized 
user’s knoWledge and/or Without an authorized user’s con 
sent. The malicious code typically performs malicious 
actions after it arrives on the user’s computer. Malicious 
computer code that propagates from one computer to 
another over a netWork, e.g., via e-mail, is often referred to 
as a “Worm” or “spam”. A Worm is self-propagating, e.g., 
after it enters a user’s computer, it may spread to other 
computers by attaching itself to e-mails that are sent to 
addresses found in the ?rst computer’s address book. Spam, 
on the other hand, is unWanted e-mail received by a com 
puter that does not self-propagate. 

Various techniques have been proposed to protect com 
puters against e-mail Worms or spam. For example, one such 
system alerts a netWork administrator When a certain number 
of identical e-mails are detected. HoWever, this system does 
not afford any proactive protection. It is merely an alerting 
scheme, leaving it up to the administrator to take appropriate 
action upon receiving the alert. In many cases, by the time 
the administrator does take action, the e-mail Worm has 
already entered into the computer netWork, and any actions 
the administrator could take are merely reactions, such as 
manually blocking suspicious e-mail traf?c and cleaning up 
the Worm infection. 

The present invention advances the state of the art in 
providing proactive protection against e-mail Worms and 
spam. 

DISCLOSURE OF INVENTION 

Methods, apparati, and computer-readable media for 
detecting the presence of malicious computer code in a 
plurality of e-mails. In a method embodiment of the present 
invention, the folloWing steps are performed for each e-mail: 
calculating a feature vector (80), said feature vector (80) 
being representative of a presence of at least one preselected 
feature in the e-mail; calculating at least one score (S) based 
upon said feature vector (80), each said score (S) being 
representative of a frequency of occurrence of an instance of 
a feature; determining Whether any score (S) exceeds a 
preselected malicious threshold representative of malicious 
computer code; and When a score (S) exceeds a preselected 
malicious threshold, blocking said e-mail. 

BRIEF DESCRIPTION OF THE DRAWINGS 

These and other more detailed and speci?c objects and 
features of the present invention are more fully disclosed in 
the folloWing speci?cation, reference being had to the 
accompanying draWings, in Which: 

FIG. 1 is a system level diagram shoWing modules 
utiliZed in the present invention. 

FIG. 2 is a data structure illustrating the contents of 
feature bin table 7 and score table 8 of the present invention. 
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2 
FIG. 3 is a How diagram illustrating a method embodi 

ment of the present invention. 
FIG. 4 is an illustration of a feature vector 80 generated 

by method step 35 of FIG. 3. 
FIG. 5 is an illustration of contents of blocked feature 

instances library 6. 
FIG. 6 is a block diagram of modules 61-64 suitable for 

implementing the present invention. 

DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENTS 

The present invention not only detects unknoWn e-mail 
Worms and spam, but also automatically protects the com 
puter netWork When it detects suspicious e-mail traf?c, 
Without requiring human intervention. The invention nev 
ertheless comprises alerting a human system administrator 
once suspicious e-mail traf?c is detected. This alloWs for 
?exibility in determining appropriate courses of action, 
analyZing for false positives, etc. During the time the system 
administrator is analyZing the situation, the computer net 
Work is being protected automatically. Thus, the invention is 
a proactive, fully automatic means for protecting computer 
netWorks from infection by malicious attacking agents 
including e-mail Worms and spam. 
Most e-mail Worms and spam are e-mailed many times 

over to different e-mail addresses, With the e-mail content 
being substantially unaltered. Consequently, a computer 
netWork With a suf?cient number of users Will normally 
receive a large number of e-mail messages containing the 
Worm or spam Within a relatively short period of time. The 
present invention detects such clusters of e-mail messages in 
the input e-mail queue and/or the output e-mail queue of an 
e-mail gateWay 2, and uses the detection of such clusters to 
remove suspicious e-mail from the rest of the e-mail traf?c, 
thus blocking the spread of the Worms and spam. 
The motivation for detecting malicious code Within 

incoming e-mail traffic is slightly different than the motiva 
tion for detecting malicious code Within outgoing e-mail 
tra?ic. Detection and removal of suspicious e-mail traf?c 
from the incoming e-mail queue results in proactive protec 
tion against unknoWn e-mail Worms and spam. As suspi 
cious e-mail is detected, the netWork is protected from 
becoming infected With the unknoWn Worm or spam in the 
?rst place. 
On the other hand, detection and removal of suspicious 

e-mail traf?c from the outgoing e-mail queue implies that the 
netWork has already been infected With the Worm or spam, 
but future spreading of same is prevented. This mitigates the 
enterprise’s exposure to contractual or tort liability, by 
minimiZing the risk that the computer netWork Will act as a 
host for the spread of the malicious code. Furthermore, the 
present invention alloWs for quicker deployment of antivirus 
signatures to cleanse the netWork from the infection and 
prevent further infections by the same threat, thus dimin 
ishing the threat of re-infections. 

FIG. 1 illustrates modules suitable for implementing the 
present invention. The modules can be implemented in 
hardWare, softWare, ?rmWare, or any combination thereof. 
Modules 2, 3, and 4 are conventionally implemented in a 
combination of hardWare and softWare. Modules 5 through 
10 are conventionally implemented in softWare. The mod 
ules and portions of modules that are embodied in softWare 
can be readily stored on any portable or ?xed medium or 
media, such as one or more hard disks, ?oppy disks, CD’s, 
DVD’s, etc. 
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The invention is typically used to protect an enterprise 11 
(such as a business or a university) having an internal 
computer network. E-mail gateway 2 is an enterprise level 
computer that interfaces with computers 1 external to the 
enterprise 11. The outside computers 1 can be the Internet, 
a single external computer 1, or an external computer 
network 1. Gateway 2 contains modules 61-64 for imple 
menting the method steps of the present invention (see FIG. 
6). 

E-mail server 3 is a computer for routing e-mail messages 
from and to gateway 2. Server 3 is coupled to a plurality of 
e-mail client computers 4. Computers 4 can send e-mail 
messages to and from each other via server 3, and to and 
from the external computers 1 via gateway 2. It should be 
noted that in a su?iciently large network, there can be more 
than one e-mail server 3, and/or more than one e-mail 

gateway 2. 
FIG. 1 shows the inventive modules as being located at 

the e-mail gateway 2, but they could also be located at the 
e-mail server 3 or at one or more e-mail clients 4. As said 
modules move down within FIG. 1, they are exposed to 
fewer e-mails entering the network. 

Coupled to gateway 2 is a delay queue 5, a storage area 
for temporarily holding e-mails while the method steps of 
the present invention are executed. As used herein, 
“coupled” means any type of direct or indirect coupling, or 
direct or indirect connection. Blocked feature instance 
library 6, also coupled to gateway 2, is a storage area 
containing exemplars of feature instances (values) that have 
been deemed to be indicative of malicious code. Feature bin 
table 7, also coupled to gateway 2, is a data structure by 
which the inventive modules within gateway 2 keep track of 
preselected features within the incoming or outgoing 
e-mails. Examples of e-mail features that may be tracked by 
the present invention include: 

Contents of the subject line of the e-mail. 
A hash of each e-mail attachment (or, not as commonly 

due to the normally large siZe of an e-mail attachment, 
the entire attachment itself). 

The name of each e-mail attachment. 
The siZe of each e-mail attachment. 
A hash of the e-mail body. 
Parsed script within the e-mail body or within an e-mail 

attachment. 
A hash of parsed script within the e-mail body or within 

an e-mail attachment. 

To illustrate the concept of “parsed script”, let us examine 
the following example of what could be included within an 
e-mail body: 

<HTML> 
<SCRIPT language = “JavaScript”> 
<!-— 

var userAgent=navigatoruserAgent; 

//——> 
</SCRIPT> 

We look only between the <SCRIPT> tags. What is there 
is script (code), in this case script in the JavaScript language. 
We then parse the script using a parser, much like an 

interpreter would, to generate a tokeniZed representation of 
the script. We look for keywords. For example, after “var” 
(variable), we don’t care what the variable is, so the parsed 
representation might be 

var* 
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var* 
if* 

where * denotes anything 
After this feature extraction step, we can generate a 

“deemed harmless” list. Examples of typical deemed harm 
less list items for Java Script include: 
A simple popup 
Something from a Website or book that tells one how to 

use Java Script. 
We let the deemed harmless list items pass without further 

analysis. 
Also coupled to gateway 2 is score table 8, a storage area 

that stores a current score S for each instance of each feature 
that is represented in feature bin table 7. Score S is a 
representation of the frequency of occurrence of each feature 
instance. 

Also coupled to gateway 2 is recently removed entry 
storage area 9, which, consistent with one embodiment of 
how score S is calculated, contains recently removed entries 
from feature bin table 7, as will be more fully described 
below. 

Finally, virus signatures 10 are also coupled to gateway 2. 
Signatures 10 are a set of distinguishing code portions of 
known malicious code, as conventionally used by antivirus 
software companies such as Symantec Corporation of 
Cupertino, Calif. for foiling attacks by known malicious 
code. 

FIG. 2 is a representation of the contents of feature bin 
table 7 using some C++ notation, and the contents of score 
table 8. Feature bin table 7 in this illustration contains Z 
feature maps, where Z is a positive integer. Each feature map 
corresponds to one feature that has been preselected to be 
examined by gateway 2. For example, feature 1 may be the 
hash of the text in the subject line of each e-mail to be 
analyZed. FIG. 2 illustrates that there may be Y1 instances 
of feature 1, where Y1 is any positive integer. For example, 
instance 1 may be the bit sequence 123, i.e., the hash of the 
text in the subject line of certain e-mails that are analyZed 
using a preselected hash algorithm is 123. Instance 2 of 
feature 1 may be 455, and instance Y1 of feature 1 may be 
778. 

Feature bin table 7 is designed so that the number of 
entries is expandable in both the horizontal and vertical 
directions. The horizontal direction represents the number of 
e-mails having that instance of that feature. The vertical 
direction represents the number of preselected features to be 
analyZed. 

Feature Z may be the hash of an e-mail attachment. 
Instance 1 of feature Z may be 11111. Instance 2 of feature 
Z may be 12121. Instance Y2 offeature Z may be 34579. Y2 
is the number of instances of feature Z represented in feature 
bin table 7, and is any positive integer. In the feature bin 
table 7 illustrated in FIG. 2, there is one entry for feature 1 
instance 1, N2 entries for feature 1 instance 2, two entries for 
feature 1 instance Y1, N1 entries for feature Z instance 1, N2 
entries for feature Z instance 2, and two entries for feature 
Z instance Y2. N1 and N2 are any positive integers. Each 
entry comprises a message ID, uniquely identifying the 
e-mail from which that particular feature has been extracted, 
and a timestamp (time index) indicating when that e-mail 
arrived at gateway 2. 

Score table 8 works in conjunction with feature bin table 
7. Score table 8 contains one entry (score S) for each 
instance of each feature represented in feature bin table 7. 
Thus, S(1, 1) is the current score for feature 1 instance 1; 
S(1,Y1) is the current score for feature 1 instance Y1; etc. 
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Turning to FIG. 3, the method begins at step 31 With an 
examination of the next e-mail arriving at gateway 2. When 
the method is ?rst executed, the next e-mail is the ?rst 
e-mail. At optional step 32, gateWay 2 inquires Whether the 
e-mail is deemed to be de?nitely harmless according to a set 
of preselected criteria. This preselected criteria may include: 

The e-mail has no attachments. 
The e-mail has no script content in its e-mail body. 
When the e-mail is deemed to be de?nitely harmless in 

step 32, gateWay 2 sends the e-mail to server 3 in step 33. 
If the e-mail is not deemed to be de?nitely harmless at 

step 32, at step 34 gateWay 2 places the e-mail into delay 
queue 5 for a preselected amount of time X. Time X alloWs 
the other method steps illustrated in FIG. 3 to be executed 
prior to a default determination that the e-mail is harmless. 
In other Words, if the remaining method steps illustrated in 
FIG. 3 do not a?irmatively indicate that an e-mail contains 
malicious code, the e-mail is automatically released from 
delay queue 5 and sent to server 3 after a period of time X. 
At step 35, gateWay 2 calculates a feature vector 80 for the 

e-mail, based upon the preselected set of features. As an 
example, assume that there are tWo features to be examined, 
the tWo features that Were described above in conjunction 
With 

FIG. 2. Then feature vector 80 thus normally contains tWo 
entries 90, one for each feature. FIG. 4 illustrates that as an 
example, feature 1 is calculated to be 123; this corresponds 
to instance 1 of feature 1 on FIG. 2. Feature 2 is calculated 
to be 12121, Which corresponds to instance 2 of feature Z on 
FIG. 2. 

At step 36, gateWay 2 inquires Whether a feature entry 90 
calculated in step 35 corresponds to a blocked feature 
instance deemed to be indicative of malicious code, as stored 
in library 6. In the example illustrated in FIG. 5, there are 
only tWo feature instances (90(3) and 90(4)) that have been 
determined previously to be indicative of malicious code. 
The only instance for feature 1 that has been determined to 
be malicious is 789. This may represent, for example, the 
hash of “With love from Pamela” in the subject line of the 
e-mail. This does not match the instance 90(1) of feature 1 
extracted in step 35 and illustrated in FIG. 4. Similarly, the 
only instance of feature 2 previously found to have been 
associated With malicious code is 8133457, as illustrated in 
FIG. 5. This could be the hash of an e-mail attachment 
containing a Worm. This does not match the instance 90(2) 
of feature 2 illustrated in FIG. 4 either. Since neither feature 
instance matches, the method proceeds to step 38. If, hoW 
ever, one of the feature instances had matched a blocked 
feature instance contained in library 6, the method Would 
have proceeded to step 37, Where the e-mail, noW deemed to 
contain malicious code, is blocked. As used herein, 
“blocked” can mean at least one of the folloWing: 

The system administrator is alerted to the problem. 
The e-mail is deleted from delay queue 5. 
The e-mail is quarantined and sent to an antivirus research 

center such as Symantec Antivirus Research Center in 
Santa Monica, Calif. 

The e-mail is analyZed by the system administrator for a 
possible false positive declaration of malicious code. 

The determination of a false positive can be accomplished 
by any conventional means, such as determining that a 
veri?ed digital signature has been af?xed to the e-mail by a 
trusted third party or by visual inspection of the e-mail 
contents and/or attachments. At optional step 45, the system 
administrator is given the authority to remove an entry from 
library 6 When said administrator has found a false positive. 
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6 
At optional step 46, the signature of the malicious code is 

placed into virus signatures storage area 10, and the entry is 
removed from library 6. By this technique, gateWay 2 (and 
other computers, Within or Without the con?nes of enterprise 
11) can use virus signatures 10 rather than library 6 for 
screening out this malicious code in the future. 

If none of the feature instances extracted in 35 correspond 
to an entry in library 6, step 38 is entered, during Which 
gateWay 2 updates feature bin table 7 With one entry for each 
feature that has been extracted. As stated previously, an entry 
consists of a message ID and a time index. At step 39, 
gateWay 2 checks the timestamps of all of the entries Within 
feature bin table 7. If any entry has a timestamp outside a 
preselected WindoW of time Q (Which is the sample time 
used in calculating score S), that entry is removed from 
feature bin table 7 and placed into recently removed entry 
storage area 9, Which stores those entries that have been 
removed from table 7 since the last time the method steps of 
FIG. 3 Were executed. 
At step 40, all scores S in score table 8 are updated. At 

step 41, gateWay 2 determines Whether any of the recently 
updated scores exceed a preselected malicious threshold for 
that score, indicative of malicious code. If this malicious 
threshold has been crossed, library 6 at step 42 is updated 
With an entry corresponding to the offending feature 
instance. Then, at step 43, all e-mails in queue 5 containing 
this feature instance are deleted, and the method reverts to 
step 37. 

In one embodiment, a second threshold for each score S 
is also pre-established: a threshold representing not mali 
cious code but a suspicion of malicious code. In this 
embodiment, at step 41, gateWay 2 further asks Whether this 
suspicion threshold has been crossed. For example, assume 
that the score S for a particular feature Was 4 in the previous 
iteration of the method of FIG. 3, the present score S is 6, 
and the suspicion threshold is 5. Thus, the suspicion thresh 
old has been crossed, and crossed in a positive (upWards) 
direction. Then, at optional step 44, X is adjusted, also in a 
positive direction because the suspicion threshold has been 
crossed in a positive direction. This increases the time that 
e-mails, including e-mails presently in queue 5 and e-mails 
to be placed into queue 5 later, are made to languish in queue 
5. The rationale behind optional step 44 is that, While the 
score S is not deemed to be suf?ciently high to make a 
declaration of malicious code, it is suspiciously moving in 
that direction, and therefore this Warrants that time X be 
increased a bit. Every time the suspicion threshold has been 
crossed upWardly, X can be increased a bit more, up to a 
preselected maximum. Similarly, if the suspicion threshold 
is crossed in a negative direction, X can be decreased, but it 
should not be decreased beloW Q. When X is adjusted in step 
44, it can be adjusted for just those e-mails having the 
feature instance Whose score S crossed the suspicion thresh 
old; or it can be adjusted for all e-mails. 

Normally, the malicious threshold and the suspicion 
threshold are the same for each S, regardless of feature 
instance. 
The method steps of the present invention can be carried 

out by hardWare, ?r'mWare, and/or softWare modules 61 
through 64 as illustrated in FIG. 6. Modules 61 through 64 
may be contained Within gateWay 2, or, alternatively, may be 
contained Within a separate computer coupled to gateWay 2. 
First calculating means 61, Which may comprise a central 
processing unit, registers, memory cells, and other conven 
tional calculating means, performs step 35 for each incom 
ing or outgoing e-mail that arrives at gateWay 2: calculating 
feature vector 80. Second calculating means 62, Which may 
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comprise a CPU, registers, memory cells, and other con 
ventional calculating means, performs steps 38 and 39 for 
each incoming or outgoing e-mail arriving at gateWay 2: 
calculating at least one score S based upon said feature 
vector 80, each S being representative of a frequency of 
occurrence of an instance of one of the preselected features. 

First calculating means 61 and second calculating means 
62 may consist of the same module or modules. Alterna 
tively, module 61 is coupled to module 62. Module 62 is 
coupled to module 63, and module 63 is coupled to module 
64. 

Determining means 63, Which comprises conventional 
comparison logic, performs step 41: determining Whether a 
score S exceeds a preselected malicious threshold represen 
tative of malicious code. Blocking means 64, comprising 
conventional computer logic, performs step 37: blocking the 
e-mail When a score S exceeds a preselected malicious 
threshold. 

In one embodiment, score S consists of the folloWing 
three components: 

1. A number T of entries in table 7 in the current time 
WindoW Q. 

2. A decaying Weighted value R representing recently 
removed entries from table 7. 

3. A “memory” decaying Weighted value P of all previ 
ously calculated score(s) S. Consequently, the total 
score S is calculated as folloWs: 

W R and W P are Weighting factors to parameteriZe the Weight 
ing of R and P. 

To obtain T, module 62 simply counts the number of 
entries remaining in feature bin table 7 after removing all 
entries that fall outside of the evaluation time WindoW Q. 

In order to obtain R and P, the concept of a decay function 
d is introduced. This function is used as a Weighting factor 
to Weigh entries depending on their difference in time from 
another entry. This function has the folloWing properties: 

1. For time 0, its value is l (as its Weight should be 1 for 
no time difference). 

2. For a de?nable time difference h, its value is 0.5 (this 
alloWs for the de?nition of a “half decay point” h in 
time). 

3. As a time difference t approaches in?nity, its value 
approaches 0. 

The folloWing decay function dh(t) has these properties 
(With t being a time difference and h being the de?nable 
“half decay point” in time): 

To obtain R, module 62 uses the folloWing equation: 

Here, the rl- are the times of all entries removed from the 
feature bin table 7, c is the current time, and i is the index 
of all removed entries since the last time S Was updated. c—rl 
must be greater than Q, or else the entry Wouldn’t get into 
this expression. 

To obtain P, module 62 uses the folloWing equation: 
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Sprev ' hP 

Here, c is the current time, cprev is the time stamp of the 
previous (last) entry in feature bin table 7 (i.e., the time of 
the last score calculation for the bin), and SP,” is the 
previous (last) total score calculated for this feature instance. 
Initially, this third term P should be Zero, because there is no 
previous score S. So, to accomplish this, We set W850 
initially. This third term P takes into account just one entry 
deletion, the most recent deletion. We can have different h’s 
for the second and third terms (hR and hP, respectively). It 
doesn’t matter Whether hR is greater than hP, hP is greater 
than hR, or they are the same. 

Consequently, the total score S is calculated by module 62 
as folloWs: 

It should be noted that for the edge condition of multiple 
timestamps arriving at gateWay 2 at exactly the same point 
in time, the folloWing simpli?ed expression results for the 
calculation of score S: 

prev 

The effectiveness of this technique for calculating the 
frequency score S depends on appropriate values for W R, W P, 
hR, and hP. These values should be determined empirically, 
so that S can be tuned to provide meaningful results on 
real-World data. To determine these values empirically, one 
can set up a test netWork representing a (scaled-doWn) 
model of an enterprise 11 computer netWork. Then, a set of 
knoWn e-mail Worms (With their malicious payload 
removed) are introduced into this model netWork While the 
algorithm for calculating S described above is running. The 
algorithm is modi?ed to merely log the feature vectors 80 of 
all incoming and outgoing messages passing through the 
model e-mail gateWay 2, along With their timestamps. The 
spreading characteristics of the e-mail Worms are then 
captured in these feature vector/timestamp logs. 

Then, an offline analysis is performed on these logs to 
investigate an optimum combination of values for WR, WP, 
hR, and hP, as Well as the time WindoW siZe Q. Since this is 
a multi-parameter optimization problem that is further com 
plicated by different spreading characteristics of different 
(known and unknoWn) e-mail Worms, a multi-parameter 
non-linear best ?t (in the least mean squares sense) optimi 
Zation algorithm (such as a neural netWork) can advanta 
geously be used. HoWever, visual investigation of the Worm 
spreading characteristics, along With manual “tWeaking” of 
the scoring parameters, may result in a satisfactory set of 
parameters. This manual setting of the scoring parameters 
also gives system administrators the option to customiZe the 
behavior of the invention, in particular, the false positive 
threshold appropriate for their computing environment. 
The above description is included to illustrate the opera 

tion of the preferred embodiments and is not meant to limit 
the scope of the invention. The scope of the invention is to 
be limited only by the folloWing claims. From the above 
discussion, many variations Will be apparent to one skilled 
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in the art that Would yet be encompassed by the spirit and 
scope of the present invention. 

What is claimed is: 
1. A method for detecting the presence of malicious 

computer code in a plurality of e-mails, said method com 
prising, for each e-mail, the steps of: 

calculating a feature vector, said feature vector being 
representative of a presence of a plurality of preselected 
features in the e-mail, Wherein a feature bin table is 
updated With an entry for each preselected feature and 
Wherein at least one preselected feature is based on a 
?le attached to the e-mail and at least one preselected 
feature is based on a script associated With the email; 

calculating at least one decaying Weighted score based 
upon said feature vector, Wherein each said score is 
calculated based on a number of entries in the feature 
bin table Within a current time WindoW, an application 
of a ?rst decay function to a value Which indicates a 
number of deleted entries in the feature bin table and an 
application of a second decay function to at least a ?rst 
previously calculated at least one score based upon said 
feature vector; 

determining Whether any score exceeds a preselected 
malicious threshold representative of malicious com 
puter code; and 

When a score exceeds a preselected malicious threshold, 
blocking said e-mail. 

2. The method of claim 1 Wherein a feature vector is not 
calculated When the e-mail is deemed to be harmless accord 
ing to preselected criteria. 

3. The method of claim 2 Wherein said preselected criteria 
include criteria from the group comprising: 

the e-mail has no attachments; and 
the e-mail contains no script. 
4. The method of claim 1 further comprising, prior to 

executing the ?rst calculating step, the step of placing the 
e-mail into a delay queue for a preselected time X While the 
method steps of claim 1 are performed. 

5. The method of claim 4 further comprising the steps of: 
determining Whether the score S crosses a preselected 

suspicion threshold; and 
When S crosses the preselected suspicion threshold, 

adjusting X. 
6. The method of claim 5 Wherein X is adjusted for all 

e-mails having the feature instance corresponding to S. 
7. The method of claim 5 Wherein X is increased When the 

suspicion threshold is crossed in a positive direction. 
8. The method of claim 5 Wherein X is decreased When the 

suspicion threshold is crossed in a negative direction. 
9. The method of claim 4 further comprising, When the 

score is greater than the malicious threshold, removing from 
the delay queue all e-mails having a feature instance corre 
sponding to the feature instance having the score that 
exceeded the malicious threshold. 

10. The method of claim 1 Wherein the feature vector 
comprises at least one entry, said method further comprising 
the steps of: 

comparing each entry in the feature vector With entries in 
a pre-established blocked feature instance library; and 

When an entry in the feature vector matches an entry in the 
blocked feature instance library, blocking said e-mail. 

11. The method of claim 10 further comprising the step of 
removing false positives from the blocked feature instance 
library. 

12. The method of claim 1 further comprising the step of 
updating, for each e-mail, the feature bin table, said updating 
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10 
comprising augmenting the feature bin table With one entry 
for each instance of each feature. 

13. The method of claim 12 Wherein each score S has 
three components: 

a ?rst component representative of the number of entries 
in the feature bin table Within the current time WindoW 

Q; 
a decaying Weighted value R representing the entries 

recently deleted from the feature bin table; and 
a memory decaying Weighted value P taking into account 

all of the previously calculated scores S for that feature 
instance. 

14. The method of claim 13 Wherein S is calculated using 
an algorithm containing parameters that are determined 
empirically. 

15. The method of claim 12 Wherein each feature bin table 
entry comprises an identi?er of the e-mail and a time stamp. 

16. The method of claim 12 farther comprising the step of 
determining Whether a current time of arrival of the e-mail 
exceeds a time of a ?rst entry in the feature bin table for that 
feature instance by more than a preselected sample time Q, 
and When the current time so exceeds said time of ?rst entry, 
placing all feature bin table entries for that feature instance 
Whose times are older than the current time by more than Q 
into a recently removed entry storage area. 

17. The method of claim 1 Wherein each score is recal 
culated Whenever a feature vector is calculated. 

18. The method of claim 1 Wherein the blocking step 
comprises at least one of the folloWing: 

alerting a system administrator; 
deleting the e-mail; 
quarantining the e-mail; and 
analyZing the e-mail. 
19. The method of claim 1 farther comprising the step of 

updating a virus signature library When a score exceeds the 
preestablished malicious threshold. 

20. The method of claim 1 Wherein said plurality of 
e-mails seek to enter an enterprise from outside the enter 
prise. 

21. The method of claim 1 Wherein said plurality of 
e-mails seek to exit an enterprise en route to locations 
outside the enterprise. 

22. The method of claim 1 Wherein at least one prese 
lected feature is a feature from the folloWing group of 
features: 

contents of a subject line of the e-mail; 
an e-mail attachment; 
a hash of an e-mail attachment; 
a name of an e-mail attachment; 

a siZe of an e-mail attachment; 
a hash of an e-mail body; 
parsed script Within the e-mail body; 
a hash of parsed script Within the e-mail body; 
parsed script Within an e-mail attachment; 
a hash of parsed script Within an e-mail attachment. 
23. A computer-readable storage medium containing com 

puter program instructions for detecting the presence of 
malicious computer code in a plurality of e-mails, said 
computer program instructions performing, for each e-mail, 
the steps of: 

calculating a feature vector, said feature vector being 
representative of a presence of a plurality of preselected 
features in the e-mail, Wherein a feature bin table is 
updated With an entry for each preselected feature and 
at least one preselected feature is based an a script 
associated With the email; 
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calculating at least one decaying Weighted score based 
upon said feature vector, Wherein each said score is 
calculated based an a number of entries in the feature 
bin table Within a current time WindoW, an application 
of a ?rst decay function to a value Which indicates a 
number of deleted entries in the feature bin table, and 
an application of a second decay function to at least a 
?rst previously calculated at least one score based upon 
said feature vector; 

determining Whether any score exceeds a preselected 
malicious threshold representative of malicious com 
puter code; and 

When a score exceeds a preselected malicious threshold, 
blocking said e-mail. 

24. Apparatus for detecting the presence of malicious 
computer code in a plurality of e-mails, the apparatus 
comprising: 

a processor con?gured to execute a method, said method 
comprising: 
calculating a feature vector for each e-mail, said feature 

vector being representative of a presence of a plu 
20 

12 
rality of preselected features in the e-mail, Wherein a 
feature bin table is updated With an entry for each 
preselected feature and at least one preselected fea 
ture is based an a script associated With the email; 

calculating for each e-mail at least one decaying 
Weighted score based upon said feature vector, 
Wherein each said score is calculated based on a 
number of entries in the feature bin table Within a 
current time WindoW, an application of a ?rst decay 
function to a value Which indicates a number of 
deleted entries in the feature bin table, and an appli 
cation of a second decay function to at least a ?rst 
previously calculated at least one score based upon 
said feature vector; 

determining Whether any score exceeds a preselected 
malicious threshold representative of malicious com 
puter code; and 

blocking said e-mail When a score exceeds a prese 
lected malicious threshold. 
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