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nary data portions that includes a first data path for 
receiving and processing the real data portion of the 
complex input and a second data path for receiving and 
processing the imaginary data portion. Each first and 
second data path includes a corresponding plurality of 
adaptive weight circuits and accumulator circuits to 
perform respectively, multiplications of input data with 
a set of updatable coefficient data and accumulations of 
the multiplication results obtained. Two of multiplica­
tion results are obtained for each data path and a subset 
from each are accumulated to form a real output por­
tion and imaginary output potion for the filter. A time 
delay circuit is provided to allow for proper time multi­
plexing of the imaginary output portion. The plurality 
of adaptive weight circuits have associated therewith 
first and secondary memory storage banks for storing 
the current coefficient data values. Alternate first and 
second memory storage banks are provided to receive 
updated coefficient data for use by the adaptive weight 
circuits at the request of the host processor. While the 
coefficient data stored in the frrst and second memory 
storage circuits are being used by the adaptive weight 
circuits for processing thereof, the coefficient data val­
ues may be updated in the frrst alternate and second 
alternate memory storage banks and vice versa. 
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1 

COMPLEX ADAPTIVE FIR FILTER 

BACKGROUND OF THE INVENTION 

2 
coefficients are variable and updated by a host proces­
sor that implements an updating algorithm. 

There are presently available integrated circuit chips 
that are used for filtering digital signals. For instance, 

1. Field of the Invention 5 the INMOS signal processing chip IMSAlOO is able to 
do up to 32 parallel multiplies and additions (or subtrac­
tions) and that makes it useful as a FIR filter. This par­
ticular DSP filter is designed for use in a microproces-

The instant invention relates to a Finite Impulse Re­
sponse filter that filters complex digital signals in a 
manner such that the real and imaginary parts of a com­
plex digital signal are filtered separately in distinct par- 10 
allel data paths. The filter is adaptive in that it includes 
circuitry that will update the multiplicands used as the 
complex weights used in the filtering process, and load 
them into the filter without interrupting or terminating 
the filtering process. 

2. Discussion of the Prior Art 
There pi-esently exist numerous electrical and elec­

tronic devices that make use of microprocessors to 
process sampled data. The typical data operations re­
quired of the microprocessor includes multiplication, 20 
addition, subtraction, logical AND and OR, and repeti­
tive combinations thereof, for e.g. multiply and divide. 
Though microprocessors are particularly useful for 
applications where speed and data handling size are not 
critical, they are not suitable for many data intensive 25 
applications. For instance, in radar and sonar systems, 
medical imaging systems, and speech recognition sys­
tems, huge amounts of data are usually required to be 
processed at fast speeds. For a typical microprocessor, a 
single multiply-accumulate operation may take as long 30 
as 25 clock cycles. To increase the processing speeds, a 
number of these systems now incorporate digital signal 
processors (DSP) processors which are microproces­
sors having architectures that are optimized to process 
the sampled data at high rates. The architecture of a 35 

DSP is designed to exploit the repetitive nature of signal 
processing. Thus, a DSP having a fast array multiplier 
and accumulator may execute the single multiply-

sor system, so that the coefficients may be loaded 
through an input port to one or two banks of registers or 
alternatively, to external ROM or RAM. When filtering 
real data, one bank of memory is used to provide the 
coefficients for the filter. For adaptive filtering, one 
bank of memory is used while the other is being updated 

15 with new coefficients. For complex adaptive filtering 
however, the two bank architecture becomes unusable, 
even at low data rates. This is because both banks of 
coefficients are required to produce the filter output, 

accumulate operation in a single clock cycle. 
40 The DSP chip may be utilized as an application­

specific device that can perform one function more 
accurately, faster, and more cost-effectively. For exam­
ple, an increasing number of digital filter and Fourier 
transform applications require DSP chips. A special 45 
type of digital filter, a Finite-Impulse-Response ("FIR") 
filter, i.e., a filter that is characterized as having an 
impulse response of finite length, is ideally used to 
achieve exact linear (or near linear) phase response. 
Ideally this is used in systems where it is paramount that 50 
the phase affects the shape of the output of the FIR 
filter by, at most, a time delay. In radar systems incorpo­
rating phased-array antennas, for example, digital FIR 
filters are required to process complex digital signals, 
i.e., signals having real and imaginary components. 55 
Usually, the filter functions to get rid of noise caused by 
antenna mismatch or clutter. When filtering complex 
digital signals, the real and imaginary parts of the digital 
signal and their time delayed versions are each multi­
plied by a complex weight and the results are then 60 
summed. To perform the filtering function, both real 
and imaginary parts of the weight and the negative of 
the imaginary part of the weight, must be made avail­
able as multiplicands (coefficients). Most digital filters 
are thus conveniently implemented using DSP chips 65 
having coefficient multiplier elements, adders or sum­
ming devices, and delay elements (memory storage 
devices). The filter is considered "adaptive" when the 

i.e., one bank produces the real output and the other 
produces the imaginary output. To update the coeffici­
ents, the filtering process has to be stopped while the 
new coefficients are being loaded in. Usually, the time 
required to load new coefficients is long compared to 
the data rate of most existing processors. In fact, most 
existing processors can do complex processing at only 
one-half the data rate. 

To alleviate excessive delays in updating the coeffici­
ents, alternative designs have been implemented where 
the coefficients are accessed circularly from an external 
memory. Using appropriate control circuitry, one bank 
of memory can provide the coefficients to the filter 
while the other bank of memory is being updated. This 
arrangement relieves the updating problem but it does 
not take full advantage of the geometry of the complex 
filter and requires a significant amount of external con­
trol circuitry. 

Additionally, in order to properly perform adaptive 
filtering, an error signal, which is calculated as the sum 
of the filter output signal and a "desired" input signal, 
must be provided as an output to the host processor to 
calculate the updated weight coefficients. Present DSP 
processors do not provide this capability and external 
adder circuitry is usually required to calculate the error 
for updating the weights. The need for an external 
adder and corresponding control circuitry degrades 
filter performance and takes up valuable circuit board 
area. 

Most of the available FIR filter chips also require the 
need to fix and truncate the floating point result coming 
out of the host processor. This is due to the fact that the 
internal processing is not floating point. One conse­
quence of this, is that the dynamic range usually re­
quired for adaptive processing, is not preserved. 

In view of the foregoing limitations of the present 
generation of adaptive FIR filters, there exists the need 
for a complex adaptive FIR filter that can process com­
plex digital signals more quickly and efficiently when 
the signal to be processed is a complex digital data and 
when the processing speed requirements of the data rate 
make commercially available FIR filter chips function-
ally prohibitive. 

Therefore, it is the objective of the instant invention 
to provide a complex adaptive FIR ftlter having an 
internal processing architecture that features two paral­
lel data paths, one which ftlters the real data stream of 
the complex signal and another which filters the com­
plex data stream whereby the architecture takes maxi-
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mum advantage of the time available to do the required 
calculations. 

It is a further objective to provide a complex adaptive 
FIR fllter that is able to do complex adaptive digital 
flltering without having to interrupt or stop the filtering 5 
process when the weight coefficients are being updated. 

It is another object of the invention to provide a 
complex adaptive FIR filter having an input for receiv­
ing a "desired" input signal and an adder element for 
enabling the generation of an error signal for more 10 
efficient adaptive filter implementation. 

cuits and the second subset of the second plurality of 
adaptive weight circuits to accumulate a second set of 
multiplication results therefrom to form the imaginary 
output data portion for the filter. The real and imagi­
nary output data portions are multiplexed at the output 
of the filter to form the complex output signals. 

The coefficient data values of the adaptive weight 
circuits are stored in two memory storage banks for 
access by the fllter or host processor. These values can 
also be stored in alternative memory storage banks so 
that when data is accessed by the filter from the mem-
ory storage bank, data can be written to the alternate 
memory storage bank at the request of the host proces­
sor and vice versa. Continuous filter operation is as-

Another objective of the present invention is to pro­
vide a complex adaptive FIR filter that incorporates 
floating-point processing to preserve the dynamic range 
required for adaptive processing. 

It is still another objective to provide a complex 
adaptive FIR fllter that is designed as a standalone de­
vice that requires no external circuitry to interface to a 
host processor. 

15 sured by a coefficient swapping circuit that will only 
allow access to the updated predetermined coefficient 
values of the first subset of the first plurality and the 
second subset of the second plurality of adaptive 

Still another objective is to provide a complex adapt- 20 
ive FIR filter that can be cascaded to allow the creation 
of longer filters for applying longer coefficient sets to 
the data stream. 

Yet another objective of the present invention is to 
provide a complex adaptive FIR fllter that provides a 25 
unique and efficient way to update the weight coeffici­
ents without having to provide significant amounts of 
hardware support. 

SUMMARY OF THE INVENTION 30 
The present invention is directed to a complex Finite­

Impulse-Response filter with adaptive weights for pro­
cessing complex digital data having real and imaginary 
input data portions. The filter comprises a first data path 
for processing the real input data portion of the input 35 
complex data. The first data path includes a first plural-
ity of adaptive weight circuits for multiplying the real 
input data by predetermined coefficients to generate a 
set of multiplication results. A second data path is also 
provided for processing the imaginary input data por- 40 
tion of the input complex data. The second path in­
cludes a second plurality of adaptive weight circuits for 
multiplying the imaginary input data by predetermined 
coefficients to generate a set of multiplication results. 
The filter is also provided with a control circuit that 45 
provides the real input data simultaneously to the first 
plurality of adaptive weight circuits during a first time 
interval and successive first time intervals thereafter, 
and provides the imaginary input data simultaneously to 
the second plurality of adaptive weight circuit during a 50 
second time interval and successive second time inter­
vals thereafter. A first plurality of accumulator circuits 
interconnect a first subset of the first plurality of adapt­
ive weight circuits and a first subset of the second plu­
rality of adaptive weight circuit to accumulate a first set 55 
of multiplication results therefrom to form a real data 
output portion for the filter. A one clock cycle delay 
circuit located in said first data path delays the multipli­
cation of the real input data with a second subset of the 
first plurality of adaptive weight circuits by one time 60 
interval and a one clock cycle delay circuit located in 
the second data path delays the multiplication of the 
imaginary input data with a second subset of the second 
plurality of adaptive weight circuits. These first and 
second delay circuits ensure proper time multiplexing of 65 
the imaginary data output portion of the fllter. A second 
plurality of accumulator circuits interconnect the sec­
ond subset of the first plurality of adaptive weight cir-

weights during second time intervals. Likewise, the 
coefficient swapping circuit will only allow access to 
the predetermined coefficient values of the first subset 
of the second plurality and the second subset of the first 
plurality of adaptive weights during first time intervals. 

Further benefits and advantages of the invention will 
become apparent from a consideration of the following 
detailed description given with reference to the accom­
panying drawings, which specify and show preferred 
embodiments of the invention. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIGS. la and lb illustrate a block diagram of a sys­
tem implementing the adaptive FIR filter of the present 
invention. 

FIG. 2 shows a general block diagram conceptually 
illustrating the adaptive filter having two sets of parallel 
paths; one set for processing the real data portion of the 
input signal and the other set for processing the imagi­
nary portion of the input signal. 

FIG. 3 shows a typical application for an adaptive 
filter which can be implemented using the filter of the 
present invention. 

FIGS. 4a and 4b illustrate a timing diagram for the 
input signals and the internal control sequences of the 
complex adaptive FIR filter. 

FIG. 5 shows the block diagram representation of the 
filter when designed as a 3 complex weight filter. 

FIGS. 6Al-6A3 illustrate the tabulated results of the 
calculations obtained when processing the real data 
portion of a complex digital signal input to the filter of 
FIG. 5. 

FIGS. 6Bl-6B3 illustrate the tabulated results of the 
calculations obtained when processing the imaginary 
data portion of a complex digital signal input to the 
filter of FIG. 5. 

FIG. 7a shows a timing diagram of the signals utilized 
during the weight coefficient updating (i.e., weight 
swapping) process when implemented in the adaptive 
filter of the present invention. 

FIG. 7b shows the logic truth table and its corre­
sponding legend setting forth the signal conditions in 
the weight swapping circuitry necessary to perform 
weight swapping function. 

FIG. 7c shows the digital logic circuit implemented 
to command the weight swapping to occur. 

FIG. 8 shows a generalized block diagram of the 
circuitry that determines which memory bank is being 
written to and which memory bank is receiving the 
updated coefficients. 
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FIG. 9 is a pin-out diagram summarizing the Input­
/Output of the complex adaptive FIR ftlter of the pres­
ent invention. 

6 
continuous stream of real and imaginary parts of a com­
plex signal along a single data output line. 

The desired input signal Din(n), is input to the ftlter 
10 via desired input signal line 13. The desired input 

DESCRIPTION OF THE PREFERRED 
EMBODIMENTS 

5 signal line 13 is connected to a second switching circuit 
33 which provides Din(n) to either a first summing 
circuit 20 or a second summing circuit 22. The real data 
portion of the desired input signal Din(n) is added to the 

The present invention relates to a fmite impulse re­
sponse ftlter designed to process complex data. The 
ftlter comprises two parallel data paths, one which ftl­
ters the real data stream and a second which filters the 10 
imaginary data stream. The filter processes complex 
digital signal by multiplying the signals and time de­
layed versions of the signals each by a complex weight 
and summing the results of these multiplications. Since 
the filter utilizes two parallel data paths, both the real 15 
and imaginary part of the complex weight, as well as the 
negative of the imaginary part of the weight must be 
available as multiplicands which are hereinafter re­
ferred to as coefficients. The coefficients are variable, 
therefore, the ftlter is capable of operation as an adapt- 20 
ive ftlter when interfaced to a host processor which 
executes the adaptive algorithm and updates the coeffi­
cients. Due to the particular geometry of complex digi-
tal signal processing, these parallel data paths take maxi­
mum advantage of the time available to do the required 25 
filtering calculations. The ftlter of the present invention 
also includes a "desired input" which eliminates the 
need for an external summing device to calculate the 
error term often needed to update the coefficients. FIG. 
3 illustrates an application for the adaptive ftlter of the 30 
present invention which eliminates the need for external 
summing device 71. 

FIGS. 1aand 1b illustrate a block diagram of the 
complex adaptive fmite impulse response filter 10 of the 
present invention. Correspondingly, FIG. 9 shows a 35 
pin-out summary of the 1/0 for the filter 10. Referring 
to FIG. 1a, the complex digital signal being processed 
by the filter 10, Yin(n), is input to the filter 10 via refer­
ence input signal line 12. Yin(n) is a multiplexed digital 
signal having a real input data portion and imaginary 40 
input data portion. It can be, for e.g., a pulsed radar 
return signal that has been sampled at a XMHz clock 
rate, separated into its real and imaginary components, 
and time multiplexed. The reference input signal line 12 
is connected to a first switching circuit 32 which pro- 45 
vides Yin(n) to both the real processing circuit 17 and 
the imaginary processing circuit 16 in either position. 
For instance, in one position, Yin(n) is multiplied with 
adaptive weights having real coefficient data in both the 
real and imaginary processing circuits 17 and 16, and in 50 
the second position, Yin(n) is multiplied with adaptive 
weights having imaginary coefficient data in both the 
real and imaginary processing circuits 17 and 16. It 
should be understood that the inputs Yin(n), Din(n), 
Cin(n) and the output signals Cout(n) and E(n) are com- 55 
plex digital data signals having real and imaginary parts. 
These inputs are a multiplexed stream of data with the 
real input data portion input first and the imaginary 
input data portion input next. Switching circuits 32, 33, 
and 34 are essentially demultiplexers which provide the 60 
real and imaginary input data portions to the respective 
real data and imaginary data processing circuits. The 
switching circuits are all shown in the FIG. 1a as single 
throw double pole switches, but it should be understood 
that any circuitry which switches a signal between two 65 
inputs on every clock can be used for the demultiplex­
ing function: Likewise, as showN in FIG. 1b, switching 
circuits 35 and 36 function as multiplexers that form a 

real portion of the output signal Cout(n) when the sec­
ond switching circuit 33 is switched to route Din(n) to 
the first summing circuit 20. The imaginary data portion 
of Din(n) is added to the imaginary portion of the out­
put signal Cout(n) when the second switching circuit 33 
routes Din(n) to the second summing circuit 22. In the 
preferred embodiment, the Din(n) input provided to the 
respective summing circuits is switched in at the XMHz 
clock rate however, it must be externally delayed de­
pending upon the length of the filter i.e., the number of 
weights, in order to account for the latency of the ftlter 
10. 

A write strobe or write enable signal, Wr, is input to 
the filter 10 via a write strobe signal line 14. The write 
enable signal, Wr, is transmitted from the host processor 
(not shown) and functions to latch the coefficients into 
the respective coefficient/coefficient update memory 
banks 24 and 27 during the coefficient updating process 
to be described in detail below. 

Address lines Adr(2:1l>), via signal lines 15, are the 
address lines which access the individual coefficient 
registers in memory banks 24 and 27. These are trans­
mitted by a host processor and input to address decode 
circuit 28 where they are decoded to obtain six REG­
SELECT(5:1l>) signals, 44, that address the individual 
coefficient registers in the coefficient/coefficient up­
date memory banks 24 and 27. Signal Ce, input to ftlter 
10 via signal line 18, is used to gate the address decoder 
28 to make the ftlter 10 look like a memory-mapped 
peripheral to a host processor. 

The clock input to the filter 10 is labelled XMHz and 
is shown in FIG. 1a input line 19. This clock controls 
the filter and runs at the real data rate which is two 
times the complex data rate. As will be described in 
detail below with reference to the timing diagram of 
FIGS. 4a and 4b, the control signals 40, 42 that are used 
to control the flow of data into the real and imaginary 
processing circuits, are generated by control circuitry 
30. Control circuitry 30, it will be appreciated, also 
provides the signals that control the switching of input 
switching circuits 32, 33, and 34 and output switching 
circuits 35 and 36. 

The signal WSW APREQ that is input to the filter via 
line 21 is the weight swap request signal and it provides 
an indication to the weight swapping circuitry 38 that a 
change of banks is required. 

The DATAIN signal input via line 23 provides the 
floating point coefficient data to the coefficient registers 
addressed by adr(2:11>) and REGSELECT(5:1l>). DA­
T AIN, 23 may comprise a 32-bit bus. Both DA T AIN 
and WSW APREQ signals are transmitted from a host 
processor. 

The filter 10 is expandable in that it can be cascaded 
to provide for more coefficients and hence, handle 
larger amounts of data. The cascade input Cin(n), is 
input to the ftlter 10 via cascade input signal line 24. The 
cascade input signal line 24 is connected to a third 
switching circuit 34 which may provide the real data 
portion of a Cout(n) signal from a preceding filter stage 
to the real processing half 17 of the filter as well as 
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provide the imaginary data portion of Cout(n) from a 
preceding fllter stage to the imaginary processing half 

lated, a complex output signal is formed. Note that the 
geometry of the complex filter of the present invention 
is configured so that the top portion 17 of FIG. 2 will 
have coefficients such that when they are multiplied 
with Yin(n) and selectively accumulated, a real output 
data portion of the filter 10 is obtained. The bottom 
portion 16 will have the coefficients that will produce 
the imaginary output data portion of the filter 10. All 
even and odd side coefficients are weights having val-

16 of the filter. The cascade output signal Cout(n), is the 
cascade output of filter 10 and is output via signal line 
25, which is connected to a fourth switching circuit 36. 5 
Switching circuit 36 is a demultiplexer that switches 
between the real output data from the real processing 
circuit 17 and the imaginary output data from the imagi­
nary processing circuit 16 to produce the complex sig­
nal Cout(n) at output signal line 25. 

The error signal E(n) is the error output which is 
essentially a sun:imation of the desired input signal 
Din(n), 13, with both the real and imaginary output data 
available at Cout(n). The error signal is output via out­
put signal line 31, which is connected to a fifth switch- 15 
ing circuit 35. The real output portion of error signal 
E(n) is a summation in the first summing circuit 20, 
wherein real data portion of Din(n) is added to the real 
output data from the real processing circuit 17. The 
imaginary output portion of error signal E(n) is a sum- 20 
mation in the second summing circuit 22, where the 
imaginary data portion of Din(n) is added to the imagi­
nary output data from the imaginary processing circuit 

to ues that are dependent upon the type of function the 
filter is to perform, e.g. complex correlation or convolu­
tion. The real and imaginary data portions ofYin(n) are 
multiplied with the corresponding coefficients stored in 

16. Due to the circuit which implements fllter 10, the 
real part of the first term of a complex correlation or 25 
convolution will be present at the output of the filter 
after 2*N clock cycles, where 'N' is the number of 
weights the filter is implementing. Thus, as mentioned 
above, the Din(n) signal is delayed by external control 
means at least 2*N clock cycles to account for the Ia- 30 
tency of the fllter. 

Referring now to FIG. 2 there is shown a generalized 
block diagram of a 32 complex weight FIR filter 10 
having a real processing circuit 17 and imaginary pro­
cessing circuit 16. The switching circuit 32 is shown in "35 
a first position where the real input data portion of the 
input signal (hereinafter "Re[Yin(n)]" is connected to 
the half of the real processing circuit 17 having the odd 
numbered "a" coefficients and simultaneously con­
nected to the half of the imaginary processing circuit 16 40 
having the odd numbered "b" coefficients through a 
single clock cycle storage element 65. Hereinafter, the 
connection to the odd "a" and odd "b" coefficients will 
be referred to as a connection to the odd side coeffici­
ents. As can be seen, this is configured conceptually as 45 
a first parallel data path for processing the real data 
input of Yin(n). When the switching circuit 32 is in a 
second position, as dictated by control circuitry 30 to be 
explained below, the imaginary input data portion of the 
input signal hereinafter "Im[Yin(n)]" is connected to SO 
the half of the real processing circuit 17 having the even 
numbered "b" coefficients and simultaneously con­
nected to the half of the imaginary processing circuit 16 
having the even numbered "a" coefficients through a 
single clock cycle storage element 65. Hereinafter the 55 
connection to even "a" and even "b" coefficients will 
be referred to as a connection to the even side coeffici­
ents. This configuration illustrates conceptually a sec­
ond parallel data path for processing the imaginary data 
input of Yin(n). The storage elements 65 in the paths of 60 
the imaginary processing circuit 16 provide the delay 
necessary to multiplex the real and imaginary output of 
the fllter. 

It should be readily understood to those skilled in the 
art that complex signal processing (e.g. convolution or 65 
correlation) involves multiplication of the input signal 
with a select set of real and imaginary multiplicands, i.e. 
coefficients, such that when the results are accumu-

the coefficient memory banks 24, 27 and each multipli­
cation is accomplished by a multiplier circuit 4. Delay 
elements, labeled 6 in FIG. 2, are used for illustrative 
purposes to signify that the inputs are to be stored in the 
accumulator for one clock cycle before they appear at 
the output. In the preferred embodiment, the delay 
elements 6 are not implemented as such, but rather the 
control circuit 30 and control signals 39 (see FIGS. 1a 
and 1b) controlling the multiplier circuits 4 and accu­
mulator circuits 5 properly account for the delay. Each 
accumulator circuit 5 is a summing circuit that adds two 
inputs to produce an output out of the right land side of 
the accumulator. For instance, the accumulator 5 
shown in FIG. 2 will add the multiplication result of 
a31*Re[Yin(n)] with the result of the multiplication of 
b3o with Im[Yin(n)] one clock cycle after the 'b' side 
multiplication has taken place. With reference to the 
description of the timing diagram of FIGS. 4a and 4b it 
will be appreciated that the use of parallel paths takes 
maximum advantage of the time available to do the 
required multiplications and accumulations. 

FIGS. 4a and 4b illustrates the timing sequence that is 
implemented by control circuitry 30 and control signals 
39 to steer the real and imaginary inputs to the multipli­
ers 4 and accumulators 5. The input Yin(n) is clocked in 
on a XMHz Clock 19. The data input to the real and 
imaginary processing circuitry is controlled by the sig­
nal QSWITCH which is signal 40. This signal is used to 
control switching circuit 32 to switch the input signal 
Yin(n), signal 12, between the multipliers 4 connected to 
the 'a' side coefficients and the 'b' side coefficients. The 
rising edge of QSWITCH signal 40 is used to clock the 
Re[Yin(n)] into the odd side while the falling edge of 
QSWITCH, via signal QSWITCH signal 42, clocks 
Im[Yin(n)] into the even side. [As can be seen from the 
Figure, QSWITCH and QSWITCH run at one-half the 
XMHz clock frequency.] Since the real and imaginary 
data processing proceed in parallel, the real data is mul-
tiplied by both the odd 'b' and odd 'a' coefficients and 
the imaginary data is multiplied by both the even 'a' and 
even 'b' coefficients. The imaginary processing is de­
layed by one clock in order to provide the correct mul­
tiplexed output. 

Once the real data is made available to the odd side 
multipliers, the multiplication of Re[Yin(n)]*'a'odd and 
Im[Yin(n-l)]*'a'even coefficients will begin on the 
rising edge of XMHz (signal 43) which is the inverted 
XMHz clock signal. This 'a' side multiplication will 
take place when QSWITCH 40 is high (i.e. Logic 1). 
When QSWITCH 40 is low, the rising edge of XMHz 
will start the 'b' side multiplication, i.e., Im[Yin(n)]*'­
b'even coefficient and Re[Yin(n-l)]*'b'odd coeffici­
ents. The accumulation of results obtained from the 
previous multiplications involving 'b' side coefficients is 
performed at the time the multiplication of 'a' side coef-
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ficients take place. Similarly, the accumulation of re­
sults obtained from the previous multiplications involv­
ing 'a' side coefficient is performed at the time the multi­
plication of 'b' side coefficients take place. Once the 
accumulating has begun on the 'a' side, it is possible to 5 
switch to the alternate 'a' coefficient registers since the 
old coefficients are no longer needed and are not being 
utilized by the multipliers. Likewise, when the accumu­
lating has begun on the 'b' side, it is possible to switch to 
the alternate 'b' coefficient registers. Changing access of 10 
data from one set of 'a' and 'b' coefficient registers from 
memory bank 24 (e.g., Bank 0) to the other set of 'a' and 

10 
7a. The signals WSW AP A, 54, and WSW APB, 58, that 
are generated by weight swapping circuitry 38, actually 
cause the corresponding 'a' side and 'b' side weight 
swapping to occur. Input to the weight swapping cir­
cuitry 38 are the XMHz clock, signal 19, WSW A­
PREQ-, signal 21, and MULTIPLYA and MULTI-
PL YB, which are signals 53 and 56 generated from 
control circuitry 30. 

With reference to FIGS. 7a and 8, the swapping of 
the 'a' side coefficients between Bank <I> and Bank I will 
now be explained. It should be understood that the same 
timing diagram shown in FIG. 7a applies to the swap­
ping of 'b' side coefficients. The input WSWAPREQ­
(21) generated from the host indicates that the host has 

'b' coefficient memory registers from memory bank 27 
(e.g. Bank I) will be referred to as "weight swapping" 
and this feature will be described in detail below. 

As can be seen from the FIGS. 4a and 4b, QSWITCH 
15 updated the coefficients in the register bank not being 

used by the filter. The weight swap request WSWA­
PREQ- (21) is synchronized with the XMHz clock (19) 
to produce the weight swap request synch WSW A-

40 and QSWITCH 42 run at one-half the XMHz clock 
frequency. Thus, the internal calculations proceed at a 
rate of X/2 MHz while the output of the filter is main­
tained at the XMHz data rate. In this particular embodi- 20 
ment, each multiply and accumulate cycle takes 
2/XX 1Q3 ns to complete (using an XMHz clock). In 
conventional FIR filter designs, the multiply must take 
place in the shorter time span 1/XX 10 3 ns (i.e., at the 
XMHz clock rate). 25 

As mentioned above, the coefficient/coefficient up­
date memory bank 24 and the alternative coefficient­
/coefficient update memory bank 27 supply all the 'a' 
side and 'b' side coefficient values to the respective 
multipliers 4 (FIG. 2). The arrangement shown in 30 
FIGS. Ia and lb allows for easy conceptualization of 
the process. As shown therein, both coefficient memory 
banks 24 and 27 will provide the even 'b' and odd 'a' 
coefficients to the real processing circuit 17 of the filter 
and the even 'a' and odd 'b' coefficients to the imaginary 35 
processing half 16 of the filter. The respective 'a' and 'b' 
coefficients are broadcast to the multipliers in the real 
or imaginary processing circuits 17 or 16 via respective 
weight use signal lines 26 and 29. 

Different arrangements may be possible for swapping 40 
the coefficients in memory bank 24 or Bank <I> and mem­
ory bank 27 or Bank I. For example, a more efficient 
arrangement might require half as many coefficients 
and consequently half as many registers if the register 
values can be broadcast to two multipliers and the accu- 45 
mulators are given the capability of subtraction as well 
as addition. This is true in view of the fact that in com­
plex correlation calculations the first imaginary coeffici­
ent e.g., ao is equal to the succeeding real coefficient a1 
and the first real coefficient bois equal to the negative of 50 
the succeeding imaginary coefficient bt as will be 
shown below. 

The weight swapping feature of the present invention 
will now be described with reference to the timing 
diagrams of FIGS. 4a and 4b and 7. In view of FIGS. 4a 55 
and 4b, and as heretofore mentioned, the 'a' side and 'b' 
side coefficients are updated when each respective 'a' 
side and 'b' side accumulation is taking place i.e., when 
the coefficients are not being used by the multipliers 4. 
As can be seen, there is no time when both the 'a' side 60 
and the 'b' side coefficients are not being used by the 
multipliers, so each must be swapped separately. 

The weight swap circuitry 38 (see FIGS. Ia and lb) 
provides the timing and control signals necessary to 
accomplish the weight swapping function in the real 65 
and imaginary coefficient/coefficient update memory 
banks 24 and 27. The control and timing signals used 
during the weight swapping process are shown in FIG. 

PREQSA- which is signal 48. When swapping 'a' side 
coefficients, this signal is represented as WSW APREQ­
SA-. FIG. 7b sets forth the truth table 70 describing 
the logic governing the production of the following 
signals: WSW APREQSA- (signal 48); weight swap 
request delay A, WSWAPREQDELA- (signal 52); 
weight swap request delay B, WSWAPREQDELB­
(signal55); weight swap acknowledge A, WSWAPA-
KA- (signal 57); weight swap acknowledge B, 
WSWAPAKB- (signal 59); weight swap acknowl­
edge, WSW AP AK- (signal 60). The legend shown in 
FIG. 7b provides the definitions of the symbols used in 
the truth table of FIG. 7b. For instance, the WSWA-
PAK- signal60 will go low (logic <I>) on the next clock 
if signal 57, WSWAPAKA-, and signal 59, WSWA­
PAKB-, are both low. The WSWAPAK- signal60 is 
thus generated and output from the filter when both 'a' 
side and 'b' side coefficients have been swapped. Note 
that the swapping logic circuitry 38 implementing the 
logic set forth in the truth table 70 of FIG. 7b may be 
implemented by programmable array logic, but prefera­
bly is implemented in the ASIC. 

As previously mentioned, the WSW AP A signal 54 
causes the weight swapping on the 'a' side to occur. The 
signal WSW APREQDELA- (52) waits for the MUL­
TIPLY A, signal 53, before generating the WSW AP A 
signal 54. This condition indicates that on the next 
clock, the 'a' side multiply will be completed and the 
accumulate will begin. As can be seen in FIGS. 7a and 
7c, WSWAPA is generated as an output of the J-K 
flip-flop 61 at the falling edge 62 of WSW APREQ­
DELA- (signal 52). Note that after an 'a' side swap has 
occurred, the WSWAPAKA-, signal 57, is asserted 
according to the logical condition as set forth in truth 
table 70. 

The WSW APB signal 58, which causes the swapping 
of the 'b' side coefficients after the 'a' side swap has 
occurred, is generated as an output of a second J-K 
flip-flop (not shown) at the falling edge of WSW A­
PREQDELB- (signal 55). Before the 'b' side swap 
occurs, WSWAPREQDELB- waits for the combina-
tion of signals MUL TIPL YB (signal 56) and 
WSW AP AKA- (signal 57) in accordance with the 
logic as dictated by the swapping logic truth table 70 of 
FIG. 7b. After a 'b' side swap has occurred, the 
WSWAPAKB- signal 59 is asserted in accordance 
with the logical condition as set forth in truth table 70 of 
FIG. 7b. 

The advantages of the two memory bank architecture 
for each half of the filter are readily apparent. First of 
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all, maximum filter processing time is made available 
because, for e.g., while the accumulation of the results 
obtained from the multiplications of the input data with 
'a' side coefficients presently loaded into Bank <I> are 
taking place, a new set of updated 'a' side coefficients in 5 
Bank 1 memory can be made accessible to the multipli­
ers. This ensures that valid 'a' side coefficients are al­
ways made available so there is no interruption of the 
ftltering process. Likewise, for the 'b' side coefficients 

12 
to 32 bits, for enhanced mathematical prec1s1on. An 
identical operation is performed when coefficients are 
being updated to the alternate coefficient/coefficient 
update memory Bank <I> while the coefficients present in 
Bank 1 are being accessed by the filter 10. Again, 
WSWAPA, signal 54, together with Wr-, signal14, 
determine that the coefficient registers in Bank <I> are to 
receive updated coefficient data. The REG­
SELECT(5:<1>), signal 44, will then select which indi-

although there is a one clock cycle delay. 10 vidual coefficient register in the Bank <I> is to receive the 
updated coefficient data present on DAT AIN. With conventional prior art filters, it takes more than 

one clock cycle to write data into a memory bank of 
registers after that bank has supplied the coefficients for 
multiplication with the input during a previous clock 
cycle. Thus, in a ftlter having one coefficient memory 15 
bank, the new set of coefficient data could not be loaded 
into that memory bank during the accumulation cycle 
which nominally lasts for one clock cycle (see FIGS. 4a 
and 4b). Hence, after the accumulate cycle is complete, 
there would be a ftlter processing time delay existing for 20 
the amount of time it takes to fmish loading new coeffi­
cient data into the memory bank. During this time de­
lay, no multiplication could take place and filter perfor­
mance is degraded. 

With applicant's two Bank architecture, while the 25 
ftlter is operating with data present in the first coeffici­
ent memory bank, the alternative memory bank, i.e., the 
one not being used by the filter, is being updated with 
the new set of coefficients. This ensures that under the 
control of the weight swap circuitry, after the accumu- 30 
lation has taken place, multiplication with new coeffici­
ents loaded into the alternative bank can immediately 
take place with no time lapse. Hence, with no filter 
processing time delay, the complex data output rate of 
the fllter is equal to the complex data input rate. As 35 
noted above, it should be appreciated that coefficient 
data will be initially loaded into the first coefficient 
memory bank (e.g. Bank <1>). Subsequent updated coeffi­
cient data is successively loaded into the alternate mem­
ory bank, i.e., the one not being used by the multipliers, 40 
after each weight swap request under the automatic 
control of the weight swap circuitry. 

The writing of coefficient data to the memory banks 
during the weight swapping process will now be ex­
plained with respect to FIG. 8. FIG. 8 shows how the 45 
'a' side coefficients are swapped between coefficient 
registers in Bank <I> and Bank 1. It is understood that 
when the coefficient registers containing 'a' side coeffi­
cients m Bank <I> are being accessed by the filter 10, the 
coefficient registers containing 'a' side coefficients in 50 
Bank 1 may be accessed by the host computer for writ­
ing updated 'a' coefficient data thereto and vice versa. 
'b' side coefficients are swapped similarly, i.e., the 'b' 
side coefficients registers in Bank <I> are either being 
accessed by the filter 10 or host computer at any one 55 
time. 

In operation, the individual 'a' side coefficient regis­
ters are accessed to receive data that is present on the 
DATAIN bus 23. As shown in FIG. 8, WSWAPA 
signal 54, together with Wr- signal 14, determine 60 
which coefficient/coefficient update memory bank is 
being accessed by the filter 10, (e.g. Bank <I>), and which 
memory bank is to receive the updated coefficients (e.g. 
Bank 1). The REGSELECT(5:<1>), signal 44, selects 

The same processes mentioned above apply to swap-
ping the 'b' side coefficients as well. For the case of 
updating 'b' side coefficients, the signal WSW APB (58) 
together with Wr- (14) determine which weight/­
weight update memory bank is being accessed by the 
filter 10, (e.g. Bank <I>), and which memory bank is to 
receive the updated coefficients (e.g. Bank 1,) and vice 
versa. It will be appreciated that the filter looks like a 
memory mapped peripheral to the host and that the 
coefficients are downloaded to sequential memory loca-
tions. Although it is not shown in FIG. 8, the Ce-signal 
18 in FIG. 1a must be asserted while the Wr- (14) 
signal is activated as is standard practice with memory 
mapped peripherals. 

Example of a 3 Complex Weight Filter 

A complex correlation of two vectors will be de­
scribed to illustrate how the filter of the present inven­
tion is utilized for digital signal processing applications. 
An N-weight complex correlation conceptually re­
quires 2X2N coefficients. In this example, a 3-weight 
complex correlation is performed, and accordingly, 12 
coefficients are required. The scope of the present in­
vention should however not be limited to any particular 
number of coefficients except that these must be an even 
number per section for the cascading to work correctly. 
After the derivation of the coefficients for a 3-weight 
complex correlation, it will be shown that there are 
actually only six unique coefficients. In a preferred 
embodiment, a method for implementing the filter using 
only six coefficients will be shown. 

A 3-weight filter is illustrated in FIG. 5. The imple­
mentation of the 3-weight complex filter is described to 
prove the design including the cascade in from the 
higher order coefficients to the lower order coefficients 
and the summing of the filter output with the desired 
input to produce the error term. 

A common digital signal processing function which is 
implemented as a FIR filter is a complex correlation. 
The complex correlation of two vectors is given by 

N-t 
Rwy(m) = 2 w*(k)y(k + m) 

K=O 

(1) 

where w*(k) is the complex conjugate of the weight 
vector w(k), y(k+m) is a time shifted version of refer­
ence input signal y(m), and N is the number of complex 
coefficients, which is equal to 3 in this example. Ex­
panding the summation in equation (1) form equal to 0 
results in 

R..,(O)= w*(O)y(O)+ w*(l)y(l)+ w*(2)y(2) (2) 

which individual coefficient register in the selected 65 The weight vector, w(k), is given by 
memory bank, i.e. registers Cq, through Cs, is to receive 
the data present on DATAIN. As mentioned previ­
ously, DATAIN contains floating point coefficients, up 

~~<'(k)=rw(k)+Jliw(k)) (3) 
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wherein rw(k) is the real part of the weight vector and 
[iw(k)] is the imaginary part of the weight vector. 

Expanding equation (3) for values of k ranging from 
<I> to N -1 results in 

5 

14 
The coefficients are chosen based upon the specific 
implementation of the filter shown in FIG. 5, and are 
given by: 

ao = rw(2) bo = iw(2) 
(11) 

a1 = rw(2) bl = -iw(2) 

az = rw(l) bz = iw(l) 

w(O)=rw(O)+Jliw(O)] 

w(l)=rw(l)+Jliw(l)] 

w(2)=rw(2)+Jliw(2)] (4) 10 a3 = rw(l) b3 = -iw(l) 

a4 = rw(O) b4 = iw(O) 
The complex conjugate of the weight vectors of equa­
tion (4) are given by 

as = rw(O) bs = -iw(O) 

w*(O)= rw(O)-Jliw(O)] 

w*(l)=rw(l)-Jliw(l)] 

w*(2)= rw(2)-Jliw(2)] 

The reference input vector, y(k+m), is given by 

y(O) = ry(O)+ Jiz:v(O)] 

y(l)=ry(l)+Jl(V{l)] 

y(2) = ry(2)+ Jl ry(2)] 

It is clear that ao=at, a2=a3, ~=as, bo= -bi, 
15 b2= -b3, and b4= -bs. Thus, In a preferred embodi­

ment, only the coefficients ao. a1. a2, ~. bo, b2, and b4 
need be provided. Thus, with reference to FIG. 5, ao 

(5) would be broadcast to both multiplier circuits 82' and 
80; a2 would be broadcast to multiplier circuits 78' and 

20 76; ~ would go to multiplier circuits 74' and 72; bo 
would be broadcast to multiplier circuits 82 and 80'; b2 
would be broadcast to 76' and 78; and b4 would be 
broadcast to 72' and 74. Substituting the coefficients of 

25 
equation (11) and the values of the reference inputs of 

(6) equation (10) into equation (9) results in 

Substituting equations (5) and (6) into equation (2) re­
sults in Rwy(O) as Yin(O) + b4 Yin( I) + a3 Yin(2) + bz Yin(3) 

+ a1 Yin(4) + bo Yin(5) + ;lbs Yin(O) + a4 Yin( I) 

+ b3 Yin(2) + az Yin(3) + b1 Yin(4) + ao Yin(5)] 

(12) 

Rwy(O) (rw(O) - Jliw(O)J)(ry(O) + ;li.v(O)]) 

+ (rw(l) - ;Iiw(l)JXry(l) + ;li.v(l)]) 

+ (rw(2) - ;liw(2)])(ry(2) + ;l(V(2)]) 

30 
(7) 

Expanding equation (7) results in 

Rwy(O) 
(8) 

rw(O)ry(O) - ;liw(O)]ry(O) + iw(O)iy(O) + rw(O)jliy(O)] 

+ rw(l)ry(l) - ;liw(l)]ry(l) + iw(l)ry(l) + rw(l)Jliy(l)] 

+ rw(2)ry(2) - ;liw(2)]ry(2) + iw(2)ry(2) + rw(2)Jliy(2)] 

Rearranging equation (8) into the real and imaginary 

35 

The complex correlation, R wy(O), in terms of filter 
output is given by 

Rwy(O)= Cout(6)+ jCout(1) (13) 

wherein Cout(6) is the real part ofRwy(O) and Cout(7) 
is the imaginary part of Rwy(O). Equation (13) is the 

40 result of the mathematical calculation of the complex 
correlation of two vectors. 

Referring to FIG. 5, the block diagram representa-

parts results in 45 

tion of the ftlter is utilized to demonstrate that the oper­
ation of the ftlter corresponds to the mathematical result 
achieved above. Each device in FIG. 5 is identified by 
a name and a number corresponding to the column 
headings in FIGS. 6A1 and 6B1. The processing which 
occurs in the top half of the FIR ftlter of FIG. 5 i.e., the 
real processing circuit 17, is tabulated in FIGS. 6A1 
through 6A3 and corresponds to the real output of the 
3-weight complex ftlter. The bottom half of FIG. 5 i.e., 
the imaginary processing circuit 16, is tabulated in 
FIGS. 6B1 through 6B3 and corresponds to the imagi­
nary output of the 3-weight complex ftlter design. The 
grid of the processing table shown in FIGS. 6A1 
through 6A3, corresponding to the real processing cir-

Rwy(O) rw(O)ry(O) + iw(O)iy(O) 
(9) 

+ rw(l)ry(l) + iw(l)iy(l) 

+ rw(2)ry(2) + iw(2)iy(2) 
50 

+ ;1 rw(O)iy(O) - ry(O)iw(O) 

+ rw(l)iy(l) - ry(l)iw(l) 

+ rw(2)iy(2) - ry(2)iw(2)] 

The reference input, Y;n, enters the ftlter real part 55 
first, and accordingly, the values for Yin are given by 

y in(O) = ry(O) 

Yin(l)=iy(O) 

Yin(2)=ry(l) 

Yin(3)=iy(l) 

Yin( 4) = ry(2) 

Yin(S)=iy(2) (10) 

60 

cuit 17, makes use of equations 14 through 19 below. 
Referring to the real path of the ftlter, the output 

accum5 of the sixth summing circuit 71 is given by 

accum5= Cin+ multS, (14) 

wherein Cin is the cascade input 19 and multS repre­
sents the output of the sixth multiplying circuit 72. The 

65 output accum4 of the fifth summing circuit 73 is given 
by 

accum4=accum5+ mult4, (15) 
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where accum5 is given in equation (14) and mult4 repre­
sents the output of the fifth multiplying circuit 74. The 
output accum3 of the fourth summing circuit 75 is given 
by 5 

accum3=accum4+mult3, (16) 

where accum4is given in equation (15) and mult3 repre­
sents the output of the fourth multiplying circuit 76. 10 
The output accum2 of the third summing circuit 77 is 
given by 

accum2=accum3+mult2, (17) 

where accum3 is given in equation (16) and mult2 repre­
sents the output of the third multiplying circuit 78. The 
output accumi of the second summing circuit 79 is 
given by 

15 

accuml=accum2+ multi, 
20 

(18) 

where accum2 is given in equation (17) and multi repre­
sents the output of the second multiplying circuit 80. 
The output accum4> of the first summing circuit 8I is 25 
given by 

accum<l>=accuml+mult<l> (19) 

where accumi is given in equation (18) and mult4> rep- 30 
resents the output of the first multiplying circuit 82. 

Thus the results for the real output part of this 3-
weight filter, Cout(n), is the output at time n, which in 
this case is equal to six. Thus, at the sixth clock cycle, 
the result Cout(6) corresponds to the result obtained 35 
mathematically in equation (12). 

The processing table shown in FIGS. 6BI through 
6B3 corresponding to the imaginary processing circuit 
I6 of filter IO, makes use of equations 20 through 25 
below. Referring to the imaginary path of the filter 40 
shown in FIG. 5, the output accum5 of the sixth sum­
ming circuit 7I' is given by 

accum5= Cin+ mu/t5, (20) 

wherein Cin is the cascade input I9 and muttS repre­
sents the output of the sixth multiplying circuit 72'. The 
output accum4 of the fifth summing circuit 73' is given 
by 

accum4=accum5+mult4, (21) 

45 

50 

where accumS is given in equation (20) and mult4 repre­
sents the output of the fifth multiplying circuit 74'. The 
output accum3 of the fourth summing circuit 75' is 55 
given by 

accum3=accum4+mult3, (22) 

where accum4 is given in equation (21) and mult3 repre- 60 
sents the output of the fourth multiplying circuit 76'. 
The output accum2 of the third summing circuit 77' is 
given by 

accum2=accum3+mult2, (23) 65 

where accum3 is given in equation (22) and mult2 repre­
sents the output of the third multiplying circuit 78'. The 

output accumi of the second summing circuit 79' is 
given by 

accuml =accum2+multl, (24) 

where accum2 is given in equation (23) and multi repre­
sents the output of the second multiplying circuit 80'. 
The output accum4> of the first summing circuit 8I' is 
given by 

accum<l>=accuml + mult<l> (25) 

where accumi is given in equation (24) and mult4> rep­
resents the output of the first multiplying circuit 82'. 

For the preferred embodiment of the 3-weight filter 
where only 2N or six coefficients are used, the filter 
would have to perform the subtraction wherein for e.g.: 
accumi = accum2-multi; and accum3 = accum4-
-mult 3 to accommodate the (-) signs in the bt. b3, 
and bs coefficients. 

Thus the results for the imaginary output part of this 
3-weight filter, Cout(n), is the output at time n, which is 
this case is equal to seven. Note that at the seventh 
clock cycle, the result Cout(7) corresponds to the imag­
inary portion of the result obtained mathematically in 
equation (12). The imaginary output Cout(7) is available 
at the seventh clock cycle due to the initial coefficient 
storage delay of one clock cycle implemented by the 
storage devices 65 in the imaginary processing path I6 
of the filter. The delay of one clock cycle in this path is 
necessary to assure proper multiplexing of the Cout(n) 
signal25, (filter output). 

While the invention has been particularly shown and 
described with respect to the preferred embodiments 
thereof, it should be understood by those skilled in the 
art that the foregoing and other changes in form and 
detail may be made therein without departing from the 
spirit and scope of the invention which should be lim­
ited only by the scope of the appended claims. 

What is claimed is: 
I. A fmite impulse response filter with adaptive 

weights for processing a complex data signal having 
both real and imaginary input data components, said 
fmite impulse response filter comprising: 

a) a first data processing circuit for generating a real 
data output component of a complex signal output 
for said filter, said first processing circuit having a 
first input connected to a first plurality of multi­
plier means for multiplying said real input data 
component with a first set of adaptive weights 
during a first time interval and successive first time 
intervals, and generating corresponding first sets of 
weighted data for output at each said multiplier 
means of said first plurality, and a second input 
connected to a second plurality of multiplier means 
for multiplying said imaginary input data compo­
nent with a second set of adaptive weights during a 
second time interval and successive second time 
intervals, and generating corresponding second 
sets of weighted data for output at each said multi­
plier means of said second plurality; 

b) a second data processing circuit for generating an 
imaginary output data component of said complex 
signal output for said filter, said second processing 
circuit having said first input connected to a third 
plurality of multiplier means for multiplying said 
real input data component with a third set of adapt­
ive weights during said successive second time 
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intervals, and generating corresponding third sets 
of weighted data for output at each said multiplier 
means of said third plurality, and said second input 
connected to a fourth plurality of multiplier means 
for multiplying said imaginary input data compo- 5 
nent with a fourth set of adaptive weights during 
successive first time intervals, and generating cor­
responding fourth sets of weighted data for output 

3. The filter according to claim 2 wherein said coeffi­
cient swapping circuit means directs said first, second, 
third, and fourth plurality of adaptive weight values to 
be loaded into said memory storage means at the request 
of said control means. 

4. The filter according to claim 3 wherein said fllter 
further includes an alternate memory storage means for 
receiving updated frrst plurality and updated fourth 
plurality of adaptive weight values while said first plu-at each said multiplier means of said fourth plural­

ity; 10 rality and fourth plurality of adaptive weight values 
stored in said memory storage means are being utilized 
for multiplication thereof, said alternate memory stor­
age means for receiving updated second plurality and 

c) sampling means for inputting said real input data 
component at said first input during said first time 
interval and successive first time intervals thereaf­
ter, and for inputting said imaginary input data 
component at said second input during said second 15 
time interval and successive second time intervals 
thereafter; 

d) a first input storage means located at said first input 
in said second data processing circuit for delaying 
the multiplication of said real input data compo- 20 

nent with said third plurality of multiplier means 
for one time interval and a second input storage 
means located at said second input in said second 
data path for delaying the multiplication of said 

25 imaginary input data component with said fourth 
plurality of multiplier means for one time interval; 

e) first plurality of accumulator circuit means inter­
connecting outputs of each said first plurality of 
multiplier means with outputs of each said second 30 
plurality of multiplier means for successively accu­
mulating selective first sets of weighted data and 
selective second sets of weighted data to form said 
real data output component of said complex output 
signal, and a second plurality of accumulator cir- 35 
cuit means interconnecting outputs of each said 
third plurality of multiplier means with outputs of 
each said fourth plurality of multiplier means for 
successively accumulating selective third sets of 
weighted data and selective fourth sets of weighted 40 
data to form said imaginary data output component 
of said complex output signal; 

f) control circuit means for simultaneously directing 
said first plurality of accumulator circuit means and 
said second plurality of accumulator circuit means 45 
to accumulate said frrst sets of weighted data and 
said forth sets of weight data, respectively, during 
successive said second time intervals, and for si­
multaneously directing said first plurality of accu­
mulator circuit means and said second plurality of so 
accumulator circuit means to accumulate said sec­
ond sets of weighted data and said third sets of 
weighted data, respectively during successive said 
first time intervals; and 

g) coefficient swapping circuit means for updating 55 
the adaptive weight values of said predetermined 
coefficient sets, said means simultaneously updat­
ing the values of said frrst plurality and said fourth 
plurality of adaptive weights means during said 
successive second time intervals, and simulta- 60 
neously updating the values of said second plural­
ity and said third plurality of adaptive weight 
means during said successive frrst time intervals. 

2. The filter according to claim 1 further including a 
memory storage means for storing said frrst plurality, 65 
second plurality, third plurality, and fourth plurality of 
adaptive weight values for their respective multiplica-
tions. 

updated third plurality of adaptive weight values while 
said second plurality and third plurality of adaptive 
weight values stored in said memory storage means are 
being utilized for multiplication thereof. 

5. The filter according to claim 4 wherein said coeffi­
cient swapping circuit means generates a weight swap 
acknowledge signal to inform said control means that 
either said memory storage means is available to receive 
updated coefficient values or said alternate memory 
storage means is available to receive updated coefficient 
values. 

6. The filter according to claim 1 further including 
means for generating an error signal for use by said 
processor means. 

7. The fllter according to claim 6 wherein said means 
for generating an error signal includes a frrst summing 
circuit means for adding said real output component for 
said filter with a desired real output signal and a second 
summing circuit means for adding said imaginary out­
put component for said filter with a desired imaginary 
output signal. 

8. The filter according to claim 1 wherein said con­
trol circuit means further includes means for multiplex­
ing said real output data component from said frrst data 
processing circuit and said imaginary output data com­
ponent from said second data processing circuit to form 
said complex output signal at an output end of said 
filter. 

9. The filter according to claim 8 further including 
cascade output means for connecting said multiplexing 
means at said output end of said filter to a cascade input 
circuit means of a succeeding finite impulse response 
filter stage to thereby cascade said finite impulse re­
sponse filters. 

10. A method for processing complex digital data 
having both real and imaginary input data said method 
comprising the steps of: 

a) alternately loading real input data into a frrst data 
path and imaginary input data into a second data 
path during successive time intervals, said frrst data 
path having a frrst plurality and second plurality of 
adaptive weight means having coefficient data 
with predetermined values and said second data 
path laving a third and fourth plurality of adaptive 
weight means having coefficient data with prede­
termined values; 

b) storing said real input data in said frrst data path 
having said second plurality of adaptive weight 
means for one time interval after loading said real 
input data into said frrst data path, and storing said 
imaginary input data in said second data path lav­
ing said fourth plurality of adaptive weight means 
for one time interval after loading said imaginary 
input data into said second data path; 
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c) simultaneously multiplying during a first and suc­
cessive first time intervals said real input data and 
imaginary input data respectively by said coeffici­
ent data values of said first plurality of adaptive 

5 
weight means and fourth plurality of adaptive 
weight means to obtain respectively therefrom a 
first plurality and fourth plurality of multiplication 
results; 

d) simultaneously multiplying during a second and 10 

successive se.cond time intervals said imaginary 
input data and real input data respectively by said 
coefficient data values of said second plurality of 
adaptive weight means and third plurality of adapt-

15 
ive weights means to obtain respectively therefrom 
a second plurality and third plurality of multiplica­
tion results; 

e) alternately accumulating the results of each of said 
first plurality and third plurality of multiplication 20 

results to form therefrom a real data output portion 
for said filter; and 

f) alternately accumulating the results of said second 
plurality and said fourth plurality of multiplication 

2 
results to form therefrom an imaginary data output 

5 

portion for said filter, 
wherein said first plurality and fourth plurality of 

multiplication results are accumulated simulta­
neously and said second plurality and said third 30 

35 

40 

45 

50 

55 

60 

65 

20 
plurality of multiplication results are accumulated 
simultaneously. 

11. The method according to claim 10 further includ­
ing the steps of updating the coefficient data values of 
said first plurality and fourth plurality of adaptive 
weight means during the accumulation of said first plu­
rality and fourth plurality of multiplication results, and 
updating the coefficient data values of said second plu­
rality and third plurality of adaptive weight means dur­
ing the accumulation of said second plurality and third 
plurality of multiplication results. 

12. The method according to claim 11 wherein said 
first and fourth plurality of adaptive weight means has 
associated therewith a first and first alternate memory 
storage means for storing said coefficient data, said 
updating step further including the step of alternately 
accessing said coefficient data values from either said 
first or alternate first memory storage means during an 
accumulation of said first plurality and fourth plurality 
of multiplication results. 

13. The method according to claim 11 wherein said 
second and third plurality of adaptive weight means has 
associated therewith a second and second alternate 
memory storage means for storing said coefficient data, 
said updating step further including the step of alter­
nately accessing said coefficient data values from either 
said second or alternate second memory storage means 
during an accumulation of said second plurality and 
third plurality of multiplication results. 

* * * * * 
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