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The present invention relates to a digital filter and
amethod of digital filtering, a digital data rate conver-
ter and a method of digital data rate conversion, and
a method and apparatus for modulating and/or de-
modulating a digital signal.

In a typical finite impulse response digital filter,
an output sample is obtained by obtaining the product
of an input sample and a coefficient and combining
that product with one or more products of other input
samples with respective coefficients so that each
output sample is made up of contributions from sev-
eral input samples and each input sample contributes
to a corresponding number of output samples. In an
infinite impulse response digital filter, an output sam-
ple is obtained by obtaining the product of an input
sample and a coefficient and combining this with one
or more products of preceding output samples and
corresponding coefficients, and normally also one or
more products of other input samples and corre-
sponding coefficients. The values of the coefficients
in such afilter represent the shape of the impulse re-
sponse.

In a known digital filtering technique for changing
the data rate of digital samples, the digital sample
stream is passed through an interpolation filter and
then through a decimation filter. The interpolation fil-
ter increases the digital sample rate by an integer val-
ue so as to provide a digital data stream having a data
rate which is a common multiple of the input data rate
and the desired output data rate (often the lowest
common multiple). The interpolation filter has to gen-
erate the additional sample values required, and may
do this by interpolating between input sample values.
The decimation filter receives the increased rate sig-
nal and reduces its data rate by an integer value to ob-
tain the desired output data rate, by passing only an
appropriate proportion of its input data samples to its
output. Thus, if for example a data rate of 50 samples
per second is converted to 30 samples per second,
the interpolation filter triples the number of samples
to provide a digital data stream at 150 samples per
second, and the decimation filter receives the signal
at 150 samples per second and outputs every 5th
sample so as to provide a data stream at 30 samples
per second. The choice of data rate conversions
which can be performed with such a technique is lim-
ited by the need to obtain a sample rate for the data
stream between the two filters which is a common
multiple of the desired input and output sample rates.

In apparatus for modulating a data signal onto a
carrier, or apparatus for demodulating such a signal
to recover the data, or an apparatus which performs
both functions (all of which will be referred to gener-
ically as a modem in the present specification), it is
often convenient for part of the modulating or demod-
ulating procedure to be carried out digitally. Normally,
it will be desirable to have a stream of digital samples
representing data symbols modulated onto the carrier
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signal, at a sample rate which is substantially greater
than the rate at which data symbols appear in the data
to be modulated onto or demodulated from the carrier
(the symbol rate). In a demodulator, the samples will
be obtained from an input analog signal representing
the modulated carrier by an analog-to-digital conver-
ter and in a modulator the digital samples will be con-
verted into an analog modulated carrier signal by a
digital-to-analog converter.

At some point in the processing of the digital sig-
nals within the modem, it will be necessary to convert
the digital data rate between the sample rate for the
ADC or DAC and the symbol rate of the data modu-
lated on the carrier. In order to provide a practical mo-
dem design, the ADC or DAC may be driven by a clock
to define a sample rate which is an integer multiple of
the symbol rate, so that for demodulation the sample
rate is converted to the symbol rate by a decimation
filter and for modulation the symbol rate is converted
to the sample rate by interpolation. The sample rate
can instead be a rational non-integer multiple of the
symbol rate, in which case both a decimation filter
and an interpolation filter will be required. In either
case, the clock rate for the ADC or the DAC must be
chosen with reference to the symbol rate (or the baud
rate) at which the modem is intended to operate, and
for a modem capable of operating at several rates it
will normally be necessary to provide an arrange-
ment for controlling and selecting the ADC or DAC
clock rate in accordance with the symbol rate being
used at any particular time.

According to one aspect of the present invention
there is provided a digital filter for receiving an or-
dered stream of input digital samples and providing
an ordered stream of output digital samples, the filter
generating each of the output samples from a plural-
ity of products between a respective input sample
and a respective coefficient value, and comprising
means to select the coefficients used in generating
any particular output sample from a plurality of pre-
determined values. The actual values for the coeffi-
cients are not necessarily stored within the filter. For
example, the filter may store sets of products of coef-
ficients and possible input sample values, so that a
product value is selected for use in generating an out-
put sample on the basis of the value of the input sam-
ple and the selection of which coefficient value is re-
quired.

This arrangement allows a dynamic re-selection
of the digital filter properties on a sample-by-sample
basis.

One use for such a digital filter is in providing a
digital filter in which the output sample rate is differ-
ent from the input sample rate. For each output sam-
ple, the coefficients can be selected on the basis of
the phase between the input sample clock and the
output sample clock, in order to provide a filtering
characteristic suitable for that phase offset. Since the
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coefficients to be used can be changed at any time,
the filter characteristics can respond adaptively to
changes in the phase between the input sample rate
and the output sample rate, and the means for con-
trolling the selection of coefficients can be set up to
keep track of this phase difference. In this way, the
filter can operate with an input sample rate and an
output sample rate which are not related by a simple
ratio.

In one embodiment, the coefficients used in gen-
erating an output sample are re-selected for each out-
put sample. In another embodiment, the coefficients
which are used with a given input sample are re-se-
lected for each input sample.

Using a digital filter of this type, it is possible to
construct a digital data rate converting apparatus in
which the output signal rate is substantially indepen-
dent of the input signal rate, or vice versa. If such a
data rate converter is used in the design of a modem,
the modem can be constructed such that the sample
rate for digital samples at the ADC or DAC is substan-
tially independent of the symbol rate of the data being
modulated onto or demodulated from the carrier. Ac-
cordingly, it becomes possible to construct a modem
in which the clock rate for the ADC or DAC may be
fixed at a convenient arbitrary value, and does not
have to be selected as an integer multiple of the sym-
bol rate. If the baud rate of the modem is altered, this
will normally imply changing the input rate for the data
rate converter in the case of a modulator or changing
the output data rate in the case of a demodulator, with-
out requiring any change in the clock rate for the ADC
or DAC. In this way, the clock rate control circuitry for
the ADC and DAC can be substantially simplified,
and clock rate variation circuitry may be unneces-
sary.

Depending on the application, it is not always
necessary to provide clock signals at both sample
rates to the data rate converting apparatus. As is il-
lustrated in an embodiment, a demodulating modem
can be constructed in which the degree of the phase
error in the output symbols is detected and this is
used in a feedback control loop to lock the operation
of the digital filter to provide output values at the sym-
bol rate with the correct phase. In this arrangement,
the symbol clock data is obtained from the output of
the filter itself, and no externally supplied symbol
clock is required by the data rate converter.

Although a data rate converter using a digital fil-
ter according to the present invention is described as
used in a modem, other uses are possible. For exam-
ple, where a digital data train represents a continu-
ously varying analog signal, and it is desired for any
reasonto obtain a digital representation of that analog
signal at a different digital data rate, a digital data rate
converter can be used. Such a requirement may exist,
for example, in converting between different digital
video formats with different numbers of pixels per
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line, or converting digitally recorded audio between
different standards having different data rates.

In another aspect the present invention relates to
a gain control circuit in which an error signal repre-
senting the difference between the output signal lev-
el and the desired output signal level is multiplied by
a factor which is derived from the value of the gain,
before being added to the gain to obtain a new gain
level. In this way, for a given level of error in the output
signal level, the rate at which the gain changes de-
pends on the level of the gain. This arrangement can
be used to reduce the extent to which the time con-
stant of the automatic gain control circuit depends on
the level of the signal gain. Otherwise, the reaction of
the AGC circuit to a given error in the level of the out-
put signal will be faster if the error is caused by a
change in a strong signal subjected to low gain than
in the case where the error is due to the same change
in dB (a smaller change in absolute signal level) in a
weak signal subjected to a strong gain.

In a further aspect of the present invention there
is provided a circuit for determining a phase error or
a frequency error in an input signal, or a phase-
locked-loop (PLL) or a frequency-locked-loop (FLL)
using such a circuit, in which an offset is added to a
generated scalar quantity representing the degree of
detected error, and a substantially cancelling altera-
tion is made to the input signal before or during proc-
essing while itis still a vector quantity, e.g. by rotating
the input signal, thereby to eliminate (at least partial-
ly) the offset in the error signal when the input signal
has a detectable phase or frequency, but to allow the
offset to appear in the error signal when the input sig-
nal comprises substantially entirely random noise.

Such offsets in the error signal are typically used
in a PLL or FLL to cause the output of an oscillator
controlled by the error signal to "sweep" through a
range of oscillation signals. Where the loop is sup-
posed to lock to an external signal in order to derive
an output from which the input to the phase or fre-
quency error detector is obtained, the loop will only
lock properly to the external signal if the oscillator
output is sufficiently close to the correct phase or fre-
quency that the output signal is provided. In this case,
an offset in the error signal controlling the oscillator
will cause the oscillator to change frequency at a rate
depending on the level of the offset, until the oscilla-
tor frequency becomes such that an output signal is
obtained and the phase or frequency or error detector
outputs a non-zero error signal.

However, the oscillator output frequency will not
cease to change until the magnitude of the error sig-
nal output by the phase or frequency error detector
cancels the offset. Therefore, unless the phase orfre-
quency error detector is arranged to compensate for
the offset, the loop will settle with a phase or frequen-
¢y error having a magnitude in accordance with the
value of the offset. If the phase or frequency error
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represented by the value of the offset is so large that
an output signal cannot be obtained, the loop will not
settle at all without compensation for the effect of the
offset. This means that, in the absence of compensa-
tion for the effect of the offset, there is a limit to the
magnitude of the offset signal which can be used, and
accordingly there is a limit to the rate at which the os-
cillator can "sweep" or change frequency, searching
for the external signal.

Itis not possible simply to compensate for the off-
set signal by subtracting a corresponding value from
the output of the phase or frequency error detector,
since this would eliminate the effect of the offset on
the oscillator in the absence of a signal as well as in
the presence of a signal, and the oscillator would not
sweep. By applying the compensation as a suitable
alterationto the input signal while it is still in vector
form, the compensation has substantially no effect
on the output of the error detector when only noise is
input (phase rotated noise is still noise), but when a
signal is input the output of the error detector is al-
tered so as to compensate for the offset. In this way,
the effect of the offset is compensated for when a sig-
nal is detected but is not compensated for when only
noise is input to the phase or frequency detector.

Embodiments of the present invention, given by
way of non-limiting example, will now be described
with reference to the accompanying drawings, in
which:

Fig. 1 illustrates the conceptual architecture of a

digital filter with dynamically controllable selec-

tion of coefficients;

Fig. 2 illustrates a finite impulse response for a

filter;

Fig. 3 shows schematically a satellite signal re-

ceiver and demodulator system;

Fig. 4 shows a demodulating modem architecture

embodying the present invention;

Fig. 5 shows a numerically controlled oscillator;

Fig. 6 shows an accumulator of a numerically con-

trolled oscillator, arranged for use in the modem

architecture of Fig. 4;

Fig. 7 illustrates the staircase value sequence

output from the accumulator of Fig. 6;

Fig. 8 illustrates a data rate converting filter ar-

chitecture for the demodulating modem of Fig. 4;

Fig. 9 illustrates the use of the output of the ac-

cumulator of Fig. 6 as a phase position marker to

identify respective positions on the impulse re-

sponse to Fig. 2;

Fig. 10 illustrates a numerically controlled oscil-

lator arranged for use with an alternative filter ar-

chitecture;

Fig. 11 illustrates a filter architecture using the

accumulator of Fig. 10 and embodying the pres-

ent invention;

Fig. 12 is a flow diagram illustrating a software

implementation of the filter architecture of Fig.
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11;

Fig. 13 is a schematic overview of the architec-

ture of a modulating modem;

Fig. 14 illustrates a data rate converting filter ar-

chitecture, corresponding to the architecture of

Fig. 8, embodying the present invention and for

use in the modulating modem architecture of Fig.

13;

Fig. 15 illustrates an alternative modulating filter

architecture embodying the present invention;

Fig. 16 is a flow diagram illustrating the software

implementation of the filter architecture of Fig.

17;

Fig. 17 shows an automatic gain control circuit

embodying the present invention; and

Fig. 18 shows an arrangement for compensating

for the effects of a search offset in a phase-

locked loop or a frequency-locked loop.

Fig. 1 illustrates conceptually the construction of
a digital filter embodying the present invention, al-
though as is explained later the actual construction
of the filter may be different. In the conceptual struc-
ture of Fig. 1, input data values are used to obtain out-
put data values in a calculation unit 1. To generate
each output data value, the calculation unit multiplies
a plurality of input data values by respective coeffi-
cients and accumulates the results, in the manner of
a Finite Impulse Response (FIR) filter, and may also
multiply one or more previous output data values by
respective coefficients and accumulate these with
the accumulated products of input data values in the
manner of an Infinite Impulse Response (lIR) filter.
For each calculation, the calculation unit uses a coef-
ficient value supplied to it from a coefficient store 3.
The coefficient store 3 supplies coefficients in accor-
dance with the coefficient select signal from a control
unit 5. The control unit 5 decides which coefficients
should be selected from the coefficient store 3 and
provided to the calculation unit 1 for each calculation.
The control unit 5 responds to control inputs, and ac-
cordingly it can select the coefficients to be used at
any given instant dynamically on the basis of the val-
ues of the control inputs. In principle, any signals
could provide the control inputs depending on the use
to which the filter is to be put, and typically these will
be obtained from the input data or the output data, or
from blocks or other components in the system con-
taining the digital filter. The control unit 5 may receive
more than one control input signal, and may for exam-
ple output select signals on the basis of comparisons
between the current values or current phases of dif-
ferent control inputs.

In practice, the use of a look-up table in memory
to replace circuits for conducting logical operations
may enable the coefficient store 3 to be combined
with one of the other units of the filter.

There will now be described how such a digital fil-
ter with dynamically variable coefficients can be used
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to provide a data rate converter for a digital data
stream.

In a data rate converter embodying the present
invention, the digital filter is used as an FIR filter, and
Fig. 2 shows an example of a finite impulse response
for such a filter. The impulse response of Fig. 2 is
shown as extending over 5 output data periods. In the
use of the filter, an output data value will be obtained
by multiplying a succession of input data values with
respective coefficients representing the impulse re-
sponse, and accumulating the products of these mul-
tiplications. Ideally, the peak of the impulse response
should be centred on the output data period, while the
coefficient used to multiply each input data value
should represent the value of the impulse response at
the precise timing of the input sample. In practice, if
the data rate converter is to cope with any possible
phase relationship between the input data values and
the output data values and is to cope with any possi-
ble ratio of any input data rate to output data rate with-
in an operating range of ratios, the filter could only
meet both of these criteria simultaneously by having
an infinite number of coefficients representing infi-
nitely fine sampling of the impulse response curve.

In the operation of the data rate converter em-
bodying the present invention, coefficient values for
a finite number of positions along the impulse re-
sponse are calculated, and for any given operation of
obtaining the product between an input data value
and a coefficient, the control means instructs the use
of whichever of the available coefficient values gives
a good approximation to the instantaneous value at
the input data timing of the impulse response when
centred on the output value period.

The more coefficient values there are to choose
from, the less error will be introduced by using a coef-
ficient value which is only approximately correct. The
number of coefficient values necessary on any par-
ticular occasion will vary depending on the use to
which the data rate converter is being put. In the case
of a modem for converting between unmodulated dig-
ital data and data modulated on a radio carrier for sat-
ellite transmission, it has been found to be sufficient
to provide approximately 64 (2¢) coefficients per un-
modulated data symbol period. Normally, in operation
of a demodulator it has been found that clock jitter and
phase uncertainty in the recovered symbol clock
means that the symbol clock phase can only be de-
termined with a certainty of approximately 1 part in
16 (24), so that errors introduced by approximate
coefficient values when there are 64 coefficients per
symbol period are negligible compared with errors in-
troduced by uncertainly about the symbol clock.

In one data rate converter and demodulator em-
bodying the present invention, the impulse response
curve is sampled in phase with the symbol period, to
provide precisely 64 samples per symbol period. In a
second data rate converter and a second demodula-
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tor, the impulse response is sampled at a multiple of
the frequency of the data samples digitised from the
modulated carrier signal and input of the data rate
converter, so that there will not be exactly 64 samples
per symbol period but the rate at which the impulse
response is sampled is selected so as to provide ap-
proximately this number of samples.

Fig. 4 illustrates a receiving apparatus for receiv-
ing digital data signals transmitted by a satellite, de-
modulating the signals, and forwarding the digital
data to a user. In Fig. 4 signals from the satellite are
received by a dish antenna 7 and amplified in an am-
plifier 9. The frequency of the received signals (i.e.
the carrier frequency) is reduced by a frequency re-
duction circuit 11, and the signals are then input into
a demodulating modem 13. The signals between the
dish antenna 7 and the modem 13 are high frequency
alternating analog waveforms modulated in accor-
dance with digital symbols. Although amplitude mod-
ulation is sometimes used, frequency shift modula-
tion or phase shift modulation is more common. The
modem 13 demodulates the waveform input to it, and
outputs a string of digital values representing the de-
modulated symbols. If the modulation of the carrier is
binary, each symbol value output by the modem
should represent one of two possible binary values.
In practice, satellite transmissions often use quatern-
ary or octal modulation, in which each symbol can
have 4 or 8 possible values. The output from the mo-
dem 13 is provided to a forward error correction cir-
cuit 15, which carries out any suitable known error
correction operation on the data, then the data is
passed to the user 17. Depending on the nature of the
data, the user might be a telephone network, a com-
puter, a data recorder, etc.

The nature of the data output by the modem 13
will normally be determined by the requirements of
the circuitry downstream of it, such as the forward er-
ror correction unit 15. Normally, the modem 13 will
output 8-bit digital values, so as to provide the FEC
156 with much more detailed information about the val-
ue of the received symbol than simply indicating
which permitted data value it is closest to. This en-
ables the FEC unit 15 to provide better error correc-
tion than if it received only a decoded bit stream from
the modem 13. Additionally, depending on the re-
quirements of the FEC unit 15, the modem 13 may
output digital values at the symbol rate or may alter-
natively output values at a multiple of the symbol rate,
typically twice the symbol rate, for example in order
to provide the FEC unit 15 or the internal synchroni-
sation circuits in the modem 13 with the data value at
each boundary between symbol periods as well as
the data value in the middle of each data period.

Fig. 4 is a diagram of the circuit of the demodu-
lating modem 13 of Fig. 3.

In the modem of Fig. 4 the incoming modulated
carrier signal is digitised in an analog-to-digital con-
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verter 19 to provide a string of digital samples at arate
(the sample rate) determined by its clock 21. The data
rate of the digital samples is converted from the sam-
ple rate to the rate at which symbols appear modulat-
ed onto the carrier (the symbol rate) or to a multiple
of the symbol rate if required by downstream circui-
try, by a data rate converting filter 23. Interleaved
with this process, a series of mixers step down the
frequency of the carrier signal, until it is removed al-
together and only the modulating signal (the data) re-
mains. In more detail, the operation of the demodu-
lating modem is as follows.

The incoming radio frequency signal is amplified
in an automatic gain control circuit 25. The AGC 25 is
controlled by feedback from the output of the ADC 19,
using a level detector 27, an integrator 29 and a dig-
ital-to-analog converter 31, to condition the level of
the radio frequency signal to meet the input require-
ments of the ADC 19. The frequency of the carrier is
then stepped down by a radio frequency mixer 33 so
as to meet the input requirements of a band pass ra-
dio frequency anti-aliassing filter 35. The carrier fre-
quency is then reduced by a second radio frequency
mixer 37 to a frequency suitable for digitising by the
ADC 19 (e.qg. to ensure that the clock rate of the ADC
19 meets the Nyquist criterion).

A first digital mixer 39 substantially removes the
remaining carrier frequency from the digital samples
to reduce them to base band before they are input to
the data rate converting filter 23. The digital values in-
put to the data rate converting filter 23 may be real
or complex values, although the carrier frequency of
the signal is approximately 0. The data rate convert-
ing filter 23 converts the data rate of real component
values and imaginary component values in parallel if
the signal is complex. The construction operation of
the data rate converting filter 23 is described below
with reference to converting a single series of input
sample values, and in practice for complex signals
the illustrated structure is duplicated in the circuit of
Fig. 4 so as to convert the data rate of both real and
imaginary data samples. Accordingly, the output of
the data converting filter 23 is a real or complex base
band digital signal, about at the symbol clock rate (or
a multiple thereof).

The base band frequency in the digital signal is
finally removed by a second digital mixer 41, and the
level of the symbol data is adjusted by a digital auto-
matic gain control 43 before being output, to provide
symbol data at a consistent level to the forward error
correcting unit 15 and to internal synchronisation
control loops in the modem 13.

The base band digital data output from the data
rate converting filter 23 is also provided to a digital
frequency sensitive detector 45 which detects the
base band frequency and outputs this as an error sig-
nal. The error signal is converted to a voltage in a dig-
ital-to-analog converter 47, which is input as the con-
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trol signal to a voltage controlled oscillator 49 which
provides the signal which the first radio frequency
mixer 33 mixes into the received signal. Optionally, a
second frequency sensitive detector 51 may also de-
tect the base band frequency and output this as an er-
ror signal which, after filtering in a loop filter 53, pro-
vides the numerical control signal for a numerically
controlled oscillator 55. This provides the digital wa-
veform data used by the first digital mixer 39.

The feedback control loop using the base band
data to control the voltage controlled oscillator 49,
and the optional loop to control the numerically con-
trolled oscillator 55, act to maintain the base band fre-
quency at substantially zero, even if there are slight
variations in the carrier frequency received by the
modem 13. Such changes in carrier frequency may
arise, for example, from instabilities in the operation
of the frequency reduction circuit 11.

In order to ensure that the base band frequency
is properly removed from the data by the second dig-
ital mixer 41, the demodulated symbols output by the
digital AGC 43 are fed to a digital phase sensitive de-
tector 57 which is sensitive to the phase of the carrier
or base band component in the demodulated sym-
bols. Any residual phase error is output from the
phase sensitive detector 57, filtered in aloop filter 59,
and input as a control number to a numerically con-
trolled oscillator 61 providing input oscillation data to
the second digital mixer 41. In this way, a phase con-
trolled loop is provided to ensure that the output base
band phase error is always zero and the base band
frequency error has been eliminated from the signal.

The demodulated symbols output by the digital
AGC 43 are also input to a second digital phase sen-
sitive detector 63. This is not sensitive to the phase
of the base band component of the digital symbols but
is sensitive to the phase of the digital data rate rela-
tive to the symbol rate. If the data rate converting fil-
ter 23 is operating correctly, the data values output by
it should be provided at the symbol frequency (or a
multiple thereof) and should be in phase with the data
symbols. The second digital phase sensitive detector
63 detects whether these data values really are in
phase with the data symbols. Although this could be
done by comparing the phase of the received data
values with a reconstituted symbol clock, there are al-
ternative ways of recovering this information. For ex-
ample, if the symbol data is binary and data values
are provided at twice the symbol rate, the data values
at the boundaries between symbol periods should be
half way between the data value for zero and the data
value for one between symbol periods having differ-
ent symbol data values. Whether the data rate output
by the filter 23 is the same as the symbol rate or a
multiple thereof, a string of data symbols having the
same symbol value should provide the same output
data value for each symbol. If the first or the last sym-
bol of such a train of similar values is consistently
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closer to the mid-point between different symbol val-
ues than the data value is for other symbols in such
a train, this indicates a phase error between the sym-
bol clock and the data output by the filter 23.

In order to reduce processing requirements, the
phase sensitive detector 63 may operate at a sub-
multiple of the symbol rate.

The output of the second phase sensitive detec-
tor 63 is filtered in a loop filter 65 and input as a con-
trol number to a further numerically controlled oscil-
lator 67. The phase data from the numerically control-
led oscillator 67 is input to the data rate converting fil-
ter 23 to control its operation. As will be explained be-
low, this provides a phase-locked loop which ensures
that the data output by the data rate converting filter
is in phase with the data symbols.

The operation of a numerically controlled oscilla-
tor will now be explained with reference to Fig. 5.

Fig. 5 illustrates a second order numerically con-
trolled oscillator, which is a digital equivalent to an
analog voltage controlled oscillator. The heart of the
numerically controlled oscillator is an accumulator 69.
This receives an input digital number representing the
frequency of oscillation, and this input accumulates
under the control of a clock signal. As shown in Fig.
5, the accumulator can be regarded as a latch and an
adder, with the adder providing the input to the latch
and the output of the latch being fed back to the adder.
In each clock period, the number representing the fre-
quency is added to the value in the latch, so that the
output value progressively increments by the value of
the frequency number. When the adder overflows,
the adder operation rolls over and continues unaffect-
ed. Accordingly, the output from the accumulator 69
is a number which represents the instantaneous
phase of the oscillator, with the value at which the ad-
der overflows representing 2x in the phase of oscil-
lator, and the frequency with which the adder over-
flows is the oscillation frequency.

If desired, the output of the accumulator 69 may
be provided to a trigonometric ROM 71, which con-
verts the phase position data into waveform data.
The output of the trigonometric ROM 71 may be a
scalar value represent a predetermined waveform
(usually a sine wave), having the same frequency as
the overflows of the adder in the accumulator 69. Al-
ternatively, the output of the trigonometric ROM 71
may be a complex value (sine and cosine waves) rep-
resenting a vector rotating at that frequency. If an
analog waveform is required, the data output by the
trigonometric ROM 71 is converted by a digital-to-
analog converter 73.

The frequency of oscillation is controlled by the
frequency of the clock for the accumulator 69 and the
value of the frequency number input to the accumu-
lator 69. In a second order numerically controlled os-
cillator, the frequency number is the output of a digital
integrator 75, which can be constructed in the same
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manner as the accumulator 69, which integrates an
input error signal. Accordingly, while the digital error
value is zero the frequency value does not change,
but a non-zero error value will be integrated so as to
change the frequency value until the error value re-
turns to zero.

In practice, the digital-to-analog converter 73
may be absent, or both the digital-to-analog converter
73 and trigonometric ROM 71 may be absent, de-
pending on the requirements of the downstream cir-
cuitry. In the numerically controlled oscillator 67
which controls the data rate converting filter 23, the
digital phase value output from the accumulator 69 is
used. In the numerically controlled oscillators 55 and
61 which provide oscillation data for the first and sec-
ond digital mixers 39 and 41, either the digital phase
value output by the accumulator 69 or the complex
digital vector value output by the trigonometric ROM
71 will be used, depending on the requirements of the
digital mixing circuit.

Fig. 6 shows the accumulator for the numerically
controlled oscillator 67 controlling the data rate con-
verting filter 23, and Fig. 7 shows the accumulator
output. The accumulator 69 of a numerically control-
led oscillator 67 is clocked by the signal from the sam-
ple clock 21, and this same clock signal drives the op-
eration of the data rate converting filter 23. In each
clock period of the sample clock 21, the data rate con-
verting filter 23 performs an operation of obtaining
the product of a sample value and a coefficient, to ac-
cumulate it with other products to develop a symbol
value. The digital phase signal from the accumulator
69 of the numerically controlled oscillator 67 acts as
the select signal of Fig. 1, to determine which coeffi-
cient is to be used in the current operation of obtain-
ing the product. As is shown in Figs. 6 and 7, the out-
put from the numerically controlled oscillator 67 is a
digital representation of a "staircase" waveform. The
magnitude of a horizontal part of the waveform
(marked Ain Fig. 7) represents the time between suc-
cessive clock signals, and accordingly is equal to the
sample period of the digital samples input to the data
rate converting filter 23. The height of each vertical
in the staircase waveform (marked B in Fig. 7) is
equal to the value of the digital frequency number in-
put to the accumulator. When the addition of this num-
ber to the value already in the accumulator creates a
sum which exceeds the maximum value which can be
stored in the accumulator, the accumulator rolls over
and stores a low value. The period between succes-
sive times when this rollover occurs is marked C in
Fig. 7.

The value one greater than the maximum value
which can be stored in the accumulator is the modulus
of the accumulator. If the sum of a value stored in the
accumulator and the input frequency number equals
the modulus, the accumulator will rollover and its next
output value will be zero. If the sum is greater than the
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modulus, the accumulator will rollover and output a
value equal to the difference between the sum and
the modulus. Accordingly, the value output by the ac-
cumulator following rollover is not necessarily zero,
and it may be different for successive occurrences of
rollover. As a result of this, the period C between suc-
cessive occurrences of rollover (which must always
be an integer multiple of the clock period A) may vary
from time to time, increasing or decreasing by one
period of the sample clock signal.

As shown in Fig. 6, the accumulator 69 of the nu-
merically controlled oscillator 67 stores and outputs
a 30-bit word. The top 6-bits of this word are input to
the data rate converting filter 23 as the coefficient se-
lectsignal. Additionally, the most significant bit is also
provided as a "rollover detect" signal, since the value
of this bit will change from 1 to 0 at rollover. The data
rate converting filter 23 outputs a symbol value in re-
sponse to each "rollover detect" signal. Accordingly,
the phase-locked loop provided by the phase sensi-
tive detector 63, the loop filter 65 and the numerically
controlled oscillator 67 will act to keep the period C
between successive occurrences of rollover to be on
average the same as the symbol period. In this way,
it can be seen that the frequency and phase of the
output from the numerically controlled oscillator 67
are controlled to equal the symbol frequency and
phase, and consequently the successive phase val-
ues output by the numerically controlled oscillator at
each sample clock period represent the phase of the
symbol clock at that sample clock period.

Fig. 8 shows the architecture of the data rate con-
verting filter 23. As shown in Fig. 2, this filter filters
a digital signal in accordance with an impulse re-
sponse extending over 5 symbol periods. According-
ly, the filter architecture of Fig. 8 is arranged so that
values for 5 symbols are accumulated simultaneously
in respect of accumulators 77, 79, 81, 83, 85. Each
accumulator accumulates values in respect of a re-
spective symbol period of the impulse response.

Each digital sample received by the data rate con-
verting filter 23 will contribute to the value of one
symbol via the final symbol period of the impulse re-
sponse, the next symbol through the penultimate
symbol period of the impulse response, the next sym-
bol through the middle symbol period of the impulse
response, the next symbol through the second sym-
bol period of the impulse response, and the next sym-
bol through the first symbol period of the impulse re-
sponse. Since the impulse response extends for 5
symbol periods, each input sample contributes to 5
symbols. Accordingly, in each clock period of the sam-
ple clock 21 a digital sample value is provided to each
of 5 multipliers 87, 89, 91, 93, 95, and each multiplier
alsoreceives arespective coefficient value fromare-
spective coefficient store 97, 99, 101, 103, 105. The
sample value is multiplied by each respective coeffi-
cient value in the respective multipliers 87, 89, 91, 95
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and the respective products are output to the respec-
tive accumulators 77, 79, 81, 83, 85. Each coefficient
store 97, 99, 101, 103, 105 stores coefficients repre-
senting a respective symbol period in the impulse re-
sponse of the filter.

Fig. 9(a) to Fig 9(e) show the 5 impulse response
portions represented by the coefficients stored in the
5 coefficient stores 97, 99, 101, 103, 105 with a com-
mon horizontal axis representing time or phase pos-
ition within the symbol period. Fig. 9(f) represents the
value output by the numerically controlled oscillator
67. As explained above with reference to Fig. 7, this
value represents the current phase position in the
symbol clock at each period of the sample clock. The
arrow in Fig. 9(f) represents the current value output
by the numerically controlled oscillator 67, and during
each symbol period this will step from left to right
across Fig. 9.

At each sample clock period, when a new sample
value is input to the filter architecture of Fig. 8 and is
to be multiplied by selected components, the current
phase position represented by the output from the nu-
merically controlled oscillator 67 and illustrated by
the arrow in Fig. 9(f) can be read onto the 5 plots of
respective symbol periods of the impulse response,
as indicated by the dotted line in Fig. 9, to find the val-
ue of the 5 impulse response portions at that symbol
phase. This value is the appropriate coefficient value
to use in the respective 5 multipliers 87, 89, 91, 93,
95 of Fig. 8. The phase signal provided from the nu-
merically controlled oscillator 67 to the data rate con-
verting filter 23 is 6 bits wide, and accordingly it has
64 possible values. The filter impulse response has
been sampled to provide 64 predetermined coeffi-
cient values per symbol period, and accordingly each
coefficient store 97, 99, 101, 103, 105 stores an ap-
propriate coefficient value for each possible digital
phase value output from the numerically controlled
oscillator 67.

Since the digital phase value output by the nu-
merically controlled oscillator 67 is only accurate to 6
bits, it represents an approximationto the precise
phase position of the sample clock in the symbol per-
iod. Accordingly the coefficient value output from a
respective coefficient store 97, 99, 101, 103, 105 in
response to a phase value will be a good approxima-
tionto the ideal coefficient value by which the sample
value should be multiplied but will not necessarily be
precisely the ideal coefficient value. If further accu-
racy is required, each coefficient store 97, 99, 101,
103, 105 could store a greater number of possible
coefficient values and the phase signal output by the
numerically controlled oscillator 67 could be more
bits wide.

As noted above, the phase-locked loop contain-
ing the numerically controlled oscillator 67 is typically
accurate to about 1 part in 16. That is to say, the loop
is accurate to 4 bits. Accordingly, there is little benefit
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in this case in providing the output of the numerically
controlled oscillator 67 to more than 6 bits. However,
in other data rate converting circuits, in which the rel-
ative phase positions of the input and output clocks
can be determined more accurately, there may be an
advantage in using more bits in the digital phase sig-
nal output by the numerically controlled oscillator 67.

Returning to Fig. 8, successive input digital sam-
ple values are multiplied by appropriate coefficients
while the phase signal from the numerically control-
led oscillator 67 steps through one symbol period, un-
til the numerically controlled oscillator 67 rolls over.
At this point, each accumulator has accumulated a
partial sum representing the contribution of one sym-
bol period in the input signal to a respective symbol.
In response to the "rollover detect" signal, the value
of each accumulator 77, 79, 81, 83, 85 is output to an
adding pipeline comprising alternating delay latches
107, 109, 111, 113 and adders 115, 117, 119, 121.
Each adder 115, 117, 119, 121 receives a partial sum
for a respective accumulator and adds it to the run-
ning total of partial sums from previous accumulators
provided by one of the delay latches 107, 109, 111,
113 immediately upstream of the respective adder,
and then outputs the updated sum. The output of the
final adder 121 is a total of all component products for
a symbol value, and is output from the data rate con-
verting filter 23. The sum output by each of the other
adders 115, 117, 119 is input to a following delay latch.
The new values are stored in the delay latches 107,
109, 111, 113 and the accumulator 77, 79, 81, 83, 85
are reset. The accumulation of symbol values for an-
other symbol period continues until the "rollover de-
tect" signal is output again.

Accordingly, during one symbol period the first
accumulator 77 accumulates values for one symbol
using the input sample values and the first symbol
period of the filter’s impulse response. Atrollover, the
accumulated value for the first symbol period of the
impulse response is output to the first delay latch 107.
During the next symbol period, the second accumu-
lator 79 accumulates values for the same symbol us-
ing input sample values and coefficient values for the
second symbol period of the impulse response. At the
next rollover, the accumulated first symbol period val-
ue from the first delay latch 107 is added to the ac-
cumulated second symbol period value from the sec-
ond accumulator 79 in the first adder 115, and is stor-
ed in the second delay latch 109. During the third sym-
bol period, values for the same symbol are accumu-
lated in the third accumulator 81, and at the next roll-
over these are added by the second adder 117 to the
value from the second delay latch 109. This sum is
stored into the third delay latch 111, and the fourth
and fifth symbol period contributions to the symbol
value are accumulated and added into the symbol val-
ue in the same way. In this way, it can be seen that it
takes 5 symbol periods for a symbol value to be de-
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veloped, as the symbol moves successively through
the pipeline of delay latches 107, 109, 111, 113 and
adders 115, 117, 119, 121.

In the filter architecture illustrated in Fig. 8, the
multipliers 87, 89, 91, 93, 95 and the coefficient
stores 97, 99, 101, 103, 105 are shown separately.
However, it is frequently convenient to implement this
filter architecture with a different physical construc-
tion in which each respective pair of a coefficient
store and a multiplier is implemented in a single re-
spective look-up table in memory. This is indicated by
the broken line, indicating a look-up table, around the
fifth multiplier 95 and the fifth coefficient store 105.
In this construction, the 6-bit phase position signal
from the numerically controlled oscillator 67 and the
input digital sample value are provided as address in-
puts to the look-up table. For each possible address
input, the look-up table stores the product of the input
digital data value and the coefficient value corre-
sponding to the input phase value.

In the operation of the modem of Fig. 4, the phase
sensitive detector 63 and the numerically controlled
oscillator 67 can be locked to the output symbol per-
iod, for almost any symbol data rate. Accordingly, the
modem can be used to demodulate the data with al-
most any data rate or baud rate, without needing to al-
ter the frequency of the sample clock 21 which con-
trols the ADC 19. The shape of the impulse response
is defined in terms of the output data symbol period,
and the coefficients to be used are reselected ateach
input data sample period. Accordingly, if the output
data symbol rate changes, the bandwidth of the filter
will change correspondingly, which is normally desir-
able. As can be seen from Fig. 8, this data rate con-
version method and filter architecture can easily be
implemented with dedicated high speed hardware.
For example, the data rate converting filter 23 could
be built as an ASIC (application-specific integrated
circuit), or the accumulators 77, 79, 81, 83, 85 and the
pipeline of delay latches 107, 109, 111, 113 and ad-
ders 115, 117, 119, 121 could be implemented in an
FPGA with the multipliers 87, 89, 91, 93, 95 and the
coefficient stores 97, 99, 101, 103, 105 being imple-
mented by look-up tables in memory (e.g. ROM) as
discussed above.

Although not shown in Fig. 4, conventional inter-
polating or decimating filters could be provided be-
fore or after the data rate converting filter 23. If such
a filter is provided upstream of the data rate convert-
ing filter 23, the rate of the clock signal from the sam-
ple clock 19 should be altered by a corresponding fac-
tor before being input to the data rate converting filter
23 and the numerically controlled oscillator 67. If any
such filter is provided downstream of the data rate
converting filter 23, its effect on the symbol rate will
need to be taken into account in designing the phase-
locked loop controlled by the phase sensitive detector
63.
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Additionally, data buffers may be provided at the
input and/or the output side of the data rate convert-
ing filter 23. In this case, it may be desirable for the
rollover cycle of the numerically controlled oscillator
67 to last for several symbol periods so that the digital
phase signal includes an integer part as well as afrac-
tional part. The "rollover detect" signal used to control
operation of the data rate converting filter 23 would
then be provided each time the integer value
changed, and not only when the accumulator rolled
over. The integer part of the digital phase value could
be used for buffer control. For example, it could pro-
vide a write address for an output buffer.

In the embodiment just described, the impulse re-
sponse of the filter is sampled at an integer multiple
of the symbol frequency. In order to determine which
coefficient to use, the phase relationship between the
sample periods and symbol periods has to be deter-
mined for each input sample. However, this informa-
tion will identify which coefficient to use with that in-
put data sample in calculating its contributionto each
symbol to which it contributes. Accordingly, all calcu-
lations using a given input sample can be carried out
simultaneously, but it takes several cycles of opera-
tion of the data rate converting filter 23 to accumulate
the final value of a symbol.

In the next embodiment, the family of coefficient
values for the filter are obtained by sampling the im-
pulse response at a multiple of the sample rate, rather
than the symbol rate. This means that the bandwidth
of the filter is determined by the sample clock 21 con-
trolling the ADC 19 in the demodulator of Fig. 4, the
bandwidth does not change with changes in the sym-
bol rate, and the impulse response curve will not ex-
tend over exactly 5 symbol periods. These features
are normally disadvantageous, and in this embodi-
ment each family of coefficients is normally usable
only with a restricted range of output data rates and
different families of coefficient values must be used
for different ranges of output data rates. However, this
embodiment has some practical advantages.

When the phase relationship between the sam-
ple clock and the symbol clock is calculated, the
phase information in this embodiment specifies
which coefficient is required for every sample contri-
buting to a given symbol. Accordingly, the calcula-
tions of the contribution of given sample to different
symbols is calculated at different times, but the value
of each output symbol is calculated in a single oper-
ation. This mode of operation requires an input buffer
to hold each data sample until all symbols to which it
contributes have been calculated, and the phase sig-
nal output by the numerically controlled oscillator 67
includes an integer part used to calculate the read ad-
dress for the input buffer. The particular advantage of
this embodiment is that it is easier to implement in
software than the previous embodiment, and can be
implemented using DSP processors such as the
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AT&T DSP 16 series.

Fig. 10 illustrates the accumulator 69 of the nu-
merically controlled oscillator 67 in this embodiment.
This has been designed to work in a circuit in which
the input buffer for the data rate converting filter 23
is 64 data samples long, and each family of filter coef-
ficients has been obtained by sampling an appropri-
ate impulse response curve at 16 points in each input
data sample period. As with the accumulator of Fig. 6,
the total length of the phase number stored in the ac-
cumulator is 30 bits. However, the accumulator 69 in
Fig. 10 is not clocked by the clock signal from the
sample clock 21 but is clocked each time the datarate
converter filter 23 processes another output data
symbol. Accordingly, the digital phase value output by
the accumulator 69 in Fig. 10 represents the phase
position of the symbol under consideration with re-
spectto the input data sample stream. The numerical-
ly controlled oscillator 67 is locked to the phase of the
output data symbols in the same manner as is illu-
strated in Fig. 4. However, the controlling frequency
number developed in the integrator 75, which controls
the accumulator 69, is the number of sample periods
per symbol period (and may be an integer plus a frac-
tional part) in Fig. 10, whereas this number usually
represents the fraction of a symbol period present in
a sample period for the accumulator of Fig. 6.

The top 10 bits of the accumulator value are out-
put in the circuit of Fig. 10. The top 6 bits represent
the integer value of the phase number, and indicate
which input data sample is the first data sample which
contributes to the output data symbol under consid-
eration. The integer part has 6 bits to match the 64-
sample length of the input buffer. The next 4 bits of
the accumulator provide the fractional phase output
number. This represents the phase position of the
present output data symbol with reference to the input
data sample stream, and is used to select the coeffi-
cient values to be used with each input data sample.
This fractional part is 4 bits wide because the data
rate converting filter 23 has been set up with 16 coef-
ficient values per input data sample period.

In this embodiment, there will not be exactly 64
coefficient values of the impulse response per output
data symbol period. However approximately this
number can be provided. For example, if there are 16
coefficients per input sample period and the sample
rate is 3.9 times the symbol rate, there will be about
62.4 coefficients per symbol period.

Fig. 11 shows the filter architecture for the data
rate converting filter 23 in this embodiment. In this
embodiment, the family of coefficient values repre-
senting the impulse response of the filter are sepa-
rated into 16 sets of values, each representing one of
the 16 possible phase relationships between the im-
pulse response and the input data sample timing. The
central peak of the impulse response should be in
phase with the output data sample being generated.
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Accordingly, the fractional phase part of the output of
the numerically controlled oscillator 67 indicates
which set of coefficient values should be used for
generating a particular output data symbol. There-
fore, it is input as a "set select" signal to an address
generator 123 for the coefficient store 125.

The incoming data samples received from the
first digital mixer 39 are written into an input buffer
127 at a write address generated from the sample
clock by a 6-bit counter 129. The integer part of a dig-
ital phase value output by the numerically controlled
oscillator 67 is provided to the data rate converting fil-
ter 23 as a start address for reading data from the in-
put buffer 129 in an operation to calculate the value
of an output data symbol.

The operation of the data rate converting filter 23
to generate an output data symbol is controlled by an
internal clock 131. The internal clock 131 drives a
counter 133. An adder 134 adds the output count val-
ue of the counter 133 to the initial address value pro-
vided by the integer part of the digital phase number
from the numerically controlled oscillator 67, to gen-
erate successive read addresses for reading input
data samples from the input buffer 127. In this way
the read addresses provided to the input buffer 127
start from the address indicated by the integer part of
the digital phase value. The count value is also pro-
vided to the address generator 123, so that it steps
through the addresses in the coefficient store 125 for
the set of coefficient values selected in accordance
with the fractional part of the digital phase value out-
put by the numerically controlled oscillator 67. Ac-
cordingly, each input data sample is read from the in-
put buffer 127 and provided to a multiplier 135 simul-
taneously with a corresponding coefficient value read
from the coefficient store 125. The product is accu-
mulated in an accumulator 137 under the control of
the internal clock 131.

When the internal counter 133 reaches the value
indicating that all input data samples contributing to
an output data symbol have been read, it provides an
"end count" signal, which indicates that the value now
accumulated in the accumulator 137 is the value of
the current output data symbol. Accordingly, the value
in the accumulator 137 is stored in an output buffer
139 at an address provided by an address generator
141, and the address of the output buffer 139 is incre-
mented to be ready for the next output data symbol
value. The "end count" signal is also provided as a
clock input to the numerically controlled oscillator 67,
so that it updates its accumulated value by the fre-
quency number, and provides the digital phase value
for the next symbol to be generated. The system is
now ready to generate the next symbol.

The relative positions of the write address and
the read address for the input buffer 127 is monitored
by a read/write pointer control unit 142, and the fre-
quency with which the data rate converting filter 23
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generates new symbol values is controlled to prevent
these address values from crossing over, represent-
ing underflow or overflow of the input buffer 127.

The read/write pointer control unit 142 receives
the write address value for the input buffer 127 from
the counter 129, and receives the integer part of the
digital phase value from the numerically controlled
oscillator 67, which represents the start address for
reading from the input buffer 127. The pointer control
unit 142 ensures that the write address from the coun-
ter 129 is sufficiently far ahead of the start address
for reading, as represented by the integer part of the
digital phase value, to keep the read address value
below the write address value for all permitted count
values of the counter 133. The pointer control unit 142
receives the "end count" signal from the counter 133,
and controls the counter 133 through a "start count"
signal which is applied to a reset input of the counter
133. The counter 133 is constructed so that after it
reaches its "end count" value, it stops counting until
it is reset by the "start count" signal. The pointer con-
trol unit 142 monitors the write address value from the
counter 129 and the integer part of the digital phase
value from the numerically controlled oscillator 67,
and provided that these are sufficiently far apart it re-
sponds to the "end count" signal from the counter 133
by outputting the “"start count" signal to reset the
counter 133 and begin the calculation of the next out-
put data symbol value. If the address values have got
too close to each other, the pointer control unit 142
delays providing the "start count" signal until the write
address for the input buffer 127 has moved away suf-
ficiently far ahead of the integer part of the digital
phase value.

In the description of Figure 11 it has been as-
sumed that the integer part of the digital phase value
represents the lowest read address used in generat-
ing an output data symbol value, and successive read
addresses are generated by adding the count value
from the counter 133. As an alternative, the integer
part of the digital phase value can be used as the
highest read address, and the adder 134 may be con-
figured to subtract the count value of counter 133.
This simplifies the operation of the pointer control
unit 142, since it need only ensure that the start ad-
dress value represented by the integer part of the dig-
ital phase value is below the write address, without
needing to take into account the maximum possible
count value output by the counter 133. Of course, it
is necessary to ensure that the address generator
123 and the coefficient store 125 are set up to output
the coefficients in the correct order to match the or-
der in which data is read out from the input buffer 127.

Data may be read from the output buffer 139 in
accordance with requirements of downstream circui-
try, and monitoring may be performed to avoid under-
flow or overflow of this buffer also.

In Fig. 11, the coefficient store 125 is illustrated
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as containing only one family of coefficient values
representing the impulse response of the filter 23. As
explained above, this family of coefficient values will
only be suitable for use with a limited range of output
data symbol frequencies, and accordingly different
families of values will be needed for different ranges
of output data rate.

The filter architecture of Fig. 11 fits into the de-
modulating modem architecture of Fig. 4 in substan-
tially the same way as the filter architecture of Fig. 8.

Although Fig. 11 illustrates the architecture of the
datarate converting filter 23 with reference to notion-
al hardware components, this architecture is suitable
for implementing in software. Fig. 12 is a flow dia-
gram of a software routine for generating an output
data symbol value. The software routine of Fig. 12 im-
plements the architecture of the portion of Fig. 11 en-
closed by the broken line.

Following start of the operation to obtain the val-
ue of an output data symbol, the current value of the
accumulator is cleared in step S1. Then, the integer
portion of the digital phase value from the numerically
controlled oscillator 67 is stored as the initial value for
the read address for the input buffer 127, in step S2.
Also, in step S2 the fractional part of the digital phase
number is used to set the initial value of the coeffi-
cient address. In this routine, it is assumed that there
will not be more than 31 coefficient values in the set
of values to be used to generate any output data sym-
bol, that the values of any given set are stored at suc-
cessive addresses in the coefficient store (which may
be a designated part of the general memory of the
processor), and the coefficient values for successive
sets start at address values different by 32. In this
embodiment, it is permitted for different sets of coef-
ficients in a given family to contain a different number
of coefficients. This would arise, for example, if the
ends of the impulse response waveform were not an
integer multiple of input data sample periods apart, in
order to set the length of the impulse response wave-
form close to 5 output data symbol periods. This can
be accommodated by providing an end marker value
in the coefficient store at the address immediately af-
ter the final valid coefficient value of each set. The
end marker value could be a coefficient value which
will never occur in practice, such as the maximum
possible coefficient value which can be stored. In ac-
cordance with this anticipated configuration of the
coefficient store, the fractional part of the digital
phase value is multiplied by 32 in step S2, and the re-
sult is set as the initial coefficient address.

Following these initialisation steps, the accumu-
lation of values contributing to the output symbol data
value can begin. First, in step S3 the required coeffi-
cient value is read from the coefficient store at the
coefficient address. In step S4, the value of the coef-
ficient is checked to determine whether it is the end
marker indicating that all valid coefficient values
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have been used. Provided that the coefficient value
does not represent the end marker, the routine con-
tinues to step S5 in which the required input data val-
ue is read from the input buffer 127 at the read ad-
dress.

In step S6 the data value read from the input buf-
fer and the coefficient value read from the coefficient
store are multiplied, and the result is added to the ac-
cumulator. Then the read address and the coefficient
address are both incremented in step S7, and the rou-
tine returns to step S3 toread the next coefficient val-
ue.

The routine will repeat steps S3 to S7, multiplying
successive input data values by the corresponding
coefficient values and adding the results to the accu-
mulator, until it is determined in step S4 that the coef-
ficient value read from the coefficient store is the end
marker, indicating that all input values contributing to
the current output value have been read. At this point,
the value in the accumulator represents the desired
output data symbol value, and the routine passes to
step S8, at which the value in the accumulator is writ-
ten to the output buffer at the current write address.

The routine is completed by incrementing the
write address in step S9 and outputting a clock signal
to the numerically controlled oscillator 67 in step S10,
to provide an updated digital phase value in prepara-
tion for the next output data calculation routine.

Steps S9 and S10 can be carried out at the end
of the routine as shown in Fig. 12, or can be carried
out with steps S1 and S2 as part of the initialisation
part of the routine. Steps S1 and S2 are preferably
carried out at the beginning of the routine and not at
the end, to ensure that the accumulator is properly
cleared and the read address and coefficient address
are properly set, in case these values have been al-
tered to incorrect values since the routine was last
carried out.

In the routine of Figure 12, the operation of test-
ing for the end marker in step S4 may place an undue
processing burden on the system, which is disadvan-
tageous since the loop from step S3 to step S7 must
be executed very quickly. Accordingly, it may be pre-
ferable to ensure that each set of coefficients in the
coefficient store contains a predetermined known
number of coefficients, so that a loop made up of
steps S3, S5, S6 and S7 is executed the preset num-
ber of times and then the procedure passes automat-
ically to step S8. With some processor architectures
and instruction sets, it provides less burden on the
processor to execute a loop a preset number of times
than to control the loop by testing for a predetermined
value as in step S4.

If this filter architecture is implemented using an
AT&T DSP 16 series processor, the routine will be
slightly different. This processor can be set up to step
through the coefficient store at fixed integer intervals,
with a variable offset. Accordingly, the coefficients
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are not separated into sets in the coefficient store but
are stored as a single impulse response. The proces-
sor is programmed to step through the store at an in-
terval of 16 coefficients from an initial offset value set
by the fractional part of the digital phase value.

The overall architecture of a modulating modem
is shown in Fig. 13. The basic architecture comprises
the data rate converting filter 23, a digital-to-analog
converter 143, a radio frequency mixer 145, and ara-
dio frequency anti-aliassing filter 147. Automatic gain
control circuits and further mixers can be provided,
in a manner similar to that shown in Fig. 4, as desired.
In general, modulator circuits tend to be simpler than
demodulator circuits. In a manner corresponding to
the demodulator of Fig. 4, the DAC 143 in Fig. 13 is
driven by a sample clock 149 which provides a clock
signal at a suitable arbitrary fixed frequency, e.g.
40MHz. The data rate converting filter 23 is arranged
to provide output data samples at this rate, regardless
of the data rate of the incoming data symbols to be
modulated.

Fig. 14 shows an architecture for the data rate
converting filter 23 to be used in the modulating cir-
cuit of Fig. 13. The filter architecture of Fig. 14 is ar-
ranged to be substantially the inverse of the demod-
ulator filter architecture of Fig. 8, and the filter archi-
tecture of Fig. 14 is for use with filter coefficient val-
ues which represent samples of the impulse response
taken at a frequency which is a multiple of the input
data symbol rate. The impulse response is arranged
to be 5 input data symbol periods long. Accordingly,
each output data sample to be provided to the DAC
143 is obtained by multiplying 5 input data symbol val-
ues by respective coefficients.

In the architecture of Fig. 14, the numerically con-
trolled oscillator 67 is as shown in Fig. 6. It is clocked
in accordance with the signal from the sample clock
149 of DAC 143, and outputs a digital phase number
representing the phase of the current output data
sample with respect to the period of the input data
symbols. The filter architecture of Fig. 14 is arranged
to take in a fresh received data symbol in response to
the "rollover detect" output from the numerically con-
trolled oscillator 67. If desired, the "rollover detect"
signal and a clock provided at the input data symbol
rate can be provided to a phase comparator, for out-
putting an error signal to control the numerically con-
trolled oscillator 67 as part of a phase-locked loop.
This will keep the "rollover detect" signals, which
cause the filter to take in the next input data symbol,
to be provided in phase with the incoming data sym-
bols. Alternatively, the incoming data symbols may be
stored in an input buffer, and read from the buffer in
response to the "rollover detect" signal. In this case,
the "rollover detect" signal does not need to be pre-
cisely synchronised to the input data symbol stream,
although it may be necessary to provide a system for
monitoring and controlling the read and write ad-
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dresses of the input buffer to avoid overflow or under-
flow.

The filter architecture of Fig. 14 comprises a pi-
peline of 4 delay latches 151, 153, 155, 157 and 5
symbol holding stores 159, 161, 163, 165, 167, all of
which are clocked to receive data in response to the
"rollover detect" signal. When a fresh input data sym-
bol value is received, it is stored in the first holding
store 159 and in the first delay latch 151. After an-
other "rollover detect" signal, this data symbol value
is read from the first delay latch 151 to the second
holding store 161 and a second delay latch 153, while
the next input data symbol value is read into the first
holding store 159 and the first delay latch 151. In this
manner, each input data symbol value moves through
the pipeline of delay latches 151, 153, 155, 157, and
appears in each holding store 159, 161, 163, 165, 167
in turn, synchronously with the "rollover detect" sig-
nal.

Data sample values are generated and output
from the filter architecture of Fig. 14 synchronously
with the clock signal for the DAC 143 provided from
the sample clock 149. In each sample clock period,
the current value of the input data symbol in each
holding store 159, 161, 163, 165, 167 is multiplied by
a respective coefficient value in a respective multipli-
er169, 171,173, 175, 177. The coefficient values are
read from respective coefficient stores 179, 181, 183,
185, 187 in accordance with the digital phase signal
from the numerically controlled oscillator 67.

The output value from each multiplier 169, 171,
173, 175, 177 represents the respective contribution-
to the current output sample of each of the 5 input
symbol values which contribute to it. Accordingly,
these contributions are added together in adders
189, 191, 193 and the resulting sum is output as the
current data sample value.

Similarly to the architecture of Fig. 8, the filter ar-
chitecture of Fig. 14 is suitable for implementing in
high speed dedicated hardware. As described with
reference to Fig. 8, each respective pair of amultiplier
169, 171, 173, 175, 177 and a coefficient store 179,
181, 183, 185, 187 may be implemented as a look-up
table, receiving as address inputs the digital phase
value from the numerically controlled oscillator 67
and the symbol data value from the respective hold-
ing store 159, 161, 163, 165, 167. The contents of the
look-up table is arranged to output the product of the
input data symbol value and the coefficient value spe-
cified by the digital phase value.

As with the architecture of Fig. 8, each coefficient
store 179, 181, 183, 185, 187 stores coefficient val-
ues for arespective one of the 5 symbol periods of the
impulse response of the filter.

Fig. 15 illustrates an alternative architecture for
the data rate converting filter 23 for use in a modu-
lating modem. The architecture of Fig. 15 is substan-
tially the inverse of the filter architecture of Fig. 11,
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and is intended for use with families of coefficients
which represent the value of the impulse response of
the filter sampled at a multiple of clock rate of the
sample clock 149 for the DAC 143. Similarly to Fig.
11, the architecture of Fig. 15 assumes that there are
16 coefficient values per output data sample period.

The numerically controlled oscillator 67 in Fig. 15
operates as described with reference to Fig. 10, and
provides digital phase values having an integer part
and a fractional part representing the phase position
of an input data symbol relative to the output data
sample periods.

In Fig. 15 the fractional phase information from
the numerically controlled oscillator specifies, in re-
spect of one input data symbol value, the coefficients
with which the symbol value should be multiplied to
obtain the contributions of that symbol to each output
data sample to which the symbol in question contri-
butes. The integer part of the digital phase value from
the numerically controlled oscillator 67 will indicate
which output data samples the input data symbol con-
tributes to, and it can be used to provide an address
offset for an addressable output accumulator and buf-
fer 195.

The input data symbol is stored in an input buffer
197. Each data symbol value is read in turn from the
buffer 197 and held in a holding store 199. With the
input symbol data value held in the holding store 199,
an address generator 201 uses the fractional phase
value to select which set of coefficient values to read
from the coefficient store 203, and reads out each
coefficient of the selected set in turn. At the same
time, the symbol data value in the holding store 199
is repeatedly read out under the control of a clock 205,
and the symbol data value is multiplied by each coef-
ficient value in turn in a multiplier 207.

Each output of the multiplier 207 represents a
contribution to the total value of an output data sam-
ple, different products from the multiplier 207 being
contributions to different output data samples. Ac-
cordingly, each output from the multiplier 207 is add-
ed as an incremental value to the value already stored
for the respective data sample in the addressable out-
put accumulator and buffer 195. The address in the
output accumulator and buffer of the first output data
sample to which the current input data symbol contri-
butes is identified by the integer part of the digital
phase value output by the numerically controlled os-
cillator 67. A counter 209 counts under the control of
the clock 205 and its output count value is added to
the integer part of the phase value in an adder 211 to
provide the address in the output accumulator and
buffer 195 at which each increment value output by
the multiplier 207 should be accumulated. The count
value of the counter 209 is also input to the address
generator 201 for the coefficient store 203, to step it
through the coefficient addresses for the selected
set.
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When the counter 209 reaches a value indicating
that the contribution from the current input data sym-
bol for each output data sample has been output from
the multiplier 207 and accumulated in the output ac-
cumulator and buffer 195, it outputs an "end count"
signal which causes an address generator 213 to in-
crement the read address for the input buffer 197, and
the next input data symbol value is read from the input
buffer 197. This new data symbol value is written into
the holding store 199 in accordance with a "sample"
signal, which is also provided by the "end count" out-
put from the counter 209. The "end count" output from
the counter 209 is also input as a clock to the numer-
ically controlled oscillator 67, so as to update the dig-
ital phase value in accordance with the fact that a
fresh input data symbol has been stored in the holding
store 199.

Output data samples are read from the output ac-
cumulator and buffer 195 in accordance with read ad-
dresses generated by a counter 215 from the clock
signal from the sample clock 149. After an output data
sample value has been read from the output accumu-
lator and buffer 195, the corresponding address is
cleared so that a further data sample value can be
generated by accumulating increments at that ad-
dress.

A read/write pointer control unit 216 is provided
for the output accumulator and buffer 195. This is con-
nected and operates in the same way as the
read/write pointer control unit 142 of Figure 11. Itmon-
itors the read address from the counter 215 and the
start address for incrementing represented by the in-
teger part of the digital phase value, and only resets
the counter 209 if the read address is sufficiently
ahead of the start address for incrementing the val-
ues in the output accumulator and buffer 195. As with
Figure 11, the adder 211 may be arranged to subtract
the count value from the counter 209 from the integer
part of the digital phase value so that the address for
incrementing the buffer 195 counts downwards from
the start value instead of counting upwards.

As with the filter architecture of Fig. 11, the filter
architecture of Fig. 15 is suitable for implementing in
software.

Fig. 16 is a flow diagram of a software implemen-
tation of the major functions of the filter architecture
of Fig. 15, and is generally analogous to the flow di-
agram of Fig. 12. As in Fig. 12, it is assumed in Fig.
15 that each set of coefficient values cannot contain
more than 31 coefficient values, that each set of coef-
ficient values is stored in a successive part of the
coefficient memory with each successive start ad-
dress greater than the previous start address by 32,
and the last valid coefficient value in each set is im-
mediately followed by an end marker.

Following starting of the software routine of Fig.
16, the integer part of the digital phase value from the
numerically controlled oscillator 67 is stored as the
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current write address, and the fractional part of the
digital phase value is multiplied by 32 and the product
is stored as the current value of the coefficient ad-
dress, in step S21.

Since it is assumed that there are no more than
31 valid coefficient values in a set of coefficient val-
ues, it follows that each input data symbol value can-
not contribute to more than 31 output data sample val-
ues. Accordingly, the software routine maintains a
maximum address value which is 32 greater than the
initial write address value specified by the integer
part of the digital phase value, and all output data
sample values to which the current input data symbol
value contributes will appear in the output accumula-
tor at addresses in the range from the write address
value to the maximum address value.

Since the output data sample values are obtained
by accumulating increments at accumulator address
locations, it is important to ensure that each accumu-
lator address location is cleared (set to zero) before
the firstincrement is added into that address location.
Accordingly, when the maximum address is updated
to correspond with a new integer part of the digital
phase value, all output accumulator addresses be-
tween the old maximum address and the new maxi-
mum address must be cleared. Therefore, in step S22
the output accumulator is cleared at all addresses
from the address immediately following the current
maximum address value up to the address 32 greater
than the newly-set write address value. Then in step
S23 the maximum value is updated to be 32 greater
than the write address value. Steps S22 and S23
"clear the way" for new output data sample values to
be accumulated.

The initialisation part of the routine is completed
in step S24 by reading the symbol data value from the
current read address of the input buffer.

In step 825 a coefficient value is read from the
coefficient store at the current coefficient address,
and in step S26 it is checked whether the coefficient
value which has just been read is the end marker. Pro-
vided that the coefficient value is not the end marker,
the current data value (read from the input buffer in
step S24) is multiplied by the coefficient value in step
S27, and the result is added to the value already pres-
ent in the output accumulator at the current write ad-
dress.

Next, the write address for the output accumula-
tor and the coefficient address are each incremented
in step S28, and the procedure returns to step S25 to
read the next coefficient value.

Steps S25 to S28 are repeated, with the current
symbol data being multiplied by successive coeffi-
cients and the result added to successive addresses
in the output accumulator, until the coefficient end
marker is detected in step S26. This indicates that all
contributions of the current input data symbol value
to output data sample values have been calculated
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and added to the relevant addresses of the output ac-
cumulator, and processing of this input data symbol
value is completed. The procedure accordingly pass-
es to step S29, in which the read address for the input
buffer is incremented ready to read the nextinput data
symbol value next time the routine of Fig. 16 is car-
ried out. Then in step S30 an output clock signal is
provided to the numerically controlled oscillator 67 to
update the digital phase value ready for the next time
that the routine is carried out, and then the routine
ends.

As with the routine of Figure 12, step S26 in Fig-
ure 16 may be replaced by performing the loop of
steps S25, S27 and S28 a preset number of times to
relieve pressure on the processor, provided that each
set of coefficient values contains a known preset
number of coefficients. Additionally, in the routine of
Figure 16 the accumulator addresses are cleared im-
mediately ahead of the operation of writing into the
accumulator, by steps S22 and S23 in the routine. In
practice, it may be more convenient to arrange for the
addresses in the accumulator to be cleared imme-
diately after the respective address has been read to
the downstream circuitry and applied to the DAC 143.
It is necessary to ensure that each accumulator ad-
dress is cleared after it is read and before the begin-
ning of the next accumulation at that address, but the
manner of providing a routine to implement this is a
matter of choice taking into account the nature of the
processor being used.

In the above discussion, attention has been
drawn to the manner in which the filter architecture of
Fig. 14 resembles the filter architecture of Fig. 8 and
the manner in which the filter architecture of Fig. 15
resembles the filter architecture of Fig. 11. However,
in one respect the filter architecture of Fig. 14 resem-
bles the filter architecture of Fig. 11 and the filter ar-
chitecture of Fig. 15 resembles the filter architecture
of Fig. 8.

In the filter architecture of Figs. 8 and 15 the pre-
selected coefficient values represent the value of the
impulse response waveform at instants sampled ata
multiple of the output data rate of the filter, and in
each operation cycle of the filter a single input value
is taken and the contribution of that input value to
each of several output values is calculated. In the ar-
chitectures of Figs. 11 and 14 the pre-selected coef-
ficient values represent the value of the impulse re-
sponse waveform sampled at a multiple of the input
datarate, and in each filter operation cycle a plurality
of input data values are taken and multiplied by re-
spective coefficients to generate one output data val-
ue. In Figs. 8 and 15, the filter performs one basic op-
eration cycle per input data period and in Figs. 11 and
14, the filter performs one basic operation cycle per
output data period.

Fig. 11 has been described on the assumption
that the input data rate (the data sample rate from the
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ADC 19) is greater than the output data rate (the data
rate of demodulated data symbols). The filter archi-
tecture of Fig. 15 has been described on the basis of
the input data rate (rate of data symbols to be modu-
lated) is less than the output data rate (the clock rate
of the DAC 143). However, the filter architecture of
Fig. 11 can be operated with an output data rate which
is greater than the input data rate and the filter archi-
tecture of Fig. 15 can be operated with an input data
rate which is greater than the output data rate. Under
these circumstances, the integer part of the phase
value output from the numerically controlled oscillator
67 will not increment for every operation cycle of the
filter, just as rollover does not occur in every cycle of
the filter in the architectures of Fig. 8 and Fig. 14. The
integer part of the digital phase value will continue to
ensure that the correct read addresses are used with
the input buffer 127 in Fig. 11 and the output accumu-
lator and buffer 195 in Fig. 15.

In a similar manner, a filter architecture similar to
that of Fig. 8 can be used with an output data rate
greater than the input data rate and a filter architec-
ture similar to that of Fig. 14 can be used with an input
data rate greater than the output data rate, although
some modifications are necessary with respect to
rollover of the numerically controlled oscillator 67.
First, with these data rates the numerically controlled
oscillator 67 may rollover more than once in response
to a clock input, because the digital frequency value
being added to the accumulator will represent a
phase change of greater than 2r. Therefore the nu-
merically controlled oscillator 67 needs to be modi-
fied in some way, such as providing an integer part of
the digital phase value, so as to indicate how many
times rollover has occurred following clocking. Next,
the signal which clocks the delay latches 107, 109,
111, 113 and resets the accumulators 77, 79, 81, 83,
85 in Fig. 8 and the signal which clocks the delay
latches 151, 163, 155, 157 and clocks the read oper-
ation of the holding stores 159, 161, 163, 165, 167 in
Fig. 14 would have to be generated from the output
of the numerically controlled oscillator 67 using some
additional logic so as to provide the same number of
clock signals as the number of times that rollover has
occurred. Additionally, the timing of each coefficient
value in the impulse response waveform in Figs. 8
and 14 is defined with reference to the phase of the
data stream which was assumed to be slower in the
description of these figures. If this becomes the faster
data stream, it may be desirable to change the im-
pulse response so as to last for more than 5 periods
of this data stream. This would require a correspond-
ing increase in the number of parallel processing lines
in these filter architectures.

Fig. 17 illustrates an automatic gain control cir-
cuit in which the level error signal is multiplied by the
gain value so as to tend to reduce the degree to which
the time constant of the AGC circuit varies with the
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level of gain. This is useful in implementing the digital
AGC 43 of Fig. 4, and Fig. 17 is drawn as a digital AGC
circuit. However, the same modification could be ap-
plied to an analog AGC circuit such as the radio fre-
quency AGC 25 in Fig. 4.

In Fig. 17 an input signal is multiplied by a gain
value in a multiplier 217 to obtain an output signal.
The level of the output signal is detected by alevel de-
tector 219. The detected level of the output signal is
compared with a reference value to obtain an error
signal, by subtracting the detected level from the ref-
erence level in an adder 221. The error signal is mul-
tiplied by the current level of gain in a gain multiplier
223 and is scaled by a constant scaling factor in a
scaling multiplier 225. The result is added to the ex-
isting gain level in an adder 227 to obtain a new gain
level, which is output to the signal multiplier 217, and
the new gain level is fed back to the adder 227
through a delay 229. The delay 229 and the adder 227
act as an accumulator or integrator to continually vary
the level of the gain by repeatedly adding in the value
from the scaling multiplier 225.

If the effect of the gain multiplier 223 is ignored,
and it is assumed that the error signal from the adder
221 is input directly to the scaling multiplier 225, then
a change in the level of the output signal from the sig-
nal multiplier 217 will result in an initial change to the
gain which will be proportional to the change in the
level. If the change in the level of the signal output
from the signal multiplier 217 was the result of a small
change in a high level input signal subjected to low
gain, asmall change in that low gain will create alarge
change in the output signal level, so that the level of
the output signal rapidly returns to the reference lev-
el. However, if the change in the level of a signal out-
put from the signal multiplier 217 is the result of a
large change in a low level signal subjected to high
gain, the effect of the initial change in gain will be
small, and the level of the output signal will not return
to the reference level so quickly.

In general, a given change in the level of the out-
put signal will create a given initial change in the level
of the gain, which is then multiplied with the signal in
the multiplier 217. Accordingly, the consequent
change in the level of the output signal is proportional
to the level of the input signal, and therefore is in-
versely proportional to the level of the gain (since the
input signal times the gain provides the output signal
level, which is controlled to be the reference level).

From the preceding analysis, it can be seen that
the AGC circuit corrects the change in the level of the
output signal more slowly when the gain is high than
when the gain is low. In order to counteract this effect,
the circuit of Fig. 17 modifies the error signal output
by the adder 221 so as to reflect the level of the gain.
It has been found in practice that multiplying the level
of the error signal by the value of the gain is a suitable
way of modifying the error signal. It would not be suit-
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able to add the level of the gain to the error signal,
since this would cause the gain integrator (adder 227
and delay 229) to continue to increase the gain level
even if the error signal from the adder 221 was zero.

In the circuit of Fig. 15, with the error signal mul-
tiplied by the gain in gain multiplier 223, the change
in the error signal output by the adder 221 following
one cycle of the AGC loop will be approximately the
previous value of the error multiplied by the reference
level multiplied by the scaling constant input to scal-
ing multiplier 225. Accordingly, the scaling multiplier
225 can be used to control the time constant of the
AGC circuit. Preferably, the output gain of the AGC
circuit is controlled so that it does not fall below a low-
er limit of about half of the reference level input to the
adder 221.

Fig. 18 illustrates a modification to part of a
phase or frequency controlled loop, such as the loops
controlling the voltage controlled oscillator 49, the nu-
merically controlled oscillator 55, the numerically
controlled oscillator 61 and the numerically controlled
oscillator 67 in Fig. 4.

In Fig. 18 a phase or frequency sensitive detector
receives an input signal, and outputs a phase or fre-
quency error signal. This is passed through a loop fil-
ter 233 and is integrated in an integrator 235. The out-
put of the integrator is a voltage (for an analog loop)
or a number (for a digital loop) which sets the frequen-
cy of oscillation of the voltage controlled oscillator or
numerically controlled 237 of the loop. As long as the
error signal received by the integrator 235 is not zero,
the integrator output will change and accordingly the
oscillation frequency of the VCO or NCO 237 will
change. When the VCO or NCO oscillation frequency
is correct, the error signal output by the detector 231
will fall to zero, and the integrator output 235 will stop
changing. The oscillator 237 then continues to oscil-
late at the correct frequency.

Where the output of the oscillator 237 is used to
obtain the reference signal input to the detector 231,
the reference signal may not be obtained at all if the
oscillator output frequency is substantially wrong.
With only a noise input to the detector 231, there is no
detectable phase or frequency error and therefore
output error signal will also tend to be zero or will vary
randomly, and therefore this will fail to drive the os-
cillator 237 through varying oscillation frequencies
until the correct oscillation frequency is found. Under
these circumstances, an adder 239 between the loop
filter 233 and integrator 235 is used to add an offset
value to the error input to the integrator 235, so that
the integrator output (and therefore the oscillation fre-
quency) will change steadily in the absence of any in-
put error signal.

Once the output frequency of the oscillator 237 is
sufficiently close to the correct frequency to generate
an input signal for the detector 231, an error signal.
will be output by the detector 231 and passed through
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the loop filter 233 to the adder 239 and the integrator
235. The loop will lock when the signal input to the in-
tegrator 235 is zero, which will occur when the error
signal from the loop filter 233 cancels out the search
offset added in the adder 239. If the effect of the off-
set adder is not compensated for, this means that the
loop locks at a point when the output of the oscillator
237 has a phase or frequency error sufficient to gen-
erate a cancelling error signal from the detector 231.
This is disadvantageous, although the search offset
can be removed once the loop has locked, so that the
loop will then re-lock at the correct frequency or
phase. However, if the search offset is too large, it
may induce an error in the output phase or frequency
of the oscillator 237 which is so large that no refer-
ence signal is generated for the detector 231. In this
case, the operation of the loop may hesitate when the
oscillator reaches a correct frequency, but will then
pass on and fail to lock.

Accordingly, a compensation signal is applied to
the detector 231. The detector 231 comprises a phase
or frequency estimator 241, which outputs a complex
signal vector having a phase proportional to a detect-
ed error in the phase or the frequency of the output
of the oscillator 237. A simple phase error value can
be obtained by outputting the magnitude of the imag-
inary part of this vector to the loop filter 233. In Fig.
18, the vector output by the phase or frequency error
estimator 241 is multiplied by an offset compensation
vector in a multiplier 243 before the value of the im-
aginary part of the vector is taken. The effect of this
multiplication is to rotate the vector by an angle which
approximately corresponds to the opposite of the er-
ror represented by the offset value added by the ad-
der 239.

When the output of the oscillator 237 reaches the
correct phase or frequency, the phase or frequency
estimator 241 will output an appropriate vector. The
multiplier 243 rotates this vector before the imaginary
part is taken, so that the error signal output through
the loop filter 233 to the adder 239 will be substan-
tially equal but of opposite sign to the offset value
added by the adder 239. Consequently, the error val-
ue input to the integrator 235 will be close to zero, and
the loop will lock at close to the correct phase or fre-
quency, even if the offset value added by the adder
239 is large. After successful locking of the loop, it is
nevertheless desirable to remove both the offset val-
ue and the compensation vector, to avoid any residual
inaccuracies which they may introduce.

While the output of the oscillator 237 is substan-
tially wrong, and only noise is received by the detector
231, the estimator 241 will not output any vector at all.
Under these circumstances, the multiplier 243 has no
effect. Accordingly, under these circumstances the
value output by the detector 231 is still zero, and the
effect of the offset added by the adder 239 is not com-
pensated for. In this way, the compensation vector
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applied to the detector 231 does not cancel out the ef-
fect of the offset while only noise is received and the
oscillator 237 is searching for the correct phase or
frequency, but the effect of the offset is cancelled
once a detectable signal is received by the detector
231 so that the loop can be locked substantially with-
out error regardless of the size of the offset. This en-
ables a large value to be used for the offset added by
the adder 239 without disrupting the ability of the loop
to lock successfully. The advantage of using a large
offset value is to make the oscillator 237 scan through
its range of oscillation output frequencies more quick-
ly.

In the demodulator architecture of Fig. 4, the off-
set and compensation vector of Fig. 18 may be used
in the loops which control the mixer frequencies, in an
operation to search for the carrier frequency. How-
ever, as will be appreciated by those skilled in the art,
this arrangement can also be applied in many other
circumstances in which an un-locked phase-locked
loop or frequency-locked loop is required to perform
a frequency scan.

Various embodiments of the present invention
have been described by way of example. Further
modifications and variations will be apparent to those
skilled in the art.

Claims

1. Apparatus for changing the data rate of a digital

signal, comprising:

digital filter means (23) for receiving input
digital data values from a data stream having a
firstrate, generating output digital data values for
a data stream having a second rate from the
sums of the products of pluralities of input digital
data values multiplied by respective coefficients,
and selecting the coefficients for the said prod-
ucts in accordance with a coefficient selection
signal; and

control means (67) for generating the
coefficient selection signal from the phase rela-
tionship between the data streams.

2. Apparatus according to claim 1 in which the con-
trol means (67) generates, for successive input
data periods, the phase of the input data period
relative to the output data stream.

3. Apparatus according to claim 1 in which the con-
trol means (67) generates, for successive output
data periods, the phase of the output data period
relative to the input data stream.

4. Apparatus according to claim 2 or claim 3 in
which the control means outputs, as the coeffi-
cient selection signal, a digital fractional phase
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34

value representing said phase as afraction of 2x.

Apparatus according to claim 4 in which the con-
trol means also outputs a digital integer phase
value representing an integer multiple of 2z in
said phase.

Apparatus according to claim 5 which comprises
an input buffer (127) or an output buffer (195) for
the digital filter means (23), and in which the dig-
ital filter means (23) comprises means (133, 134;
209, 211) for receiving the digital integer phase
value and generating therefrom an address value
for the buffer.

Apparatus according to claim 6 in which the filter
means steps through a series of predetermined
said coefficients selecting an initial coefficient
and every n-th subsequent coefficient where n is
a predetermined integer and the initial coefficient
is selected in response to the fractional phase
value, and the means (133, 134; 209, 211) for
generating an address value generates a plural-
ity of address values for the buffer (127, 195) us-
ing the integer phase value as an address offset.

Apparatus according to claim 2 in which, for each
input data value, the filter means (23) selects a
plurality of coefficients and obtains the product of
the input data value with each selected coeffi-
cient to obtain the contribution of the input data
value to a respective plurality of output data val-
ues, and the filter means accumulates the prod-
ucts obtained from different input data values in
respect of the same output data value.

Apparatus according to claim 3 in which, for each
output data value, the filter means (23) selects a
plurality of coefficients and obtains the product of
each selected coefficient with a respective input
data value and adds the products.

Apparatus according to claim 2 in which the con-
trol means (67) outputs, as the coefficient selec-
tion signal, a digital fractional phase value repre-
senting the phase of an input data period relative
to the output data stream, and outputs a rollover
signal once in each cycle of values of the fraction-
al phase value from 2x to 2x,

and in response to the digital fractional
phase value the filter means (23) selects a plur-
ality of said coefficients, obtains the product of
each selected coefficient with the value of the in-
put data stream for said input data period, and ac-
cumulates each respective product in a respec-
tive accumulator (77, 79, 81, 83, 85) and in re-
sponse to each rollover signal the filter means
(23) outputs each accumulator to a respective
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12,
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14.
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point along a pipeline of delays (107, 109, 111,
113) and adders (115, 117, 119, 121) and clocks
the pipeline.

Apparatus according to claim 2 in which the con-
trol means (67) outputs, as the coefficient selec-
tion signal, a digital fractional phase value repre-
senting the phase of an input data period relative
to the output data stream and outputs a digital in-
teger phase value representing an integer multi-
ple of 2x in said phase,

and in response to the digital fractional
phase value the filter means (23) selects a plur-
ality of said coefficients, obtains the product of
each selected coefficient with the value of the in-
put data stream for said input data period, and ac-
cumulates each respective product in a respec-
tive address of an output buffer (195), the respec-
tive addresses being generated using the digital
integer phase value as an address offset.

Apparatus according to claim 3 in which the con-
trol means (67) outputs, as the coefficient selec-
tion signal, a digital fractional phase value repre-
senting the phase of an output data period rela-
tive to the input data stream and outputs a roll-
over signal once in each cycle of values of the
fractional phase value from 2x to 2x,

and in response to the digital fractional
phase value the filter means (23) selects a plur-
ality of said coefficients, obtains the product of
each selected coefficient and a respective input
data value taken from a respective point along a
pipeline of delays (151, 153, 155, 157) and adds
the products, and in response to the rollover sig-
nal the filter means inputs an input data value to
the pipeline and clocks the pipeline.

Apparatus according to claim 3 in which the con-
trol means (67) outputs as the coefficient selec-
tion signal, a digital fractional phase value repre-
senting the phase of an output data period rela-
tive to the input data stream and outputs a digital
integer phase value representing an integer mul-
tiple of 2z in said phase,

and in response to the digital fractional
phase value the filter means selects a plurality of
said coefficients, obtains the product of each se-
lected coefficient and a respective input data val-
ue read from a respective address of an input
buffer (127) and adds the products, the respec-
tive addresses being generated using the digital
integer phase value as an address offset.

Apparatus according to claim 1 in which the filter
means (23) comprises look-up table means for re-
ceiving a first address representing the value of
the coefficient selection signal and a second ad-
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15.

16.

17.

18.

19.

20.

21,

22,

36

dress representing an input data value and out-
putting a value representing the product of the in-
put data value and a coefficient value selected in
accordance with the coefficient selection signal.

Apparatus according to claim 1 in which the filter
means comprises store means (97, 99, 101, 103,
105; 125; 179, 181, 183, 185, 187; 203) for storing
the coefficients, and multiplier means (87, 89,
91, 93, 95; 135; 169, 171, 173, 175, 177; 207) for
multiplying an input data value with a coefficient
read from the coefficient store means.

Apparatus according to claim 1 in which the
bandwidth of the filter means (23) tracks
changes in the rate of the input data stream.

Apparatus according to claim 1 in which the
bandwidth of the filter means (23) tracks
changes in the rate of the output data stream.

Apparatus according to claim 1 in which the filter
means (23) is a low-pass or band-pass finite im-
pulse response filter.

Apparatus according to claim 1 in which the con-
trol means (67) comprises a numerically control-
led oscillator which is clocked at one of the first
and second rates or an integer multiple or integer
sub-multiple thereof and is controlled to oscillate
at the other of the first and second rates or an in-
teger multiple or an integer sub-multiple thereof.

Apparatus according to claim 19 in which the nu-
merically controlled oscillator (67) is provided in
a feedback control loop (63, 65, 67) which re-
ceives a signal generated from the output of the
filter means (23) and uses itto create a frequency
error signal for controlling the frequency of the
oscillator.

Apparatus for modulating data symbols onto a
carrier, comprising data rate changing apparatus
according to claim 1 for changing the data rate of
a digital data stream from a first data rate which
is the data rate of the data symbols or an integer
multiple or an integer sub-multiple thereof to a
second data rate which is the clock rate of a dig-
ital-to-analog converter (143) downstream of the
data rate changing apparatus or an integer mul-
tiple or an integer sub-multiple of the clock rate.

Apparatus for demodulating data symbols from a
carrier, comprising data rate converting appara-
tus according to claim 1 for changing the data
rate of a digital data stream from a first data rate
which is the clock rate of an analog-to-digital con-
verter (19) upstream of the data rate converting
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apparatus or an integer multiple or an integer
sub-multiple of the clock rate to a second data
rate which is the data rate of the data symbols or
an integer multiple or an integer sub-multiple
thereof.

Amethod of changing the data rate of a digital sig-
nal, comprising:

detecting the phase relationship between
an input data stream and an output data stream;

selecting coefficients in accordance with
said phase relationship; and

generating digital data values for the out-
put data stream from the sums of products of
pluralities of input data values from the input data
stream multiplied by respective said selected
coefficients.

Amethod according to claim 23 in which the coef-
ficient selected for obtaining the product of a re-
spective input value for contribution to the sum
for arespective output value is selected in accor-
dance with the phase relationship of the respec-
tive input value to the output data stream or the
phase relationship of the respective output value
to the input data stream.

A method of digital filtering comprising obtaining
a series of output data values from a series of in-
put data values, each output data value being ob-
tained from the sum of a plurality of products of
a plurality of input data values and respective
coefficients,

characterised in that the coefficients are
repeatedly re-selected.

Amethod according to claim 25 in which the coef-
ficients used in generating an output data value
are re-selected for each output data value.

Amethod according to claim 25 in which the coef-
ficients used with an input data value are re-se-
lected for each input data value.

A gain control circuit comprising means for gen-
erating a gain correction value which is propor-
tional to the product of the gain and detected er-
ror in the level of a signal to be controlled.

A method of compensating for an offset value
added to the controlling error value in a frequen-
cy-locked loop or a phase-locked loop, by obtain-
ing the error value from the phase of an error vec-
tor, and rotating the error vector before obtaining
the error value therefrom, the rotation of the error
vector causing a change in the error value which
compensates at least in part for the offset value.
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30. A control circuit for a frequency-locked loop or a

phase-locked loop comprising means (231) for
receiving a feedback signal, generating there-
from an error vector, and outputting an error val-
ue obtained from the phase of the error vector,
and means (239) to add an offset to the error val-
ue,

characterised by

means (243) for rotating the error vector,
thereby to alter the error value to compensate at
least in part for the offset.
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