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CLASSIFYING ENVIRONMENT OF A DATA 
PROCESSING APPARATUS 

BACKGROUND 

[0001] 1. Field 
[0002] The present invention relates to apparatus and 
method for classifying the environment of a data processing 
apparatus. 
[0003] 2. Description of the Related Art 
[0004] Users of communications devices such as cellular 
telephones, smartphones, personal digital assistants (PDAs) 
and data processing apparatus in general often have such 
devices With them at all times. HoWever, While it is convenient 
to have a communications device present at all times it can be 
intrusive, for example if telephone calls are received Whilst in 
a meeting or business telephone calls received Whilst at home. 
A user may Wish to only receive SMS text messages or voice 
mail during such times but may forget to con?gure the com 
munications device to respond to only text messages or take 
voicemail. 
[0005] It is also the case that the times When a user Would 
not Wish to be disturbed, such as When in a meeting or by 
business calls When at home are often characterized by the 
user being in a particular location, With particular people 
and/or When the user is exhibiting particular behavior or a 
particular type of use of the device. Such things may be 
considered to represent the environment of the user and the 
communications device. 
[0006] Aspects of the present invention Were made With the 
foregoing in mind. 

SUMMARY 

[0007] VieWed from a ?rst aspect disclosed is a data pro 
cessing apparatus comprising a sensor module con?gured to 
sense a ?rst pro?le comprising one or more attributes of an 
environment of the data processing apparatus; and a classi? 
cation module con?gured to assign a prediction factor to each 
of the one or more attributes of the ?rst pro?le and to store 
each attribute and assigned prediction factor. VieWed from a 
second aspect, a method of operating data processing appa 
ratus comprises sensing a ?rst pro?le comprising one or more 
attributes of an environment of the data processing apparatus; 
assigning a prediction factor to each of the one or more 
attributes of the ?rst pro?le; and storing each attribute and 
assigned prediction factor. 
[0008] Data processing apparatus con?gured or operated in 
accordance With the foregoing aspects may sense attributes of 
the data processing apparatus environment such as cellular 
telephone cell sites, ambient light and/or noise, and/or the 
presence of other devices by sensing their Bluetooth signals, 
as non-limiting examples. At a given moment, the attributes in 
the environment of the data processing apparatus may be 
sensed and stored by the data processing apparatus. 
[0009] Assigning a prediction factor to each attribute in a 
stored pro?le provides a value against Which attributes of later 
observed environment pro?les may be compared to deter 
mine if an observed environment pro?le is the same or similar 
to a stored environment pro?le. If the same or a similar 
environment to a stored environment is ob served then the data 
processing apparatus settings, or settings of a communica 
tions device incorporating the data processing apparatus, may 
be set to be consistent With settings previously set for the 
stored environment pro?le. 
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[0010] In this Way, a communications device incorporating 
such data processing apparatus may be automatically con?g 
ured according to its environment. Thus, in an of?ce environ 
ment an observed pro?le may match a stored pro?le Which is 
the pro?le When the user is at their desk, or in a conference 
room. The communications device may be automatically 
con?gured in accordance With an operational mode associ 
ated With the stored pro?le. 
[0011] The classi?cation module may be con?gured to 
automatically determine a value for the correlation betWeen 
the ?rst pro?le and one or more stored pro?les and store the 
?rst pro?le if each of the correlation values is less than a 
threshold level. In this Way, the data processing apparatus 
may automatically determine if an observed pro?le is differ 
ent from the stored pro?les and store the observed pro?le. 
Thus, a neW observed environment may be automatically 
stored thereby automatically building a database of environ 
ments for the data processing apparatus. 
[0012] Optionally, or additionally, a user of the data pro 
cessing apparatus may initiate storing of an observed pro?le. 
Additionally, the classi?cation module may be con?gured to 
normaliZe each assigned prediction factor to the number of 
attributes in the ?rst pro?le. For example, each assigned pre 
diction factor may be a number N divided by the number of 
attributes in the ?rst pro?le. By making the prediction factors 
a function of the number of detected attributes, the same 
absolute level of the prediction factors may be maintained 
independently of the number of attributes in the ?rst pro?le. 
[0013] The classi?cation module may be con?gured to 
determine each of the correlation values based on a difference 
betWeen the presence of one or more attributes in the ?rst 
pro?le and the presence of one or more attributes in each of 
the one or more stored pro?les. In this Way, it may be deter 
mined to What extent an observed pro?le is similar to stored 
pro?les. 
[0014] In one embodiment the classi?cation module may 
be con?gured to determine each correlation value based on 
adding and subtracting prediction factors; and to add a pre 
diction factor if associated With an attribute of the stored 
pro?le for Which a corresponding attribute is present in the 
?rst pro?le and subtract a prediction factor if associated With 
an attribute of the stored pro?le for Which a corresponding 
attribute is not present in the ?rst pro?le. In this Way, the 
similarity betWeen an observed (?rst) pro?le and a stored 
pro?le is based on the prediction factors for those attributes 
present in both the ?rst pro?le and the stored pro?le. 
[0015] The data processing apparatus may further comprise 
a learning module. The classi?cation module may be con?g 
ured to determine a best match stored pro?le, the best match 
stored pro?le being the stored pro?le having the highest cor 
relation value With the ?rst pro?le. The learning module may 
be con?gured to update the best match stored pro?le deter 
mined by the classi?cation module for the highest correlation 
value being equal to or exceeding the threshold value and not 
being the maximum correlation value. Thus, a stored pro?le 
may be updated based on the ?rst pro?le Where the ?rst pro?le 
is similar to the stored pro?le, but not identical. In this Way, 
stored pro?les may be adapted and modi?ed to take into 
account gradual changes in an environment. 
[0016] The learning module may be con?gured to update 
the best match stored pro?le by adding to the best match 
pro?le an attribute of the ?rst pro?le not present in the best 
match stored pro?le. Optionally, or additionally, the learning 
module may be con?gured to modify the prediction factor of 
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each attribute present in the best match stored pro?le. In this 
Way a stored pro?le may be gradually modi?ed and updated 
if the environment corresponding to that stored pro?le gradu 
ally changes overtime. 
[0017] The learning module may be con?gured to add a 
learning factor to each prediction factor of each attribute 
present in both the best match stored pro?le and the ?rst 
pro?le. The learning factor may increase the prediction factor 
(importance) of attributes Which are present in both the best 
match pro?le and the ?rst pro?le, and decrease the prediction 
factor (importance) of those that are not. A “remove” thresh 
old may be set such that an attribute having a prediction factor 
less than the “remove” threshold is removed from the stored 
pro?le. The learning module may be con?gured to normalize 
learning factors of the stored best match pro?le. In addition, 
in one embodiment using percentage values the formula 
(l00%/number of detected attributes) *learning factor may be 
used to derive a learning factor Which provides an equal 
amount of change due to updating distributed over all modi 
?ed attributes. 
[0018] In one embodiment, the data processing apparatus 
comprises an action module con?gured to perform an action 
associated With said best match stored pro?le. Such an action 
might be to inhibit incoming telephone calls, sWitch calls to 
voicemail or some other device setting. 

[0019] In one embodiment, a computer program comprises 
computer program elements Which are implementable in a 
general data processing apparatus (for example a computer) 
to con?gure data processing apparatus and implement a 
method for such data processing apparatus in accordance 
With the foregoing. 
[0020] The features and advantages described in the speci 
?cation are not all inclusive and, in particular, many addi 
tional features and advantages Will be apparent to one of 
ordinary skill in the art in vieW of the draWings, speci?cation 
and claims. Moreover, it should be noted that the language 
used in the speci?cation has been principally selected for 
readability and instructional purposes, and may not have been 
selected to delineate or circumscribe the disclosed subject 
matter. 

BRIEF DESCRIPTION OF THE FIGURES 

[0021] Other advantages and features Will be more readily 
apparent from the folloWing detailed description and the 
appended claims. The detailed description Will make refer 
ence to the folloWing ?gures: 
[0022] FIG. 1 is a schematic illustration of one embodiment 
of an architecture of a disclosed system; 

[0023] FIG. 2 is a schematic illustration of one embodiment 
of a mobile communications device; 
[0024] FIG. 3 is a schematic illustration of one embodiment 
of a stored pro?le created from an observed pro?le; 

[0025] FIG. 4 is a process How control diagram for one 
embodiment of a classi?cation module; 

[0026] FIG. 5 is a process How control diagram for one 
embodiment of a learning module; 
[0027] FIG. 6 is a schematic illustration shoWing a ?nal 
match score for one embodiment of an observed pro?le and 
stored pro?le; 
[0028] FIG. 7 is a schematic illustration shoWing iterations 
of one embodiment of an updated stored pro?le based on an 
observed pro?le; and 
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[0029] FIG. 8 illustrates one embodiment of a pro?le/ac 
tion concordance table. 

DETAILED DESCRIPTION 

[0030] A preferred embodiment is noW described With ref 
erence to the ?gures Where like reference numbers indicate 
identical or functionally similar elements. 
[0031] The embodiments are, by Way of example only, and 
With reference to the accompanying ?gures introduced above. 
[0032] A general overvieW of the operation of an embodi 
ment Will noW be described With reference to the functional 
architecture illustrated in FIG. 1. Environment sensor mod 
ules 102 are con?gured to sense a value of one or more aspects 
or features of the environment at a particular time or in a 
particular time WindoW. An aspect or feature is something in 
the environment that can be sensed and a value assigned to it. 
An aspect or feature With an assigned value is termed herein 
an attribute of the observed environment. 

[0033] The value may be a logical value such as true or 
false, Which merely indicates the presence or absence of an 
aspect or feature in the environment, or it may be a numeric 
value indicating the amount of something in the environment, 
for example. The environment may be a physical environ 
ment, a processing or executing environment such as a com 
puter application that is being run on a data processing appa 
ratus or the state of a data processing apparatus, or a 
combination of tWo or more, for example. 

[0034] Input module 104 is con?gured to collect attribute 
values from the environment sensors 102. This may be done 
automatically or triggered by user input. One or more 
attributes sensed at the same time or Within the same time 
WindoW form an environment pro?le, Which may be consid 
ered a “snapshot” of the environment. The input module 104 
forWards the observed pro?le to classi?cation module 106. 
The classi?cation module 106 compares the attributes of the 
forWarded observed pro?le With pro?les stored in pro?les 
database 114. 

[0035] The classi?cation module 106 assigns a default pre 
diction factor to each attribute in a pro?le the ?rst time the 
pro?le is created. At a later time the input module 104 may 
collect attributes of the environment observed by sensors 102. 
Classi?cation module 106 may compare the neWly observed 
pro?le to see if its attributes match any of the stored pro?les. 
The pro?le and best match score is passed to output module 
108 Which distributes it to learning module 110 and action 
module 112. Action module 112 evaluates the pro?le and 
matching score and may initiate an associated task or state for 
the data processing apparatus associated With the stored pro 
?le providing the best match, for example. 
[0036] If the observed pro?le is different from any of the 
stored pro?les but suf?ciently closely matching, the learning 
module 110 uses the differences to adapt and adjust a stored 
pro?le, such as a stored pro?le having the closest match to the 
observed pro?le, by adjusting the prediction factors associ 
ated With the presence of one or more of the attributes in the 
stored pro?le. In this Way, stored pro?les may be automati 
cally adapted and adjusted based on differences betWeen 
observed pro?les and stored pro?les. Thus, stored pro?les 
may be gradually adapted and adjusted to take into account 
changes in the environment. If no suf?ciently closely match 
ing stored pro?le is found then the learning module 106 may 
initiate storing of the observed pro?le in the pro?les database, 
as a neW pro?le. 
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[0037] In a particular embodiment, the data processing 
apparatus comprises a communications device such as a 
smartphone. In this embodiment the presence of Bluetooth 
devices in an environment of a smartphone is sensed. A smart 
phone is a mobile communications device Which provides 
functions in addition to voice and/or data communications, 
for example it may provide address book functionality or run 
applications such as Word processor applications or other 
application softWare. 
[0038] For simplicity and clarity of description the folloW 
ing description refers to a smartphone in Which only Blue 
tooth signals are sensed, although it Will be evident to a person 
of ordinary skill in the art that other aspects of the environ 
ment may be sensed by the smartphone dependent on What 
sensor modules or sensing operations are included in the 
smartphone. 
[0039] FIG. 2 is a schematic illustration of a smartphone 
200 con?gured in accordance With an embodiment of the 
present invention Which senses Bluetooth protocol Wireless 
signals in the environment of the smartphone 200. Example 
smartphones include 12, 20, or 24-key keypad smartphones. 
Other example smartphones include smartphones having 
mechanical or on-screen character keypads in a keyboard 
type layout. By Way of example, such keyboard type layouts 
include a ‘QWERTY’ (having, inter alia, ‘Q’, ‘W’, ‘E’, ‘R’, 
‘T’, ‘Y’, keys successively in a roW), ‘AZERTY’, 
‘QWERTZ’, ‘QZERTY’, Dvorak, or double-byte keys key 
pad layout. 
[0040] Smartphone 200 comprises a screen 224, a keyboard 
222, an RF interface 220, a processor 218 and a memory 216, 
all of Which are connected to a data bus 226. Stored in 
memory 216 are an environment classi?cation application 
program 228 and an environment pro?les database 214. Also 
included in smartphone 200 is a Bluetooth module 202 Which 
provides Bluetooth communication and Bluetooth sensing. 
Bluetooth is a loW poWer Wireless communications protocol 
for Wirelessly communicating betWeen devices such as com 
puters, printers and communications devices. The protocol is 
governed by the Bluetooth Special Interest Group (SIG). 
[0041] The keyboard 222 enables a user of the smartphone 
200 to enter text data and commands into the smartphone 200. 
The processor 218 is con?gured to run the environment clas 
si?cation application 228 Which is stored in memory 216 and 
provide a graphical user interface to the user on the screen 
224. The RF interface 220 is con?gured to provide Wireless 
communication With other devices for example Within a cel 
lular radio telephone netWork. It is noted that the keypad can 
be mechanical or on-screen and may in some instances com 

prise a combination thereof, e. g., an on-screen haptic keypad 
or touch sensitive keypad. The processor 218 may run envi 
ronment classi?cation application 228 automatically as a 
background routine during operation of smartphone 200, or in 
response to a user input through, for example, keyboard 222. 
[0042] Environment classi?cation application 228 com 
prises an input module 204 Which receives Bluetooth identi 
?er information from the Bluetooth module 202 and passes it 
to classi?cation module 206. The classi?cation module 206 
compares the information from input module 204, processes 
the information and provides an output to output module 208. 
Output module 208 then passes the result of the classi?cation 
module to learning module 210 and action module 212. 
[0043] When a Bluetooth enabled device has its Bluetooth 
module turned on it periodically transmits from its Bluetooth 
module a signal announcing its availability for communica 
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tion. The signal comprises a Bluetooth identi?er for the 
device Which is unique to each device. The Bluetooth identi 
?er may be in the form of a Bluetooth module’s MAC (Media 
Access Control) address, Which has the format xxx.xxx.xxx. 
xxx. It is noted that one embodiment, the ‘x’s can be integer 
number values. In an environment Where there are a number 
of Bluetooth enabled devices operating, a number of Blue 
tooth identi?ers may be transmitted. For example, Where 
there are three Bluetooth devices operating, signals compris 
ing respective identi?ers xxx.xxx.xxx.xxl ; xxx.xxx.xxx.xx2; 
and xxx.xxx.xxx.xx3 may be present. 
[0044] Bluetooth module 202 of smartphone 200 may 
detect each Bluetooth identi?er in the environment and 
thereby sense the presence and communications availability 
of the three other Bluetooth enabled devices. Additionally, 
Bluetooth module 202 may also transmit its oWn identi?er, 
for example xxx.xxx.xxx.xx4. In the currently described 
embodiment, the Bluetooth value is a logical value true or 
false indicating the presence or not of a Bluetooth device in 
the environment. 
[0045] During execution of environment classi?cation 
module application 228, input module 204 acquires from 
Bluetooth module 202 a “snapshot” of the observed Blue 
tooth identi?ers detected by the Bluetooth module. The snap 
shot may be made at an instant in time or over a short time 
period. Acquisition of the snapshot may be under control of 
the classi?cation application 228 itself, or in response to a 
user input, for example via a function button on keyboard 222. 
The creation of a neW Bluetooth pro?le in accordance With an 
embodiment of the invention Will noW be described With 
reference to FIG. 3 and With reference to the process How 
control diagrams of FIGS. 4 and 5. 
[0046] FIG. 3 illustrates an environment 300 in Which 
Bluetooth identities ID1 302, ID2 304 and ID3 306 are 
present, and form an observed environment pro?le 314. If this 
is the ?rst time that this combination of Bluetooth identities 
are sensed as present in an environment, a neW pro?le is 
created 316 by the environment classi?cation application and 
stored in pro?les database 214. The created pro?le 316 com 
prises the Bluetooth identities, 308, 310, 312 and their pre 
diction factors. The prediction factors are made equal to each 
other and are normaliZed to add up to 100%, and, therefore, in 
the illustrated example each prediction factor is 33.3%. Each 
Bluetooth identity and its associated prediction factor is an 
attribute of the created pro?le 316. 
[0047] The stored pro?les may be provided and stored With 
an identity label or stored in de?ned memory locations in 
pro?les database 214. For illustrative purposes in this descrip 
tion the pro?les may be considered to be labeled and stored 
numerically as pro?le(1) . . .pro?le(g) . . .pro?le(m). Within 

each created and stored pro?le each attribute is identi?ed. 
Again, for illustrative purposes in this description the 
attributes may be considered to be labeled and stored numeri 

cally as attribute(l) . . . attribute(h) . . . attribute(n). 

[0048] In the currently described embodiment the creation 
of a neW pro?le results from operation of both the classi?ca 
tion module 206 and the learning module 210. Operation of 
the classi?cation module 206 and the learning module 210 
Will noW be described With reference to the process How 
control diagrams 400 and 500 illustrated in FIGS. 4 and 5, 
Which provide merely one example of hoW the classi?cation 
module 206 and learning module 210 may be implemented. 
[0049] The classi?cation module 206 receives an observed 
pro?le from the input module 204, S402. A counter g is 
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assigned the value Zero, S404, and then incremented by 1 at 
step S406. Stored pro?le “pro?le(g)” is retrieved from pro 
?les database 214 via the classi?cation module 206, S406. A 
counter “h” is then assigned the value Zero, together With a 
variable “score” Which is also assigned the value Zero, S408. 
The variable “score” indicates the correlation level or simi 
larity of the observed pro?le 314 With a stored pro?le, and is 
updated during operation of the classi?cation module 206. 
[0050] Counter “h” is incremented by 1 and the attribute(h) 
of pro?le(g) is made available for comparison With the 
attributes in the observed pro?le 314, S410. Attribute(h) of 
pro?le(g) is then compared With the attributes of the observed 
pro?le 314, S412. If attribute(h) is found in the observed 
pro?le 314 then that process control ?oWs to step S414 Where 
the prediction factor assigned to attribute(h) is added to the 
“score” value. If attribute(h) is not found in the observed 
pro?le 314 then the prediction factor for attribute(h) is sub 
tracted from the “score” value, S416. If the counter value “h” 
reaches the maximum value “m”, Where “m” is the number of 
attributes in the stored pro?le, S418, process control ?oWs to 
step S420. If the counter value “h” is not the maximum value 
“m” process control ?oWs back to step S410, h incremented 
by one and the next attribute retrieved. If counter g:n at step 
S420 the process control ?oWs to step S422. At step S422 the 
stored pro?le having the highest score is selected, and output 
to both learning module 210 and action module 212, S424. 
The best match pro?le is the pro?le having the highest score 
of all, and Will lie in the range —100 to 100. From the forego 
ing description of one example of the operation of the classi 
?cation module 206, a person of ordinary skill in the art Will 
readily understand hoW a correlation level or similarity score 
is derived for an observed pro?le and respective stored pro 
?les. 

[0051] The operation of learning module 210 Will noW be 
described With reference to the process How control diagram 
500 illustrated in FIG. 5. The stored pro?le With the highest 
score (best match score) is received by the learning module 
210 together With the observed pro?le, Which becomes the 
“pro?le to learn from” for the learning module, S502. It is 
then determined Whether the score is less than a “similarity 
threshold”, S504. The “similarity threshold” may be pre-set 
and/ or modi?able by a user of the smartphone incorporating 
the environment classi?cation application 228. A suitable 
“similarity threshold” is 30%, although other values may be 
used at the application implementer’s or user’s discretion. 
[0052] If the highest score is less than the similarity thresh 
old then process control ?oWs to step S506 Where a pro?le 
capture signal is established and the observed pro?le is 
treated as a neWly created pro?le. Normalized prediction 
factors are assigned to each attribute such that the prediction 
factors add up to 100%. The neW pro?le is in effect created as 
described With reference to FIG. 3 above, and is then stored in 
pro?les database 214, S510. If the score is equal to or greater 
than the similarity threshold the score is checked to see if it 
equals 100% and there is a perfect match betWeen the 
observed pro?le and the highest scored pro?le, S512. If there 
is a perfect match, the learning module then stops, S514. 
Optionally, the learning module may be con?gured to stop for 
a similarity less than 100% in Which case the test at S512 
Would be against a score loWer than 100%. 

[0053] Before continuing With the description of the pro 
cess ?oW control diagram 500 reference Will be made to FIG. 
7, Which is a schematic illustration of hoW a stored pro?le is 
updated based on a different observed pro?le. An observed 
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environment pro?le 702 includes Bluetooth identities ID1 
704, lD2 706 and lD4 708. In the described example a highest 
score pro?le 710 comprises Bluetooth identities ID1 712, lD2 
714 and ID3 716. The correlation betWeen the observed envi 
ronment pro?le 702 and the highest score pro?le 710 has been 
determined to be 33% by the classi?cation module 206. 
[0054] The observed pro?le 702 and highest score pro?le 
710 are compared and for each attribute that is present in both 
pro?les a learning factor of 10 is added to the attribute’s 
prediction factor to form an updated pro?le 724. Thus, ID1 
704 and lD2 706 have their prediction factors increased to 
43.3 de?ning neW attributes 718 and 720. ID3 708 remains 
unchanged as there is no corresponding attribute in the 
observed pro?le 702. 
[0055] Attribute 708 (ID4) in observed pro?le 702 is not 
present in the highest score pro?le and so is added to updated 
pro?le 724, and the prediction factor initialiZed to the leam 
ing factor 10 to form attribute 722 of updated pro?le 724. The 
prediction factors of the updated pro?le 724 are normaliZed to 
100% by summing the prediction factors of the updated pro 
?le and dividing the sum by 100 to derive a prediction factor. 
The sum may be considered to be the total con?dence value 
for the pro?le. Each prediction factor is then divided by the 
normaliZation factor to derive a percentage prediction factor. 
In the described example: 

Total con?dence:Sum:43.3+43.3+33.3+10:129.9; 

Normalization facto1:129.9/100:1.299; 

43.3/1.299:33.3% 

33.3/1.299:25.6%; and 

10/1.299:7.7%. 

[0056] This gives a 48.7% match or con?dence factor as 
Would be derived by the classi?cation module 206. If 
observed pro?le 702 should occur again the resultant updated 
pro?le 728 Would have attributes ID1 730 and lD2 732 With 
prediction factor 33.3%, ID3 734 With prediction factor 
19.7% and lD4 726 With prediction factor 16.6%. Thus, after 
tWo iterations the updated pro?le sloWly begins to adapt to 
lD4 708 being present in the environment Which used to have 
ID3. Thus, the prediction factor for lD4 increases and the 
prediction factor for ID3 diminishes resulting in a decreasing 
prediction factor for ID3 and an overall ever increasing 
matching score for the pro?le. The matching score increases 
to 60.5%. Thus, environment classi?cation application 
through the learning module 210 adapts stored pro?les to 
changing environmental conditions. 
[0057] At step S514 a counter i is initialiZed to Zero, and 
then incremented by 1, S516. Attribute(i) of the observed 
pro?le is made available for comparison With the attributes in 
the highest scored pro?le, S518. Attribute(i) of the observed 
pro?le is then compared With the attributes of the highest 
scored pro?le, S520 to determine if attribute(i) is present in 
the highest scored pro?le. If attribute(i) is found in the highest 
scored pro?le then the process control ?oWs to step S524 
Where a learning factor is added to the prediction factor 
assigned to the corresponding attribute in the highest scored 
pro?le. 
[0058] If attribute(i) is not found in the highest score pro?le 
then process control ?oWs to step S522 Where the attribute(i) 
is added to the highest score pro?le and just the learning 
factor is added to the attribute(i) as a prediction factor, S524. 
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The learning factor may be any suitable value set by a 
designer of the environment classi?cation application and/or 
may be user de?nable. A non-limiting example value is 10. 
[0059] In this Way attributes that are not alWays found may 
be reduced in their importance. The learning factor may be 
adjusted, or set, according to What level of sensitivity to 
environment changes is desired. For example, a high learning 
factor provides high sensitivity to environment changes. If a 
learning factor approaches in?nity it may cause instant drop 
ping or instant incorporation of an attribute in a pro?le. 
[0060] Additionally, making the learning factor a function 
of the number of detected attributes provides for the same 
absolute amount of learning to be achieved for every iteration 
independent of the number of attributes. The formula (100%/ 
number of detected attributes)*leaming factor may provide 
an equal amount of change due to the learning being distrib 
uted over all detected attributes. 
[0061] Referring back to the process How control diagram 
of FIG. 5, a check is then made to determine if the attribute 
that is being considered is the last attribute of the observed 
pro?le, attribute(n) Where there are n attributes in the 
observed pro?le. The check comprises determining if counter 
i is equal to n or not, S526. If counter i is less than n the 
process control ?oWs to step 518 Where the next attribute(i) in 
the observed pro?le is obtained ready for comparison With the 
highest score pro?le. 
[0062] If the ?nal attribute in the observed pro?le has been 
compared With the highest score pro?le then the sum of all the 
updated prediction factors and the prediction factors of any 
attributes added to the noW updated highest score pro?le is 
calculated, S528, to obtain a total con?dence value. The total 
con?dence value is divided by 100 to obtain a normalization 
factor, S530. Each prediction factor associated With each 
attribute in the updated highest score pro?le is divided by the 
normalization factor to derive a normalized updated predic 
tion factor Which may be expressed as a percentage. 
[0063] In the described embodiment, the normalization 
process starts by initializing a counter j to zero, S532, and 
incrementing the counter j by 1, S534. The prediction factor 
of attributes) is then divided by the normalization factor, 
S536. At step S538 a check is made to determine if the 
prediction factor of the ?nal attribute(m) has been normalized 
by checking if counter j is equal to m, Where m is the number 
of attributes in the updated pro?le. 
[0064] If counter j is less than m the process How control 
?oWs back to step S530, otherWise control ?oWs to step S540 
Where the updated pro?le is loaded into the pro?les database 
214 and overWrites or replaces the stored pro?le from Which 
the updated pro?le Was derived. Operation of the learning 
module may also be described by Way of the folloWing 
pseudo-code. Pseudo code for an embodiment of the learning 
module: 

For all IDs(attributes) in pro?le-to-learn-from (observed pro?le) 
if ID(atLribute) does not exist in pro?le—to-update(hig_hest score pro?le) 

create ID(attribute) 
?nd ID(attribute) in pro?le—to—update(highest score pro?le) 
Add <learning factor> to IDprediction factor 

Next ID(attribute) 
Totalcon?dence = 0 

For all IDs(attributes) in pro?le—to-update(highest score pro?le) 
Totalcon?dence += IDprediction factor 

Next ID(attribute) 
NonnalizationFactor = Totalcon?dence / 100% 
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-continued 

For all IDs(attributes) in pro?le—to-update(hig_hest score pro?le) 
IDprediction factor = IDprediction factor / NormalizationFactor 

Next ID(atLribute) 

[0065] Attributes need not comprise logical values, for 
example attributes based on Bluetooth identities do not need 
to be logical values, but may be variable values such as 
received poWer level. To emulate a ranged variable, i.e. mul 
tiple levels of the same attribute, (varying light levels is 
another example) continuums may be used. For example, on 
a scale from 0 to l, the range 0 to 0.33 Would represent a loW 
“poWer level” or “loW light level present”, 0.33 to 0.67 as a 
“medium poWer level” or “medium light level present” and 
0.67 to l as “high poWer level” or “high light level present”. 
In one embodiment each of these continuums could have a 
different attribute identity (ID) and thus constitute a different 
aspect of an environment from each other. Optionally each 
different observed value could be considered a separate 
aspect, instead of splitting the variable range into sub-ranges. 
[0066] In another embodiment or in combination With the 
embodiment described above, the classi?cation module 206 
may also be con?gured to take into account an ‘expected 
level’ variable attribute and for example normalized to a 0 . . 

. 1 range. This type of variable value attribute may have some 
bene?ts over the ‘emulated ranged variable’. By comparing 
the expected level and the observed level, an error value can 
be computed. In the described embodiments this alloWs for, 
for example, the factoring in of Bluetooth signal strength 
received at Bluetooth sensor module 202. 

[0067] If a particular Bluetooth source is included in a 
stored pro?le and has a signal strength of 0.4 (on a scale of 0 
. . . 1), then an observed pro?le including the same Bluetooth 

identity but different poWer Would need to be taken into 
account. For example, if an observed pro?le includes the 
same Bluetooth identi?er as an attribute but With a strength of 
0.25 an error factor may be calculated. For example, in this 
example the error factor may be (0.4—0.25)A2:0.0225. There 
fore, the in?uence of that reduced poWer level attribute could 
be diminished When used in predicting the current environ 
ment (as de?ned by the prediction value) by some value based 
on 0.0225. In such a scenario, the Bluetooth attribute is 
observed, but not at the expected signal strength. Therefore, 
its in?uence in predicting the current environment is dimin 
ished. The foregoing is provided by Way of example only, and 
other formula and methods for determining and using an error 
factor may be implemented. 
[0068] The ‘expected level’ variable may be suitable foruse 
in situations Where the ‘observed level’ can be computed by a 
formula and the result can be represented by a non-integer 
number. An attribute based on Whole elements or things 
Would not be suitable for non-integer value, but if a non 
integer value might be meaningful since events that occur 
around the same time might be stronger related. 

[0069] For such a modi?ed embodiment of the classi?ca 
tion module 206, the prediction factor added to the score at 
step S414 of process How control diagram 400 illustrated in 
FIG. 4 may be multiplied by an “error factor”. The “error 
factor” represents the difference betWeen the poWer levels of 
the Bluetooth identity attribute of the stored pro?le and the 
same Bluetooth identity in the observed pro?le being com 
pared With the Bluetooth identity attribute of the stored pro 
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?le. Such a modi?ed embodiment may include multiplication 
by the error factor at step 414 of the process How control 
diagram 400. 
[0070] By Way of further non-limiting example, pseudo 
code for an implementation of such a modi?ed embodiment 
of the classi?cation module Where Bluetooth attributes 
include a variable value representative of sensed poWer level 
for the Bluetooth signal is provided beloW. Pseudo code for 
modi?ed classi?cation module: 

For all stored pro?les 
score[pro?le] = 0 

For all IDs(attributes) in stored pro?le 
if ID(attribute) in stored pro?le is in observed environment 

add ((prediction factor) x (error factor) ) to score [pro?le] 
else 

subtract prediction factor from score[pro?le] 
Next ID(attribute) in stored pro?le 
Next stored pro?le 

[0071] The difference betWeen attributes based on logical 
values and those With variable values may be such that When 
using an ‘emulated ranged variable’ approach a more precise 
prediction of an environment may be made as the different 
ranges are mutually exclusive. HoWever if the ‘expected 
level’ variable approach is used to evaluate for example ani 
mal height, Which for a particular observed pro?le is 1 m tall, 
there may be ambiguity betWeen an animal that is 0.80 m 
(0.80 meters) tall and an animal that is 1.20 m tall. It could be 
either. This particular observation did not help in determining 
the environment, but the possibility that it is an animal that is 
0.60 m tall or 1.40 m tall is noW smaller, hoWever such 
possibilities may still be under consideration. The classi?ca 
tion module 206 may have never observed a 1 m tall animal 
before, but it has modi?ed the pro?le into the right direction. 
The ‘expected level’ variable approach may be suitable for 
cases that might be interpolated or extrapolated. The ‘emu 
lated ranged variable’ approach may be suitable for cases that 
can not be meaningfully interpolated or extrapolated. 
[0072] Turning noW to action module 212, action module 
212 may be con?gured to automatically monitor the behavior 
of the smartphone for an observed pro?le. The action module 
212 may form a concordance table in memory 216 as illus 
trated in FIG. 8. As can be seen from FIG. 8, three columns 
may be established Where in the ?rst column stored pro?le 
identities are listed; in the second column observed smart 
phone behaviors are listed; and in the third column actions to 
be initiated are listed. Optionally, an entry in the second 
column may be left blank if the action to be initiated for the 
corresponding stored pro?le has been set by a user of the 
smartphone. 
[0073] As Well as outputting the highest score pro?le to the 
learning module 210, the classi?cation module 206 also out 
puts the highest score pro?le, or at least an identi?er for the 
highest score pro?le, to the action module 212, S424. In the 
described embodiment, the action module receives the infor 
mation on the highest score pro?le and looks that pro?le up in 
a concordance table, such as illustrated in FIG. 8, stored in 
memory 216. The action module initiates the action corre 
sponding to the highest score pro?le. Therefore, pro?le(1) 
has the highest score then action module 212 initiates setting 
the smartphone to “silent mode”. 
[0074] The foregoing described embodiments address the 
issue of pro?le or environment “drift”. For example, in a 
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Bluetooth environment devices may move in and out of range 
if they are portable or are sWitched on or off. A Whole Blue 
tooth environment may change over time, but the physical 
location that the smartphone resides in may stay the same. 
Embodiments of the invention may provide pro?le drift 
immunity since the environment classi?cation application 
may keep track of a pro?le, While its constituent attributes 
change over time. The described embodiments achieve this 
by sensing the environment attributes at periodic intervals and 
adjusting for attributes changing in the environment. 
[0075] In a further embodiment, the learning module 210 
may be con?gured to look for strong commonalities in the 
stored pro?les. Thus, tWo or more stored pro?les With high 
correlation may be detected and the similar attributes identi 
?ed. These similarities, in turn, may be stored as concepts 
(generalizations). The learning module 210 may create a par 
ent pro?le that describes the common attributes and link the 
parent pro?le to the tWo pro?les that have these attributes in 
common. In this Way a “tree” structure may be developed for 
storing linked pro?les. Trees could be built With any depth. 
[0076] In an of?ce Bluetooth environment, one such 
example of stored pro?les that could have common attributes 
Would be pro?les corresponding to particular locations in the 
o?ice such as ‘Water cooler’, ‘conference room’ and ‘my 
desk’ Where similar Bluetooth devices might be sensed and 
the learning module 210 develop a concept of the generic 
location ‘o?ice’ . A user may name the neW concept as ‘of?ce’ 

or the learning module 21 0 may automatically correlate infor 
mation from the device, for example from a diary or scheduler 
application running on the communications device. 
[0077] An optimiZation gain may also be made. As the 
collection of pro?les groWs, searching through them all Will 
take longer and longer. The automatically generated tree 
described above may speed searching up by enabling ef?cient 
searching. If the classi?cation module 206 determines that the 
smartphone is not in the ‘of?ce’, there is no need to match its 
children ‘Water cooler’, ‘conference room’ or ‘my desk’. As 
pro?les may be updated, branches, nodes and leaves may be 
moved around and the branches groW and shrink. 

[0078] As pro?les drift, they may also converge. It may be 
that pro?les that started out differently later describe exactly 
the same thing. In order to limit memory usage, reduce search 
times and optimiZe search trees, the learning module may be 
con?gured to automatically eliminate one of duplicate pro 
?les for example. Additionally, action module 212 may be 
con?gured to make actions that Were initiated for one or other 
of the duplicate pro?les available to the remaining one pro?le. 
For example, if pro?les corresponding to ‘o?ice’ and ‘home’ 
converge because a user has started Working from home, and 
one of them is deleted, the learning module 210 may update 
the action module 212 to con?gure it so that that the device 
can initiate actions associated With “home” such as use the 
‘home’ WiFi connection and any other facilities that Were 
linked to ‘home’. The remaining pro?le may also initiate 
‘o?ice’ behavior/facilities/equipment. For example, alerts 
that Were scheduled for ‘o?ice’ noW trigger When the smart 
phone is at a user’s home and vice versa. 

[0079] In vieW of the foregoing description it Will be evi 
dent to a person skilled in the art that various modi?cations 
may be made in vieW of the disclosure herein. For example, 
the data-processing apparatus need not be con?gured as a 
smartphone but may be con?gured as another form of com 
munications device such as a cellular telephone or a personal 
digital assistant (PDA) equipped With cellular radio commu 
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nication capability. Optionally, the data-processing apparatus 
need not be con?gured as a communications device but may 
instead be a computer system such as a personal computer, a 
non-communications enabled PDA, microprocessor or other 
processing device or circuitry. Optionally, the environment 
classi?cation application 228 need not use Bluetooth identi 
?ers but could assign its oWn (e.g., proprietary) internal iden 
ti?cation system. 
[0080] The learning module may be con?gured to delete 
attributes from a stored pro?le Where the prediction factor is 
beloW a minimum threshold value. This may reduce memory 
requirements. The learning module Will automatically add 
deleted attributes as soon as they start being included in 
observed pro?les again. 
[0081] The learning module may be con?gured to auto 
matically increase or decrease the learning factor for an indi 
vidual attribute depending on hoW long or hoW often or not 
the individual attribute has been in the stored pro?le. This 
may automatically build in robustness for attributes Which 
have consistently appeared in a stored pro?le over a long 
period of time for example, and render them resistant to 
short-lived changes in an observed pro?le. In other Words, 
long held attributes may be less changeable. 
[0082] Additionally, many aspects of a smartphone’s or 
other device’s environment may be sensed. For example, 
ambient light, noise or even temperature could be sensed and 
incorporated into a pro?le. What application is running on a 
device may also be sensed. For a telephony enabled device a 
particular number for the other party may be sensed. The 
foregoing are by Way of non-limiting example and any any 
thing that could be sensed may form part of a pro?le. 
[0083] Insofar as embodiments of the invention described 
above are implementable, at least in part, using a softWare 
controlled programmable processing device such as a general 
purpose processor or special-purposes processor, digital sig 
nal processor, microprocessor, or other processing device, 
data processing apparatus or computer system it Will be 
appreciated that a computer program for con?guring a pro 
grammable device, apparatus or system to implement the 
foregoing described methods, apparatus and system is envis 
aged as an aspect of the present invention. The computer 
program may be embodied as any suitable type of code, such 
as source code, object code, compiled code, interpreted code, 
executable code, static code, dynamic code, and the like. The 
instructions may be implemented using any suitable high 
level, loW-level, object-oriented, visual, compiled and/or 
interpreted programming language, such as C, C++, Java, 
BASIC, Perl, Matlab, Pascal, Visual BASIC, JAVA, ActiveX, 
assembly language, machine code, and so forth. A skilled 
person Would readily understand that term “computer” or 
“computing device” in its most general sense encompasses 
programmable devices such as referred to above, and data 
processing apparatus and computer systems. 
[0084] Suitably, the computer program is stored on a carrier 
medium in machine readable form, for example the carrier 
medium may comprise memory, removable or non-remov 
able media, erasable or non-erasable media, Writeable or re 
Writeable media, digital or analog media, hard disk, ?oppy 
disk, Compact Disk Read Only Memory (CD-ROM), Com 
pany Disk Recordable (CD-R), Compact Disk ReWriteable 
(CD-RW), optical disk, magnetic media, magneto-optical 
media, removable memory cards or disks, various types of 
Digital Versatile Disk (DVD) subscriber identify module, 
tape, cassette solid-state memory. The computer program 
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may be supplied from a remote source embodied in the com 
munications medium such as an electronic signal, radio fre 
quency carrier Wave or optical carrier Waves. Such carrier 
media are also envisaged as aspects of the disclosed embodi 
ments. 

[0085] The scope of the present disclosure includes any 
novel feature or combination of features disclosed therein 
either explicitly or implicitly or any generalization there irre 
spective of Whether or not it relates to the claimed invention or 
mitigate any or all problems addressed by the disclosed 
embodiments. The applicant hereby gives notice that he 
claims may be formulated to such features during the pros 
ecution of this application any such further application 
derived therefrom. In particular, With reference to dependent 
claims, features from dependent claims may be combined 
With those of the independent claims and features from 
respective independent claims may be combined in any 
appropriate manner and not merely in the speci?c combina 
tions enumerated in the claims. 

What is claimed is: 
1. A data processing apparatus, comprising: 
a sensor module con?gured to sense a ?rst pro?le com 

prised of one or more attributes of an environment of 
said data processing apparatus; and 

a classi?cation module con?gured to assign a prediction 
factor to each of said one or more attributes of said ?rst 
pro?le and to store each said attribute and assigned 
prediction factor as a stored pro?le. 

2. The data processing apparatus of claim 1, said classi? 
cation module con?gured to automatically determine a value 
for a correlation betWeen said ?rst pro?le and one or more 
stored pro?les and store said ?rst pro?le and associated pre 
diction factors as said stored pro?le for each said correlation 
value being less than a threshold level. 

3. The data processing apparatus of claim 2, Wherein said 
classi?cation module is con?gured to determine each said 
correlation value based on a difference betWeen the presence 
of one or more attributes in said ?rst pro?le and the presence 
of one or more attributes in each of said one or more stored 

pro?les. 
4. The data processing apparatus of claim 3, Wherein said 

classi?cation module is con?gured to determine each said 
correlation value based on adding and subtracting prediction 
factors and to add a prediction factor if associated With an 
attribute of said stored pro?le for Which a corresponding 
attribute is present in said ?rst pro?le and subtract a predic 
tion factor if associated With an attribute of said stored pro?le 
for Which a corresponding attribute is not present in said ?rst 
pro?le. 

5. The data processing apparatus of claim 2, further com 
prising a learning module, said classi?cation module con?g 
ured to determine a best match stored pro?le, said best match 
stored pro?le having the highest correlation value With said 
?rst pro?le, said learning module con?gured to update said 
best match stored pro?le determined by said classi?cation 
module for said highest correlation value being equal to or 
exceeding said threshold value and less than the maximum 
correlation value. 

6. The data processing apparatus of claim 5, said learning 
module con?gured to update said best match stored pro?le by 
adding thereto an attribute of said ?rst pro?le not present in 
said best match stored pro?le. 
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7. The data processing apparatus of claim 5, said learning 
module con?gured to modify the prediction factor of each 
attribute present in said updated best match stored pro?le. 

8. The data processing apparatus of claim 7, said learning 
module con?gured to add said learning factor to each predic 
tion factor of each attribute present in both said best match 
stored pro?le and said ?rst pro?le. 

9. The data processing apparatus of claim 8, said learning 
module con?gured to normaliZe prediction factors of said 
stored best match pro?le. 

10. The data processing apparatus of claim 5, further com 
prising an action module con?gured to perform an action 
associated With said best match stored pro?le. 

11. The data processing apparatus of claim 1, Wherein said 
classi?cation module is con?gured to normaliZe each said 
assigned prediction factor to the number of attributes in said 
?rst pro?le. 

12. The data processing apparatus of claim 11, Wherein 
each said assigned prediction factor is a number N divided by 
the number of attributes in said ?rst pro?le. 

13. A method of operating data processing apparatus, the 
method comprising: 

sensing a ?rst pro?le comprised of one or more attributes of 
an environment of said data processing apparatus; 

assigning a prediction factor to each of said one or more 
attributes of said ?rst pro?le; and 

storing each said attribute and assigned prediction factor 
responsive to a neW pro?le capture signal. 

14. The method of claim 13, further comprising automati 
cally determining a value for the correlation betWeen said ?rst 
pro?le and one or more stored pro?les and generating said 
neW pro?le capture signal for each said correlation value 
being less than a threshold level. 

15. The method of claim 14, further comprising determin 
ing each said correlation value based on a difference betWeen 
the presence of one or more attributes in said ?rst pro?le and 
the presence of one or more attributes in each of said one or 
more stored pro?les. 

16. The method of claim 15, further comprising determin 
ing each said correlation value based on adding and subtract 
ing prediction factors and adding a prediction factor if asso 
ciated With an attribute of said stored pro?le for Which a 
corresponding attribute is present in said ?rst pro?le and 
subtracting a prediction factor if associated With an attribute 
of said stored pro?le for Which a corresponding attribute is 
not present in said ?rst pro?le. 

17. The method of claim 14, further comprising determin 
ing a best match stored pro?le, said best match stored pro?le 
having the highest correlation value With said ?rst pro?le, 
and, for said highest correlation value being equal to or 
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exceeding said threshold value and less than the maximum 
correlation value, updating said best match stored pro?le. 

18. The method of claim 17, further comprising updating 
said best match stored pro?le by adding thereto an attribute of 
said ?rst pro?le not present in said best match stored pro?le. 

19. The method of claim 17, further comprising modifying 
the prediction factor of each attribute present in both said best 
match stored pro?le and said ?rst pro?le With a learning 
factor. 

20. The method of claim 19, further comprising adding said 
learning factor to each prediction factor of each attribute 
present in both said best match stored pro?le and said ?rst 
pro?le. 

21. The method of claim 20, further comprising normaliZ 
ing prediction factors of said stored best match pro?le. 

22. The method of claim 13, further comprising normaliZ 
ing each said assigned prediction factor to the number of 
attributes in said ?rst pro?le. 

23. The method of claim 22, Wherein each said assigned 
prediction factor is a number N divided by the number of 
attributes in said ?rst pro?le. 

24. A computer readable storage medium storing instruc 
tions thereon, the instructions When executed by a processor 
cause the processor to: 

sense a ?rst pro?le comprised of one or more attributes of 
an environment of said data processing apparatus; 

assign a prediction factor to each of said one or more 
attributes of said ?rst pro?le; 

store each said attribute and assigned prediction factor 
responsive to a neW pro?le capture signal; and 

determine automatically a value for the correlation 
betWeen said ?rst pro?le and one or more stored pro?les 
and generating said neW pro?le capture signal for each 
said correlation value being less than a threshold level. 

25. The computer readable storage medium of claim 24, 
Wherein the instructions further comprise instructions that 
cause the processor to: 

determine each said correlation value based on a difference 
betWeen the presence of one or more attributes in said 
?rst pro?le and the presence of one or more attributes in 
each of said one or more stored pro?les; and 

determine each said correlation value based on adding and 
subtracting prediction factors and adding a prediction 
factor if associated With an attribute of said stored pro?le 
for Which a corresponding attribute is present in said ?rst 
pro?le and subtracting a prediction factor if associated 
With an attribute of said stored pro?le for Which a cor 
responding attribute is not present in said ?rst pro?le. 

* * * * * 
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