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Example Current Theme Selection

Select A New Current T heme}

Starting The Day
Driving Home
At Home
1150 Work-Related Group
Driving To Work
Arriving At Work 1155
At Work

Entertainment-Related Group

Y
1157 .
Figure 1IM

Example Current Theme Set Modification

Current Theme Set

Starting The Day
1150 < At Home

1157
Eating Breakfast PN
N
Add Theme [ Remove Theme |
Figure 1IN

Example Current Theme Layout Selection

Select A New Current Theme Layout

Starting The Day theme
Starting The Day — default layout
1160 < Starting The Day — vacation
Starting The Day — responsible for dropping off kids

Cancel

~
157 Figure 110
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1302 1304
S Example Theme Data Structure
1300

1305 ™ Name Driving To Work
1310 ™ Description Intent Is To Organize Both Driving Info & Info About Work Arrival
13157 Security Default: ****; Self: ****xx.
1320 ™ Permission Access: Selt; + Family + Friends + Source; Modification: Self; Copy: None; . ..
132574 Privacy Private
1330 ™ Priority Medium
13357 Group-ID 23
1340 Time-Active | Mon-Fri, 06:00-11:00
1345 Source BCD Motor Company
1350 ™ Theme-Content | "BCD Motor logo.gif"
13554 New-Atiributes | DTW-BCD.driving-direction: (source= "BCD-DTW CS"); ...
1360 ™4 Theme-Matching | user.activity.driving = true (required); environment.local.time = 08:00-09:00 (optional);

DTW-BCD.driving-direction = NOT “South” (required); . ..
1365 Theme-Logic IF ';I:Eehrjelx)c't[}\v;/r_yl;gll)wgf; r;:gltl‘}?rzs;LLo:afrlNor;rlt ;t’i’;tude > recent.user. location. latitude

IF DTW-BCD.driving-direction = “East” THEN Alert(*“You’re Lost Again!!”);

SET user.location[ Access] = Family & Co-workers; ...
18370 ™4 Auribute-Set | <linky>;, + + = <link>

: \

1390 <

("~ Attribute 1 Attribute N
Name | user.activity.driving Name | DTW-BCD.driving-direction
Value | True Value | West
Uncertainty | High e Uncertainty | None
Timestamp | 07:32 03/24/XX Timestamp | 08:13 03/24/XX
Units | boolean Units | North, North by Northeast, . . .
Access | Family Access | Self
9 : :

Fig. 13
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CONTEXTUAL RESPONSES BASED ON
AUTOMATED LEARNING TECHNIQUES

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application is a continuation-in-part of U.S.
patent application Ser. No. 09/216,193 (Attorney Docket
No. 29443-8001), filed Dec. 18, 1998 and entitled “Method
and System for Controlling Presentation of Information to a
User Based on the User’s Condition”; of U.S. patent appli-
cation Ser. No. 09/464,659 (Attorney Docket No. 29443-
8003), filed Dec. 15, 1999 and entitled “Storing and Recall-
ing Information to Augment Human Memories”; and of U.S.
patent application Ser. No. 09/724,902 (Attorney Docket
No. 29443-8002), filed Nov. 28, 2000 and entitled “Dynami-
cally Exchanging Computer User’s Context,” which claims
the benefit of provisional U.S. Patent Application No.
60/194,006 filed Apr. 2, 2000. Each of these applications are
hereby incorporated by reference in their entirety.

[0002] This application also claims the benefit of provi-
sional U.S. Patent Application No. 60/193,999 (Attorney
Docket # 29443-8008), filed Apr. 2, 2000 and entitled
“Obtaining And Using Contextual Data For Selected Tasks
Or Scenarios, Such As For A Wearable Personal Computer,”
and of provisional U.S. Patent Application No. 60/194,123
(Attorney Docket # 29443-8024), filed Apr. 2, 2000 and
entitled “Supplying And Consuming User Context Data,”
both of which are hereby incorporated by reference in their
entirety.

TECHNICAL FIELD

[0003] The invention described below relates generally to
using various information to allow a system to automatically
enhance its responses to changing contextual information,
such as information about a user and the user’s surround-
ings.

BACKGROUND

[0004] Existing computer systems provide little apprecia-
tion of a user’s overall condition or context, and as a result
they can effectively respond to only a limited number of
changes in parameters that they monitor. For example, with
respect to the low-level physical status of the user, numerous
devices exist for monitoring the physical parameters of the
user, such as heart rate monitors that provide user pulse or
heart rate data. While many of these devices simply provide
information to the user regarding current values of a user’s
health condition, others (e.g., a defibrillator or a system with
an alarm) are capable of providing a corresponding response
if a monitored parameter exceeds (or falls below) a threshold
value. However, since such devices lack important informa-
tion about the specific context of the user (e.g., whether the
user is currently exercising or is currently sick), any
response will attempt to accommodate a wide range of user
contexts and is thus unlikely to be optimal for the specific
context of the user. For example, a defibrillator may provide
too great or too small of a resuscitating charge simply
because only one or a small number of parameters of a
person are being monitored.

[0005] In a similar manner, existing computer systems
have little appreciation for a user’s current mental and
emotional state, or for higher-level abstractions of a user’s
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physical activity (e.g., going jogging or driving an automo-
bile), and as a result are generally ineffective at anticipating
tasks that a user is likely to perform or information that a
user is likely to desire. In particular, since existing computer
systems lack information about a user’s current context, they
cannot provide information appropriate to that context or
anticipate likely changes in the context.

[0006] In addition, even if a computer system has infor-
mation about default or standardized responses to a current
situation, the responses are unlikely to be tailored the
specific current needs of the current user of the computer
system. Thus, any such responses are likely to be sub-
optimal, such as by providing responses other than what the
user would have desired.

BRIEF DESCRIPTION OF THE DRAWINGS

[0007] FIG. 1 illustrates a user with an embodiment of a
specialized characterization system operating, at least in
part, on a wearable computer platform.

[0008] FIG. 2 is a block diagram of the specialized
characterization system of FIG. 1 having specialized con-
text servers and clients.

[0009] FIG. 3 is a block diagram illustrating code mod-
ules, such as context servers and clients, acting in conjunc-
tion with a characterization module (CM).

[0010] FIG. 4 is a flow diagram illustrating basic steps for
generating attributes and providing output to a user based on
the system of FIG. 3.

[0011] FIG. 5A is a flow diagram illustrating a context
server for generating latitude, longitude and altitude
attributes.

[0012] FIG. 5B is a data structure diagram illustrating
fields or portions of a latitude attribute.

[0013] FIG. 6 is a flow diagram illustrating a context
client for using latitude, longitude and altitude attributes.

[0014] FIG. 7 is a schematic diagram illustrating how
attributes are derived based on input data sources.

[0015] FIG. 8 is a hierarchical list of attributes.

[0016] FIG. 9 is an alternative hierarchical list of
attributes.

[0017] FIG. 10 is a block diagram illustrating an embodi-
ment of a computing device suitable for using theme and
theme layout information to present appropriate information
and functionality to a user based on the current context.

[0018] FIGS. 11A-11L provide various examples of
changing theme layout presentations based on changes to a
current context.

[0019] FIGS. 11M-110 provide examples of a user inter-
face for a user to explicitly control various theme-related
information.

[0020] FIGS. 12A-12H provide examples of a user inter-
face for a user to explicitly specify context information.

[0021] FIG. 13 provides an example of a theme data
structure.
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[0022] FIG. 14 is a block diagram illustrating an embodi-
ment of a computing device suitable for distributing themes
and theme-related information to various user computing
devices.

[0023] FIG. 15 is a flow diagram of an embodiment of the
Theme Usage routine.

[0024] FIG. 16 is a flow diagram of an embodiment of the
Response Generator subroutine.

[0025] FIG. 17 is a flow diagram of an embodiment of the
Theme Creator/Modifier routine.

[0026] FIG. 18 is a flow diagram of an embodiment of the
Theme Distributor routine.

[0027] FIG. 19 is a flow diagram of an embodiment of the
Theme Receiver routine.

[0028] FIG. 20 is a flow diagram of an embodiment of the
Automated Theme Customizer routine.

[0029] FIG. 21 is a block diagram that conceptually
illustrates an embodiment in which explicit and implicit
models of user context are integrated.

[0030] FIG. 22 is a block diagram that provides a more
detailed example view of an embodiment using explicit and
implicit models of user context.

[0031] FIG. 23 is a block diagram that illustrates a func-
tional view of an embodiment using explicit and implicit
models of user context.

[0032] FIG. 24 illustrates a loop including a well-con-
nected user’s actions.

[0033] FIG. 25 is a flow diagram of an embodiment of the
Context-Based Automated Learniing routine.

[0034] FIG. 26 is a flow diagram of an embodiment of the
Self-Customizing Context Awareness routine.

[0035] FIG. 27 is a flow diagram of an embodiment of the
Predict Appropriate Content routine.

[0036] FIG. 28 is a flow diagram of an embodiment of the
Self-Optimizing Ul routine.

[0037] FIG. 29 is a flow diagram of an embodiment of the
Task Simplification routine.

[0038] FIG. 30 is a flow diagram of an embodiment of the
Mentoring routine.

DETAILED DESCRIPTION

[0039] The following description provides specific details
for a thorough understanding of, and enabling description
for, embodiments of the invention. However, one skilled in
the relevant art will understand that the invention may be
practiced without these details. In other instances, well
known structures and functions have not been shown or
described in detail to avoid unnecessarily obscuring embodi-
ments of the invention.

[0040] Techniques are described for creating, modifying,
analyzing, characterizing, distributing, modeling, and using
themes that represent a context of a user. The themes each
include related sets of attributes that reflect the context of the
user, including: (1) the user’s mental state, emotional state,
and physical or health condition; (2) the user’s setting,
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situation or physical environment (including factors external
to the user that can be observed and/or manipulated by the
user, such as the state of the user’s wearable computer); and
(3) the user’s logical and data telecommunications environ-
ment (or “cyber-environment,” including information such
as email addresses, nearby telecommunications access such
as cell sites, wireless computer ports, etc.).

[0041] Such themes may be employed by various com-
puting devices, although much of the following description
focuses on wearable computers as an example. Wearable
computers find enhanced benefit over fixed location com-
puters by often being more context aware or able to intel-
ligently interpret attributes, thereby more fully utilizing the
capabilities of the wearable computer. Many computing
applications, including those running on wearable comput-
ers, act as context consumers or attribute clients in that they
use such contextual attribute information to deliver context-
aware functionality to end users. Many of these applications
may use the same context information (i.e., the same
attribute or sets of attributes).

[0042] Described below is a general framework related to
using context themes. In some embodiments, a theme may
consolidate one or more context sources and context con-
sumers specific to the theme. Modules that provide attributes
are generally referred to as context servers (CS), while
modules that process attributes are generally referred to as
context clients (CC). As described below, a characterization
module (CM) acts as an attribute exchange mechanism for
context information between such CS and CC applications
or “code modules.” The terms context server, context client
and characterization module, and CS, CC and CM are
generally used interchangeably herein.

[0043] Each of the context servers receive data signals
from input devices or other sources and then process such
signals to produce context information expressed within
fundamental data structures called “attributes”. Attributes
represent measures of specific context elements such as
ambient temperature, latitude, and current user task. Each
attribute has a name and at least one value, and can addi-
tionally have other properties such as uncertainty, units and
timestamp. As generally used herein, an “attribute” refers to
a modeled aspect or element of the user’s condition or
context. The terms “attribute” and “condition variable” are
generally used interchangeably herein. Further details on
attributes are described below.

[0044] In the general framework described in greater
detail below, context servers provide attribute values and/or
themes to the CM, which in turn provides some or all of such
information to the context clients. This general context
framework encourages development of more abstract con-
text information from simple data signals provided by input
devices, because it provides a standard mechanism for the
exchange of attribute values provided by context servers.
For example, simple context information such as location
signals provided by a global positioning system (GPS)
receiver can be combined with other information such as
ambient noise signals and video input cues to answer more
abstract context questions such as “How busy am I?” or
“What is my current activity?”. In particular, GPS signals
may indicate over time that a user is traveling at 30 m.p.h.
and the wearable computer may recognize ambient noise as
engine sounds, and thus recognize that the user is driving a
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car. Thus, such abstract context questions can be more
intelligently answered using this contextual framework.
Themes that include sets of multiple related attributes fur-
ther enhance the contextual framework by permitting con-
text clients or other code modules to provide a quantification
or qualification of a useful context of the user that can not
be directly measured from any attribute values in the set
individually.

[0045] Simply providing a common exchange mechanism
for useful information does not, in itself, promote interop-
erability. To fully realize separation of tasks and resulting
interoperability, the context servers and context clients will
preferably speak a common language, and thus a common
naming convention is used for attributes. Importantly, by
standardizing attributes, context clients may share attributes
provided by context servers. Furthermore, themes provided
by one or more context servers may be processed by context
clients independently of other themes processed by other
context clients. Thus, a wearable computer, for example,
may simultaneously process multiple themes to answer
numerous questions regarding a user’s context and provide
a robust environment for the user, as described below. In
general, themes and their thematic sets of attributes are
created based on determining some or all of the following:
what types of context information are useful for a given
application, how context information accuracy is character-
ized by attributes, how to determine the validity or useful-
ness of an attribute with a given associated time value or
timestamp, how to choose between multiple providers of the
same attribute, and what naming convention is to be applied
to attributes.

[0046] The following discussion first introduces a suitable
example wearable computer environment in which aspects
of the invention can operate. A detailed example of a cardiac
condition theme and its possible use is then provided.
Thereafter, themes and their thematic attribute sets are
discussed more generally, and then examples of using
themes to present appropriate information to a user are
illustrated.

Wearable Computer Example

[0047] Referring to FIG. 1, a context characterization
system 100 is shown operating in a general-purpose body-
mounted wearable computer 120 worn by the user 110. FIG.
1 and the following discussion provide a brief, general
description of a suitable computing environment in which
the invention can be implemented. Although not required,
embodiments of the invention will be described in the
general context of computer-executable instructions, such as
routines executed by a general purpose computer. Those
skilled in the relevant art will appreciate that aspects of the
invention can be practiced with other computer system
configurations, including Internet appliances, hand-held
devices, cellular or mobile phones, multi-processor systems,
microprocessor-based or programmable consumer electron-
ics, network PCs, client-server environments including thin
clients, mini-computers, mainframe computers and the like.
Aspects of the invention can be embodied in a special
purpose computer or data processor that is specifically
programmed, configured or constructed to perform one or
more of the computer-executable instructions or modules
explained in detail below. Indeed, the term “computer” as
used herein refers to any data processing platform or device.
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[0048] Aspects of the invention can also be practiced in
distributed computing environments, where tasks or mod-
ules are performed by remote processing devices, which are
linked through a communications network. In a distributed
computing environment, program modules or sub-routines
may be located in both local and remote memory storage
devices, such as with respect to a wearable computer and a
fixed-location computer. Aspects of the invention described
below may be stored and distributed on computer-readable
media, including magnetic and optically readable and
removable computer disks, as well as distributed electroni-
cally over the Internet or over other networks (including
wireless networks). Those skilled in the relevant art will
recognize that portions of the invention may reside on a
server computer or server platform, while corresponding
portions reside on a client computer. For example, such a
client server architecture may be employed within a single
wearable computer, among several wearable computers of
several users, and between a wearable computer and a
fixed-location computer. Data structures and transmission of
data particular to aspects of the invention are also encom-
passed within the scope of the invention.

[0049] Many wearable computers (including the computer
120) travel with the user, such as by being strapped or
attached to a user’s body or clothing or by being mounted in
a holster. The wearable computer 120 has a variety of
user-worn user input devices including a microphone 124, a
hand-held flat panel display 130 (e.g., with a touch sensitive
portion and character recognition capabilities), and various
other user input devices 122. Similarly, the computer has a
variety of user-wom output devices that include the hand-
held flat panel display 130, an earpiece speaker 132, an
eyeglass-mounted display 134, a tactile output device 136,
and various other user output devices 138. In addition to the
various user-worn user input devices, the computer can also
receive information from various user sensor input devices
126 and from environment sensor input devices 128, includ-
ing a video camera 121. The characterization system 100, as
well as various CCs and/or CSes (not shown), can receive
and process the various input information received by the
computer and can present information to the user on the
various accessible output devices.

[0050] Asshown in FIG. 1, the computer 120 is accessible
to or communicates with a computer 150 (e.g., by being in
line-of-sight wireless proximity or by being reachable via a
long-distance communication device such as a cellular
phone/modem) which also has a variety of input and output
devices. In the illustrated embodiment, the computer 150 is
non-portable, although the body-mounted computer of the
user can similarly communicate with a variety of other types
of computers, including portable computers and body-
mounted computers of other users. The devices from which
the non-portable computer can directly receive information
include various user input devices 152 and various user
sensor input devices 156. The non-portable computer can
output information directly to a display 160, a speaker 162,
an olfactory device 164, and a printer 166. In the illustrated
embodiment, the body-mounted computer can communicate
with the non-portable computer via a wireless transmission
medium. In this manner, the characterization system 100 can
receive information from the user input devices 152 and the
user sensor devices 156 after the information has been
transmitted to the non-portable computer and then to the
body-mounted computer.
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[0051] Alternately, the body-mounted computer may be
able to directly communicate with the user input devices 152
and the user sensor devices 156, as well as with other various
remote environment sensor input devices 158, without the
intervention of the non-portable computer 150. Similarly,
the body-mounted computer may be able to supply output
information to the display 160, the speaker 162, the olfac-
tory device 164, and the printer 166, either directly or via the
non-portable computer, and directly to the telephone 168. As
the user moves out of range of the remote input and output
devices, the characterization system 100 will be updated to
reflect that the remote devices are not currently available.

[0052] The computers 120 and 150 can employ any known
bus structures or architectures for coupling the various
blocks of such systems, including employing a memory bus
with memory controller, a peripheral bus, and a local bus.
Data storage devices (not shown) coupled to the computers
120 and 150 may include any type of computer-readable
media that can store data accessible by a computer, such as
magnetic hard and floppy disk drives, optical disk drives,
magnetic cassettes, flash memory cards, digital video disks
(DVDs), Bernoulli cartridges, RAMs, ROMs, smart cards,
etc. Indeed, any medium for storing or transmitting com-
puter-readable instructions and data may be employed,
including a connection port to a network such as a local area
network (LAN), wide area network (WAN) or the Internet.

[0053] The various input devices allow the characteriza-
tion system 100 or another system (not shown) executing on
the computer 120 to monitor the user and the environment
and to maintain a model (not shown) of the current condi-
tions or context. Such a context model can include a variety
of attributes that represent information about the user and
the user’s environment at varying levels of abstraction. For
example, information about the user at a low level of
abstraction can include raw physiological data (e.g., heart
rate and EKG) and geographic information (e.g., location
and speed), while higher levels of abstraction may attempt
to characterize or predict the user’s physical activity (e.g.,
jogging or talking on a phone), emotional state (e.g., angry
or puzzled), desired output behavior for different types of
information (e.g., to present private family information so
that it is perceivable only to the user and the user’s family
members), and cognitive load (i.e., the amount of attention
required for the user’s current activities). Background infor-
mation which changes rarely or not at all can also be
included, such as the user’s age, gender and visual acuity.
The model can similarly hold environment information at a
low level of abstraction, such as air temperature or raw data
from a motion sensor, or at higher levels of abstraction, such
as the number and identities of nearby people, objects, and
locations. The model of the current context can additionally
include information added explicitly from other sources
(e.g., application programs), as well as user-specified or
system-learned defaults and preference information. An
illustrative example of a context model containing user and
environment information is described in greater detail in
US. patent application Ser. No. 09/216,193 (Attorney
Docket No. 29443-8001), filed Dec. 18, 1998 and entitled
“Method and System for Controlling Presentation of Infor-
mation to a User Based on the User’s Condition.”

[0054] Those skilled in the art will appreciate that com-
puter systems 120 and 150, as well as their various input and
output devices, are merely illustrative and are not intended
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to limit the scope of the invention. The computer systems
may contain additional components or may lack some of the
illustrated components. For example, it is possible that the
characterization system 100 can be implemented on the
non-portable computer 150, with the body-mounted com-
puter 120 replaced by a thin client such as a transmitter/
receiver for relaying information between the body-mounted
input and output devices and the non-portable computer.
Alternately, the user may not wear any devices or computers.

[0055] In addition, the body-mounted computer 120 may
be connected to one or more networks of other devices
through wired or wireless communication means. In general,
as used herein, communications or data exchange between
the devices or components described herein may be per-
formed using any wired or wireless methods, (e.g., wireless
RE, wireless satellite connections, a cellular phone or
modem, infrared, physical cable or wiring of any variety, a
docking station, physical context between two WPC users,
etc.), either with or without support from other computers
such as the computer 150. For example, when loaded with
a “home” attribute set and corresponding CSes and CCs, the
body-mounted computer of a user can make use of output
devices in a smart room (e.g., a television and stereo when
the user is at home), with the body-mounted computer
transmitting information to those devices via a wireless
medium or by way of a cabled or docking mechanism if
available. Alternately, kiosks or other information devices
can be installed at various locations (e.g., in airports, stores,
a work place, or at tourist spots) to transmit relevant
information to body-mounted computers within the range of
the information device.

[0056] In general, as the body-mounted computer receives
various input information, the information is forwarded to
the characterization system 100. The characterization sys-
tem 100 monitors the user and the user’s environment in
order to create a current user context model. In particular, the
characterization system 100 receives a variety of types of
information, and can use this information to determine the
user’s current context in a variety of ways. These types of
information include explicit user input to the computer (via
input devices 122, etc.), sensed user information (via user
sensors 126, etc.), and sensed enviroment information (via
environment sensors 128, etc.). The characterization system
100 can also receive date and time information from a CPU
or from some other source, and can retrieve stored infor-
mation (e.g., user preferences, definitions of various user-
defined groups, or a default model of the user context) from
a storage device (not shown in FIG. 1). It is also possible for
one or more application programs to optionally supply
application-specific information to the characterization sys-
tem 100. This information can include any type of user
context information to which the application program has
access, such as user location or physiological state. In
addition, the application programs can create new user
context attributes, including those to be used only by that
application program. All of the above items of information
may be used to generate attribute values by context servers.

[0057] The various input information can provide context
information in a variety of ways. For example, user input
information alone can provide significant information about
the user’s context. If the user is currently supplying input to
the computer via a full-sized keyboard, for instance, it is
likely that the user is engaged in little other physical activity
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(e.g., walking), that the user is devoting a significant amount
of attention to the computer system, and that the user would
see information flashed on the display. If the user is instead
generating user input audibly (e.g., through the head-
mounted microphone 124), that fact may provide less user
context information since the user can supply such audio
information while engaged in a variety of types of physical
activity. Those skilled in the art will appreciate that there are
a wide variety of input devices with which a user can supply
information to the computer system, including voice recog-
nition devices, traditional qwerty keyboards, chording key-
boards, half qwerty keyboards, dual forearm keyboards,
chest mounted keyboards, handwriting recognition and digi-
tal ink devices, mice, track pad, digital stylus, finger or glove
devices to capture user movement, pupil tracking devices,
gyropoints, trackballs, joysticks, game pads, scanners
(including optical character recognition (OCR) scanners and
barcode scanners and other automated data collection read-
ers), radio-frequency identification (RFID) readers, voice
grid devices, video cameras (still and motion), etc.

[0058] In addition to the information received via user
input, the characterization system 100 also uses sensed
information about the user (from, e.g., the user sensors 126).
For example, a variety of sensors can provide information
about the current physiological state of the user, geographi-
cal and spatial information (e.g., location and altitude), and
current user activities. Some devices, such as the micro-
phone 124, can provide multiple types of information. For
example, if the microphone 124 is available, the microphone
can provide sensed information related to the user (e.g.,
detecting that the user is talking, snoring, or typing) when
not actively being used for user input. Other user-worn body
sensors can provide a variety of types of information,
including that from thermometers, sphygmometers, heart
rate sensors, shiver response sensors, skin galvanometry
sensors, eyelid blink sensors, pupil dilation detection sen-
sors, EEG and EKG sensors, sensors to detect brow furrow-
ing, blood sugar monitors, etc. In addition, sensors else-
where in the near environment can provide information
about the user, such as motion detector sensors (e.g.,
whether the user is present and is moving), badge readers,
video cameras (including low light, infra-red, and x-ray),
remote microphones, etc. These sensors can be both passive
(ie., detecting information generated external to the sensor,
such as a heart beat) or active (i.e., generating a signal to
obtain information, such as sonar or x-rays). All of the above
items of information may be used to generate attribute
values by context servers.

[0059] Stored background information about the user can
also be supplied to the characterization system 100. Such
information typically includes information about the user
that changes at most infrequently, although it is possible to
frequently update the stored background information to
reflect changing conditions. For example, background infor-
mation about the user can include demographic information
(e.g., race, gender, age, religion, birthday, etc.) if it can affect
when and how context information is created and used. User
preferences, either explicitly supplied or learned by the
system, can also be stored as background information.
Information about the user’s physical or mental condition
which affects the type of information which the user can
perceive and remember, such as blindness, deafness, paraly-
sis, or mental incapacitation, is also important background
information that allows systems with access to this infor-
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mation to adapt to the user’s capabilities and to create and
use appropriate context information.

[0060] In addition to information related directly to the
user, the characterization system 100 also receives and uses
information related to the environment surrounding the user.
For example, devices such as microphones or motion sen-
sors may be able to detect whether there are other people
near the user and whether the user is interacting with those
people. Sensors can also detect environmental conditions
which may affect the user, such as air thermometers, Geiger
counters, chemical sensors (e.g., carbon monoxide sensors),
etc. Sensors, either body-mounted or remote, can also pro-
vide information related to a wide variety of user and
environment factors including location, orientation, speed,
direction, distance, and proximity to other locations (e.g.,
GPS and differential GPS devices, orientation tracking
devices, gyroscopes, altimeters, accelerometers, anemom-
eters, pedometers, compasses, laser or optical range finders,
depth gauges, sonar, etc.). Identity and informational sensors
(e.g., bar code readers, biometric scanners, laser scanners,
OCR, badge readers, etc.) and remote sensors (e.g., home or
car alarm systems, remote camera, national weather service
web page, a baby monitor, traffic sensors, etc.) can also
provide relevant environment information. All of the above
items of information may be used to generate attribute
values by context servers. Information regarding storing and
retrieving environmental information may be found in U.S.
patent application Ser. No. 09/464,659 (Attorney Docket
No. 29443-8003), filed Dec. 15, 1999 and entitled “Storing
and Recalling Information to Augment Human Memories.”

[0061] In addition to receiving information directly from
low-level sensors, the characterization system 100 can also
receive information from modules which aggregate low-
level information or attributes into higher-level attributes
(e.g., face recognizer modules, gesture recognition modules,
affective/emotion recognizer modules, etc.). As explained
below, a combined context server and context client module
may receive attribute values from low-level sensors and
produce higher-level attribute values which are then fed
back into the characterization module (CM) for use by other
context clients.

[0062] A user can also explicitly supply information about
their current context (e.g., “I have a high cognitive load and
do not want to be disturbed” or “I am distracted and will
need greater assistance than normal in recalling current state
information”). The characterization system 100 can also
receive current date and time information in order to both
track changes over time and to utilize information such as
the user’s stored schedule. Previously-created models of the
user’s context can also be retrieved and used as a default or
to detect changing conditions. Information from the com-
puter indicating the types of output currently being pre-
sented to the user can also provide information about the
user’s current context, such as current activities and cogni-
tive load.

[0063] After the characterization system 100 receives one
or more of these types of information, it processes the
information and creates a current model of the user context
based on multiple attributes (with current values for some or
all of the variables). Once the model of the user context has
been created and then later updated, older versions of the
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model will be made available to the characterization system
100 to assist in the characterization of the user, such as with
changes over time.

[0064] The model of the current user context can represent
a variety of types of information. The characterization
system 100 may merely store the attribute values it receives
(even when they are at a low-level of abstraction) and then
allow other modules to directly use the stored attributes
when making decisions related to the current state. The
characterization system 100 may also use received low-level
attributes to itself generate attributes for higher-level repre-
sentations of the user’s observable activities (e.g., walking,
watching a movie in a movie theater, talking to co-workers
at the office, etc.).

[0065] In yet another embodiment, the characterization
system 100 further characterizes the user’s context with
respect to attributes that are not directly observable. Such
attributes include the current cognitive load of the user
(indicating amount of attention required for the user’s cur-
rent activities and thus the ability of the user to devote
attention to the computer), the current degree of interrupt-
ibility for the user (indicating ability to safely interrupt the
user), the current degree of intrusiveness of output on the
environment (indicating impact of output on the surrounding
environment), the user’s desired scope of audience for
information being output (indicating how many people
should be able to perceive the information), the user’s
desired level of privacy for information being output (indi-
cating the group of people who are allowed to perceive the
information), and the user’s desired level of solitude (indi-
cating the user’s current desire to avoid intrusions).

[0066] User attributes can also represent abstract prin-
ciples about the user and the surrounding environment, such
as the user’s relationship to other objects, people, or loca-
tions (e.g., being at their desk, being in their office, being
near a drug store, talking to a particular person, etc.). In
some embodiments, modules in the characterization system
100 can create and supply information about user context
attributes to other modules, and those other modules can add
the information to their model of their user context if
appropriate (e.g., ambient air temperature, or an emotibnal
state of a module’s user that is sensed by another module),
as noted below.

Example: Cardiac Condition Context Client and Associated
Context Servers and Attributes

[0067] Referring to FIG. 2, a more detailed block diagram
of an embodiment of the computer 120 and of the charac-
terization system 100 is shown. In particular, FIG. 2 shows
an example of a set of input devices, context servers, and
associated attributes that employ a cardiac condition the-
matic attribute set to characterize the user’s cardiac condi-
tion. The theme of the attribute set employed under the
example of FIG. 2 is thus the cardiac condition of the user.
A cardiac condition client then employs the cardiac condi-
tion attribute set to model a current cardiac condition of the
user, where such a condition could not be directly measured
from any of the attributes individually.

[0068] In the illustrated embodiment, the computer 120
receives input from not only the microphone 124 and video
camera 121, but also from a body temperature sensor 202,
EKG/EEG sensor 204, heart rate monitor 206, blood pres-
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sure monitor 208, blood oxygen sensor 210, and ambient
temperature sensor 212. Of course, other input devices
related to determining a user’s cardiac condition may also be
used, such as a skin galvanometer. The input devices each
provide one or more data signals to corresponding context
servers (CSes) 214-224, which receive such signals and
convert them into attributes for use by context consumers or
clients (CCs). For example, an audio input CS 214 receives
an audio data signal from the microphone 124, and then
parses, amplifies/attenuates, filters, packages or otherwise
processes such a signal to produce a sound attribute.

[0069] If the microphone 124 is for receiving speech
commands, then the audio input CS 214 can continually
monitor audio data signals produced by the microphone 124
until a data signal is received that exceeds a predetermined
threshold, which may indicate that the user is speaking. Such
a signal is then parsed into appropriate packets such as
phonemes, words or phrases to produce audio command
attributes. Conversely, if the microphone 124 is instead
positioned for receiving ambient sounds, then the audio
input CS 214 may be modeled to simply take samples at
regular intervals of the ambient audio data and convert such
signals into an audio environment attribute. Of course, two
or more microphones may be provided for receiving both
spoken commands and ambient sounds, or one microphone
may pick up both types of audio data. As explained below,
such an audio environment attribute may be used by a CC to
determine information about the user’s context, such as
whether the user is exercising at a health club or sleeping.

[0070] Other CSes shown in FIG. 2 provide similar pro-
cessing of data signals provided by input devices. For
example, a video input CS 216 may periodically sample and
process frames of video data provided by the video camera
121. Abody temperature CS 218 receives input signals from
both the body temperature sensor 202 and the ambient
temperature sensor 212, and then compares the signals to
provide a close estimate of a user’s core body temperature
and to produce a corresponding body temperature attribute
value.

[0071] Two heart rate CSes 220 are shown in FIG. 2 such
that one heart rate CS receives an input signal from the EKG
sensor 204 while the other receives an input data signal from
the heart rate monitor 206. The first heart rate CS 220 may
provide a more accurate heart rate attribute based on the
EKG input data signal, while the second heart rate CS may
provide an alternate heart rate attribute, with either or both
of the heart rate attributes being used by a CC.

[0072] Inamanner similar to that described above, a blood
pressure CS 222 receives an input data signal from the blood
pressure monitor to create and provide a blood pressure
attribute value, while a blood oxygen CS 224 receives a
blood oxygen input signal and provides a blood oxygen
attribute value in response. Other CSes 226 are also shown
which can receive input data signals from the various user
sensor devices 126, environmental sensor devices 128, and
user input devices 122, and can provide corresponding
attribute values.

[0073] The various CSes 214 through 226 provide
attribute values to a characterization module (CM) 230 that
acts as an exchange mechanism for attribute values from
CSes to CCs. The CM 230, CSes 214 through 226, and CCs
reside in a memory 232 that forms part of the computer 120.
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Also running or resident in the memory 232 are one or more
application programs 236 (e.g., word processing and spread-
sheet applications), and a browser program 238 such as for
accessing the World Wide Web portion of the Internet. The
memory 232 may be random access memory (RAM), elec-
tronically erasable read only memory (EEPROM), data
storage devices such as floppy and fixed magnetic disks,
optical disks, or any other data storage devices, and any
combination of such memory.

[0074] The computer 120 also includes one or more cen-
tral processing units (CPUs) 234. The term “CPU,” as
generally used herein, refers to any logic processing unit,
such as one or more microprocessors, digital signal proces-
sors (DSPs), application-specific integrated circuits (ASIC),
programmed logic arrays and the like. While the CPU is
shown as a block separate from other blocks, such as the
memory, some or all of these blocks may be monolithically
integrated onto a single chip.

[0075] A general discussion of the interrelationship
between context servers, context clients and the character-
ization module 230 will now be described. The CM 230
provides a mechanism for attribute exchange between code
modules such as applications, dynamic link libraries
(DLL’s) and drivers. As shown in FIG. 3, a basic architec-
ture 300 includes the CM 232 and code modules A through
D. As noted above, a module that provides attributes to the
CM is referred to as a server of attributes, while a consumer
of attributes is referred to as a client. In FIG. 3, code module
A is a server (CS) while code module B is a client (CC).
Clients and servers differ only in the direction in which
attributes flow. Modules may act as both clients and servers
if they both provide and consume attributes (e.g., code
modules C and D).

[0076] Context clients may look at or employ as many
attribute values as they wish, regardless of the source or
server of such attributes. Under an alternative embodiment,
the CM may include mechanisms that restrict access to
certain attributes, both for clients and servers, such as for
security reasons or to prevent circular references.

[0077] Context clients and servers inform the CM of their
intent to communicate attributes through a registration pro-
cess. This registration process provides the CM with a way
to monitor attribute dependencies, to notify participating
modules of specific events, and to establish precedents.
Further details on interaction between context clients, serv-
ers and the CM may be found in U.S. patent application Ser.
No. 09/541,328 (Attorney Docket No. 29443-8005), entitled
“Interface for Exchanging Context Data” and filed Apr. 2,
2000. Once context clients have registered their intent to
examine or receive attributes, such clients may create event
handlers so that they receive notification from the CM when
attributes change in specific ways, such as exceeding a
predetermined threshold. Further details on event and con-
dition-driven attribute creation/supply may be found in U.S.
patent application Ser. No. 09/724,892 (Attorney Docket
No. 29443-8004), filed Nov. 28, 2000 and entitled “Auto-
mated Response To Computer User’s Context.” Further
details on the CM supplying attributes for user context data,
and employing such data may be found in U.S. patent
application Ser. Nos. 09/724,902, 09/724,893, 09/724,777,
09/724,894, 09/724,949, and 09/724,799, (attorney docket
nos. 29443-8002, 29443-8018, 29443-8019, 29443-8020,
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29443-8022, and 29443-8023) and entitled “Dynamically
Exchanging Computer User’s  Context,”“Supplying
Enhanced Computer User’s Context Data,”Requesting
Computer User’s Context Data,”“Managing Interactions
Between Computer Users’ Context Models,”“Supplying
Notifications Related To Supply And Consumption Of User
Context Data,” and “Generating And Supplying User Con-
text Data” respectively, and all filed Nov. 28, 2000.

[0078] A context client may request an attribute that more
than one context server provides. Each contributing context
server is said to provide an instance of an attribute. The
context client may either specify the preferred server/in-
stance, or it may ask the CM to mediate the multiple attribute
instances. The mediation process involves implementing
one of several defined strategies for evaluating the instances
and sending a resulting aggregate or representative instance
of an attribute to the requesting client. These strategies are
referred to as attribute mediators. As shown in FIG. 2, the
CM 230 includes a mediate process 240 which receives
heart rate attributes from the two heart rate CSes 220. The
mediate process 240 may select between such two heart rate
attributes, such as to select the most accurate (e.g., the one
produced from the EKG sensor 204) or the newest, or may
average between such attributes. Further details on such a
mediation process may be found in U.S. patent application
Ser. No. 09/724,932 (Attorney Docket No. 29443-8017),
entitled “Mediating Conflicts In Computer User’s Context
Data” and filed Nov. 28, 2000.

[0079] The CM makes no distinction between directly
measured attributes and derived attributes. For instance,
while it is simple to both quantify and measure a user’s pulse
or heart rate, the user’s level of physical activity and cardiac
condition may require inference from multiple measurable
quantities such as pulse, velocity (as measured from GPS
data), skin galvanometry (as measured from a skin galva-
nometer) and the like, as explained in greater detail below.
The context clients receive such attributes from the CM to
characterize a current state of the user, and in some cases, to
provide output (e.g., by displaying information) to the user.

[0080] Referring to FIG. 4, a simple linear routine 400
summarizes how one or more context servers obtain input
signals and provide such signals to context clients via the
CM in order to provide an output to the user, particularly
with respect to a thematic data set to represent or charac-
terize the user’s context (e.g., cardiac condition). Under step
402, one or more context servers and context clients are
initialized for a thematic data set for the user. Such initial-
ization may include registration of the CS and CC modules
with the CM.

[0081] Instep 404, the CS obtains data signals from input
devices. In step 406, the CS processes the input data signals
to produce attributes representing the user’s context, includ-
ing adding required data fields such as attribute name,
timestamp, units, uncertainty and the like.

[0082] In step 408, the CS provides such processed
attributes to the CM for storage. Under step 410, the CC
requests from the CM to receive the stored attributes. Under
step 412, the CC processes the received attributes to deter-
mine and model the user’s context and to determine any
appropriate output. Under step 414, the CC, in conjunction
with any appropriate drivers, formatting modules and output
devices, provides an output signal to the user or other entity.
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Alternatively, the CC may provide such context information
or processed attributes to another module or process.

[0083] Applying the routine 400 of FIG. 4 to the illus-
trated embodiment of FIG. 2, the input devices provide data
signals to the CSes 214 through 226, which in turn produce
attributes for storage by the CM 230 (under steps 402
through 408). A cardiac condition CC 242 requests and
receives from the CM the set of various cardiac condition
attributes, including an ambient audio attribute, current
video attribute, body temperature attribute, mediated heart
rate attribute, blood pressure attribute, and blood oxygen
level attribute, as well as other attributes not shown under
step 410. Other relevant attributes may include the user’s
mood and the user’s speech patterns to determine whether an
urgent cardiac condition exists or not. (Of course, other CCs
244 may also request and receive these and other attributes.)
Indeed, the heart rate, blood pressure, blood oxygen level
and body temperature attributes, as well as other attributes,
represent a cardiac condition data set or “thematic attribute
set”. The cardiac condition CC 242 processes the cardiac
condition attribute set to model a characteristic of the current
state of the user’s cardiac condition. For reasons of economy
and clarity, the cardiac condition CC 242 is described below
as a single context client providing numerous functions;
those skilled in the relevant art will recognize that the
cardiac condition CC may well employ numerous modules
or subroutines, or other CCs, to provide the functionality
described below.

[0084] The cardiac condition CC analyzes all received
attributes in the cardiac condition attribute set to determine
a best estimate of the user’s current cardiac condition or
state, and to determine a best output or response to that state.
For example, the heart rate, blood pressure, and blood
oxygen level attributes may show elevated heart levels, high
blood pressure and low oxygen levels respectively, which
may indicate that the user is undergoing cardiac stress.
However, the cardiac condition CC may also analyze the
ambient audio attribute, visual elements within a frame of
video data or other video input attributes, and the body
temperature attribute. The ambient audio attribute may
reflect heavy breathing of the user, the body temperature
attribute may reflect an elevated surface body temperature,
and the video data may include visual clues reflecting
athletic equipment. Thus, the cardiac condition CC can
determine that the user is exercising at the health club.
Further, the cardiac condition CC may retrieve the user’s
electronic calendar or schedule (not shown) stored in the
memory 232, which may indicate that, based upon the
current time, the user is scheduled to be exercising. Thus, the
cardiac condition CC decides to provide an output to the user
indicating the user’s current level of physical activity. The
cardiac condition CC outputs a signal to a formatter and
visual display selector 248 that provides an appropriate
signal to the head-mounted display 134 to visually indicate
the user’s activity level (e.g., a “tachometer”-type display
having a needle representing a numerical value on the
tachometer corresponding to the user’s activity level).

[0085] If, however, the heart rate, blood pressure and
blood oxygen level attributes indicate a possibly dangerous
cardiac condition, and other attributes in the cardiac condi-
tion attribute set don’t attenuate this indication but instead
further support a possible serious condition, then the cardiac
CC provides warnings or possible emergency output to the
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user. For example, if the cardiac condition CC 242 deter-
mines that the user is about to have a heart attack, the CC
provides both a visual output signal to the head-mounted
display 134 to provide a warning to the user and an audible
warning signal to the earpiece speaker 132. If in fact the user
is having a heart attack, then the cardiac condition CC 242
may provide an output signal to a defibrillator 250. The
measured attributes or cardiac condition data set allow the
cardiac condition CC to determine an appropriate charge for
the defibrillator 250 to apply to the user. Indeed, the cardiac
condition data set is generally more robust than individual
attributes, and thus the cardiac condition CC can provide a
much more accurate charge determination for the defibril-
lator 250 than prior art defibrillators.

[0086] The cardiac condition CC 242 may also call for
help if the user is suffering from a serious cardiac condition.
Under this example, the cardiac condition CC 242 must first
determine a current state of the user’s logical data and
telecommunications environment. For example, one of the
various sensor devices 128 may include a cell phone signal
transceiver to determine whether a cell phone site is within
range of the user, and possibly to register the user with the
cell site. One of the other CSes 226 then creates a proximate
telecommunications access attribute. The cardiac condition
CC 242 receives such an attribute to determine if the cardiac
condition CC may provide an output signal to a telecom-
munications transceiver 252, and if so dials an emergency
number or 911 and automatically provides audio notification
with a current location of the user (e.g., using GPS location).
If the user is not within a cell site (as determined by the
proximate telecommunications attribute), the cardiac condi-
tion CC may then cause the telecommunications transceiver
252 to employ alternative telecommunications devices, such
as paging a doctor or a hospital via a paging network. Other
attributes reflecting a state of the user’s logical data and
telecommunications environment include the above-noted
electronic calendar for the user. The cardiac condition CC
242 may also retrieve important phone numbers stored in a
contacts database for the user so that the cardiac condition
CC may place a call or page to a particular doctor or other
health care provider.

[0087] Based on attributes reflecting a state of the user’s
physical surroundings, the cardiac condition CC may pro-
vide additional output. For example, the cardiac condition
CC 242 may analyze the ambient audio input attribute to
determine whether voices or sounds of nearby people are
present. If so, the cardiac condition CC may provide an
output signal to a speaker 254 that will broadcast prere-
corded messages such as “I’'m having a heart attack! Please
call for help!” to thereby allow the wearable computer to call
for help from nearby people when the user may be inca-
pacitated.

[0088] To summarize, the cardiac condition CC 242
employs and analyzes a thematic set of attributes reflecting
three distinct states of the user: (1) the state of the user
(biometric, mood, etc.), (2) the state of the user’s physical
surroundings, and (3) the state of the user’s logical or
telecommunications environment, to thereby produce an
appropriate response. In other words, the cardiac condition
thematic attribute set includes not only attributes reflecting
the state of the user (e.g., heart rate, blood pressure, body
temperature and blood oxygen level attributes), but also
attributes regarding the state of the user’s physical surround-
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ings (e.g., the ambient audio input attribute) and the user’s
logical or telecommunications environment (e.g., whether
the computer 120 may initiate a cellular telephone call using
a proximate telecommunications access attribute). Of
course, the cardiac condition thematic set for use with the
cardiac condition CC may include other attributes not dis-
cussed.

[0089] More generally, a user’s logical or telecommuni-
cations environment represents data connectivity or a data
environment indicating how the user’s computer may have
access to or connect with other computers or data sources.
The user’s logical environment also provides information
regarding existing data stored elsewhere, such as emails,
voice mails, phone calls, facsimiles, commonly used data-
bases, and the like. For example, as noted above, attributes
reflecting a state of the user’s logical and telecommunica-
tions environment include an electronic calendar and con-
tacts database, such as that provided by Microsoft Corpo-
ration under the trademark Outlook. Other attributes
reflecting a state of the user’s logical or telecommunications
environment include favorite Internet links or web pages,
phone numbers or other telecommunications access
addresses (“resource locators”) identifying a telecommuni-
cations node, including web pages, databases, documents,
facilities, resources, and other data and processes accessible
to the user via the user’s computer 120.

[0090] As explained below, numerous thematic data or
attribute sets characterizing the user’s context are possible,
all of which are generally based on these three classes of
user context (i.e., the user’s state, physical surroundings, and
logical data and telecommunications environment).
Attributes based on these three context classes provide rich
context information for context clients to model character-
istics of the current state of the user and to produce a
response that accurately reflects the user’s context in spe-
cialized scenarios or for specialized tasks. Prior art devices
and processes that receive only a single signal or a small set
of input data signals can produce only limited responses, and
thus fail to fully characterize the user’s context.

Thematic Attribute Sets, and Generation and use of Such
Sets

[0091] Initially presented below is a discussion of how
attribute values are requested by the CM, created by context
servers and provided to the context clients, as well as an
overview of a structure for attributes. Two examples are then
provided. Thereafter, properties of attributes, their uses and
thematic sets of such attributes are discussed.

[0092] Under one embodiment, the characterization mod-
ule requests attributes from each context server by sending
a message to an appropriate request handler running within
each context server. The request includes the name of the
attribute being requested and a timeout period. The context
server is expected to provide an attribute within the timeout
period, where such attribute includes the following: value or
quantity of the attribute; an uncertainty value that represents
a range of values around the attribute value that the attribute
is likely to have, with the type of the uncertainty value
depending upon the type of information embodied in the
attribute value; a timestamp that represents the effective age
of the attribute value; and an indication of the measurement
units in which the value and uncertainty are expressed. The
timestamp reflects a point in time when the attribute value is
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most accurate, and it is the responsibility of the context
server to determine how to timestamp its attributes most
effectively. Attributes may also include a format version, as
well as various flags. The timestamp may be determined
from the clock residing on the computer 120 to facilitate
consistency and easy comparison between context clients.

[0093] CSes may create attribute values at any time. An
attribute value creation request from the CM includes the
following: a CS name, attribute name, data type, format
version, request handler and startup behavior. The CS name
is a name for the requesting CS that is unique among other
CSes. The name should be the same for all attributes that the
CS creates. The attribute name corresponds to a predeter-
mined name for the attribute. The data type represents the
manner in which the attribute’s value and uncertainty are
expressed, such as floating point or text string data types.
The format version represents the number of the format
version in which the value is expressed. The request handler
is a reference to a CS function that processes attribute
requests and other messages from the CM. A single request
handler may also be used for multiple attributes. The startup
behavior specifies whether or not the CS should be loaded
automatically at startup. This parameter is optional, and if
included it supersedes any previous setting for the request-
ing CS. Overall, sets or groups of attributes generated by one
or more CSes related to a common theme are provided and
stored in the CM for use by one or more CCs.

[0094] A CC may request from the CM a value of an
attribute within a thematic set. Such a request includes the
following: a name, source, attribute mediator, age and
timeout. The name represents a string that identifies the
attribute. The source is the name of the CS that is to provide
the attribute value. If no source is specified, then the CM
assumes the attribute value may come from any source, and
if necessary it uses an attribute mediator in the CM to select
one. As noted above, the attribute mediator is the name of
the selection method that the CC would like the CM to use
when selecting one of multiple attribute instances. If no
attribute mediator is provided, a default method is used. The
age is an expression of the maximum age of the attribute
value. If the request is made for a specific attribute instance
through specification of a source, then only that instance is
checked, and if that attribute value is too old it is freshened
by a request from the CM to the CS for a new attribute
instance value. If multiple instances are present and a source
is not specified, the CM applies an attribute mediator to
those attributes whose values satisfy the age requirement. If
no values satisfy the age requirement, all instances of the
attribute are freshened prior to the application of the
attribute mediator. The timeout is a period within which the
CM shall return the attribute. Attributes may also be
requested periodically; further details may be found in U.S.
patent application No. 09/541,326 (Attorney Docket No.
29443-8007), entitled “Logging and Analyzing Computer
User’s Context Data” and filed Apr. 2, 2000.

[0095] In response to the above attribute requests, the CM
provides the CC with the following for each attribute: the
attribute’s name, value, uncertainty, timestamp, units,
source, and attribute mediator. It may also include format
version and flags. The name, value, uncertainty, timestamp,
units and attribute mediator are described above. The source
information refers to the object that created and owns the
instance of the attribute, typically a CS. If the attribute is
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derived from an event, the source is the name of that event.
Other attributes have the CM as their source. Further details
on functionality for CSes, CCs and the CM, including
attribute creation and use, are discussed in the above-
referenced U.S. patent applications.

[0096] Additional functionality for CCs and CSes is also
possible. For example, CCs may obtain listings of attributes,
and register with the CM to receive notification when
attributes that they request become available. CSes may also
be provided with notification when clients register for
attributes whose values they provide, thereby allowing such
CSes to load into memory and execute only when necessary.
The CM may also in some situations convert attribute values
from one measurement unit to another. CCs may also be
notified that data cannot be newer than a certain preset
period of time (attribute instance minimum delay commu-
nication). In addition, certain CSes may have exclusivity in
providing values for certain attributes, or may push attribute
values to the CM (e.g., for frequently updated attributes).
CSes may also have the ability to provide constant attributes
whose values do not change, and thus that do not require
repeated requests from the CM for the current attribute
value. Further, CSes may in some situations be required as
a security precaution to be certified, and in other situations
attribute names may be reserved so that CSes cannot use
those names.

[0097] In general, CSes may create low-level, intermedi-
ate-level and higher-level attributes within the framework
noted above. For example, referring to FIG. SA, a latitude,
longitude and altitude context server module or routine 500
is shown. The CS module 500 provides a thematic set of
three attributes related to location, those being latitude,
longitude and altitude. Beginning in step 502, the module
launches. Because the CS module functions independently
of any particular context client, this context server module
launches at system startup. Additionally, under step 502, the
module 500 initiates a latitude/longitude/altitude attribute
request handler and registers the module and the attributes
with the CM. In step 504, the CS module 500 periodically
receives a GPS data stream from a GPS receiver that
represents a most recent location of the user (assuming that
the GPS receiver forms part of the wearable computer). In
step 506, the module parses and stores the received GPS
data.

[0098] In step 508, the CS module 500 determines
whether it has received a request from the CM for a latitude,
longitude or altitude attribute, or any combination of these
attributes. If not, then the module loops back to step 504. If
yes, then the module provides the requested attribute values
to the CM together with timestamp, uncertainty, units and
other fields or portions of the attribute. Referring to FIG.
5B, an example of the latitude attribute is shown as a data
structure 520. The latitude attribute includes a latitude name
521 (e.g., “Latitude”), a latitude value 522, an uncertainty
value 524, a timestamp 526, units 528 and a format version,
flags or other data 530, all of which are discussed above.
Data structures for the longitude and altitude attributes in
this location attribute set are substantially similar.

[0099] Context servers may also produce intermediate-
level attributes which are calculated from lower-level
attributes for a thematic attribute set. For example, a speed
attribute, representing the speed of the user, can be calcu-

Jan. 5, 2006

lated directly by a sensor such as a pedometer (thus being a
lower-level attribute), or can be calculated indirectly via
information over time from the latitude, longitude and
altitude attributes (via the GPS sensor). Other calculated
attributes include an indication that the user is located in his
or her office, is near his or her desk, and that there are no
other people physically nearby. Thus, a thematic attribute set
reflecting whether other people are present may include a
motion detection attribute based on a signal provided by a
motion sensor device located on the desk of the user that
determines whether other individuals are in the user’s office,
and an ambient sound attribute to determine whether other
voices may be heard within the user’s office.

[0100] Higher-level condition variables or attributes can
also be calculated and be included within thematic attribute
sets, such as the user’s current physical activities, the current
user cognitive load, the desired level of privacy, and the
desired scope of audience. Information from a microphone
or directly from a cellular phone can indicate that the user is
currently talking on their cellular phone, and the speed and
motion sensor data can indicate that the user is walking.
Since the user remains near his desk even though he is
walking, the system can deduce that the user is pacing about
his office or is walking on a treadmill. Such a user activity
attribute demonstrates that variables can have multiple val-
ues, and that information such as a degree of belief or
certainty in the value for a variable can be added and used
by the system.

[0101] Referring to FIG. 6, an example of a context client
(CC) is shown for using the low-level location attribute set
provided by the module 500 of FIG. 5A. Beginning in step
602, a message handler in a location module 600 registers
with the CM as having an interest in values of the latitude,
longitude and altitude attributes. In step 604, the CC module
600 determines whether to operate under normal operation.
If so, then the module accepts the default attribute mediator
in the CM for providing the latitude, longitude and altitude
attributes. If not, such as when the user desires a more
accurate latitude attribute value, the module 600 in step 608
requests the CM to reevaluate all latitude attribute values
from all CSes providing such data. Other types of CS
modules able to produce latitude, longitude and altitude
coordinates include location finding methods using cell
sites, card readers or access entry points (particularly within
a building or building complex), LORAN devices and the
like. In step 610, the module 600 requests that the CM
provide the latitude attribute whose value has the lowest
uncertainty by specifying an attribute mediator that selects
the attribute having the lowest uncertainty value. In step
612, the module 600 receives the lowest uncertainty latitude
values and determines which CS provided the value.

[0102] Instep 614, the module 600 requests values for the
latitude, longitude and altitude attributes from the CM under
default mode and determines whether it has received such
attribute values. Alternatively, under a high accuracy mode,
the module could request latitude, longitude and altitude
attributes from the specific CS that provided the highest
accuracy latitude attribute above (assuming that the specific
CS provides values for all three of the attributes), and
receive such attribute values in this step. The module 600
may also provide the set of location attributes it receives
under step 614 to another module or process if appropriate,
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such as for indicating a current position of the user on a map
image displayed on the head-mounted display 134 or flat
panel display 130.

[0103] In step 616, the module 600 determines whether a
notification feature of the module is active. Such a feature
could be used to indicate whether the user has entered or
exited a predefined area or boundary line. If such a feature
is active, then in step 618 the module 600 receives user input
defining boundary conditions, such as latitude and longitude
coordinates defining a rectilinear area or simply coordinates
identifying a single street or boundary line. For each such
boundary, the module 600 creates corresponding conditions
in the CM on the latitude and longitude attributes. While the
module could instead periodically request and compare
received attribute values to the boundaries defined under
step 618, the use of CM conditions allows the module to
offload this processing to the CM who can periodically
check (e.g., every two seconds) to see if conditions have
changed and the boundary has been crossed. Therefore, the
module 600 in step 622 employs a message handler that
simply determines whether a response is received from the
CM based on the previously established condition. If so,
then in step 624 the module notifies the user that the
boundary was crossed, such as by providing an audio output
to the earpiece speaker 132 or an unobtrusive visual display
on the head-mounted displayed 134. If the module 600
employed a map attribute, then the location thematic
attribute set could be expanded beyond, latitude, longitude
and altitude attributes, to include map attributes (as well as
other attributes that the module may employ).

[0104] The CS module 500 and CC module 600 are
examples of simple context sources and clients; those skilled
in the relevant art will readily recognize that more detailed
modules with enhanced functionality can be created based
on the teachings provided by such examples. For example,
the CC module 600 could further include route-finding
capabilities based on a specified destination. In particular,
the CC 600 could present a list of predefined named places
to the user via the head-mounted display 134, and allow the
user to select a desired destination. The CC 600 could then
identify the user’s current location via attributes provided by
the CS 500. The current location and destination point could
then be sent via wireless Internet connectivity to a website
that provides route-finding services. A map display CS could
use the generated route to provide a map attribute having an
appropriate map image value to the CC, which could then
display the map via the head-mounted display 134. Alter-
natively, the route-finding service may provide step-by-step
text data listing directions to the destination, which when
received by the CC could similarly be displayed to the user.
The CS and CC could also be configured to update directions
as the user moves from the current location to the destina-
tion, or to provide a new set of directions if the user desires
a new course (e.g., such as due to traffic, time constraints to
reach an intermediate destination and the like). Under this
example, the CC module 600 employs not only the location
attribute set (including latitude, longitude and altitude
attributes), but also a set of place name attributes, map
display or route-finding service attributes (e.g., Internet links
or resource locators), and the like—all of which form a
thematic attribute set where the theme represents “route
finding.”
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[0105] The CC module could also continually monitor the
user’s location and determine what named places are near. If
the user has tasks associated with locations, the CC can
notify the user when the user is approaching a place with an
associated task, such as via the head-mounted display 134 or
earpiece speaker 132. Tasks can also has associated priori-
ties, and the notification could be conditional based on the
task’s priority level. In this manner, lower-priority tasks
could be ignored or provide only minimal output on the
head-mounted display 134, whereas higher priority tasks
could provide greater visual display on the head-mounted
display and/or an audible notification on the earpiece
speaker 132. As an example, the user creates a new task
entitled “Grocery List,” together with information about the
task such as all grocery items needed. The user than specifies
that the task belongs to a given category, such as “Grocer-
ies.” The category “Groceries” then has a place predefined,
such as a favorite grocery store or a grocery store identified
along a regular route (e.g., the route traveled from work to
home). The CC then monitors the user’s current location via
latitude and longitude coordinates provided by the CM, and
calculates corresponding distance to the grocery story. When
the distance falls below a threshold value, the CC identifies
tasks for the given category, such as the grocery list, and
provides a notification to the user. Thus, under this example,
the CC module employs a thematic data set including not
only the location attribute set noted above, but also task
attributes (representing links or resource locators for the
user’s stored list of tasks, including the grocery listy—which
together represent a thematic data set where the theme is
“tasks.”

[0106] The CC module 600 or other context client/server
modules may also be distributed to users on computer-
readable media, such as optically or magnetically readable
disks. The context client modules may be provided together
with one or more context server modules, such as the CS
module 500, or each module may be supplied separately. CC
and CS modules could also be provided electronically (e.g.,
downloaded via a wired or wireless connection from the
Internet) to users when they desire added functionality for
their computers. Furthermore, the context server modules
may not only be supplied separately, but also together with
appropriate input devices, such as the CS module 500 being
distributed together with a GPS receiver that a user may
connect to his or her wearable computer 120. Thus, a CS
module may be provided to a user to provide appropriate sets
of attributes to the user, either alone or with appropriate
input devices that may be required to generate the attributes
under the CS. As another example, a self-contained biomet-
ric sensor, (e.g., a sensor sold under the brand name
“LifeShirt” by VivoMetrics, Inc.), may be distributed with
the cardiac condition CC 242, and/or with body temperature,
heart rate, blood pressure and blood oxygen level context
servers as noted above.

[0107] As yet another example, the user of the wearable
computer 120 may wish to take up a new hobby such as
scuba diving. As a result, the user may purchase or receive
a thematic set of attributes related to the theme “scuba
diving,” as well as associated input devices. The user
purchases, together as a package, a depth sensor, oxygen
supply sensor, water current direction/velocity sensor, as
well as additional input devices to replace existing devices
(e.g., a video input device capable of being used under
water). In addition, associated context servers can be pur-
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chased together with such input devices or separately, such
as a water depth context server for producing a water depth
attribute, an oxygen level context server for producing an
oxygen level attribute, a water direction/velocity context
server for producing a water current/velocity attribute, and
the like. The thematic set of attributes associated with this
underwater attribute set then includes the water depth,
oxygen level, water direction/velocity and other attributes.

[0108] In addition to themes related to bodily activities
(e.g., scuba diving and task performance) and to physical
condition (e.g., location or cardiac condition), themes can
also represent a mental or emotional state of a user, includ-
ing a user’s intentions or desires. For example, a cognitive
load theme can include an attribute set whose individual
attributes reflect context information such as whether the
user is talking (and the volume of the speech), whether the
user is talking on the phone, physical movement such as
walking or driving, whether the user is stationary, whether
the user is seated and stationary, ambient light and sound,
stress and hunger levels, a level of rest (e.g., a low level due
to a recent lack of sleep), current bodily activity such as
reading e-mail or riding a bull, historical data (e.g., the user
has a low threshold for cognitive load while watching
baseball games), a physical or mental disability, location
(e.g., at home or therapist’s office), the presence and fre-
quency of user input such as keyboard or mouse activity, the
presentation of output information to the user, emotional
state, explicit indications from the user, etc. Indeed, the
cognitive load attribute thematic set can contain numerous
individual attributes which when aggregated provide a rich
model of a user’s cognitive load.

[0109] Another thematic attribute set employing numer-
ous attributes to derive a higher-level concept is a desired
level of privacy theme or desired scope of audience theme.
The desired level of privacy/desired scope of audience
themes may include individual attributes representing con-
text information such as the identity of others near the user,
the proximity of others to the user, explicit tagging of
activities or information (e.g., email in my personal account
is private for only me, while email in my family account is
private for family members), the nature of work being
performed (e.g., balancing a checkbook, playing a computer
game, or revising a business spreadsheet), location, histori-
cal data, explicit indications from user, and other attributes.

[0110] As can be appreciated from the above examples,
individual attributes in a thematic set of attributes are
generated or derived in any number of ways. Those skilled
in the relevant art will appreciate that the values for the
attributes can be stored in a variety of ways (e.g., a number
on a scale of 1-100 or 0-255, a probability distribution, a
value from a delimited set of possibilities, a fuzzy logic
value, etc.). In addition, the above described detailed
description of aspects of the invention may be abstracted to
a more general model, such as that shown in FIG. 7. A
representation of generating a thematic set of derived
attributes based on input data sources, where such derived
attributes may be used to model characteristics of a user, is
shown schematically as a system 700. Numerous input data
sources 702 (1, 2, . . . N) are fed into several logic modules
704 (1, 2, . . . N), which in turn produce respective derived
attributes 706 (1, 2, . . . N). For example, Input Data Sources
1, representing measurements or signals from input devices,
are fed into a Logic Module 1 that includes rules for
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producing Derived Attribute(s) 1. The Logic Module 1 may
represent a CS or combined CS/CC. Likewise, a Logic
Module 2 receives Input Data Sources 2 to produce Derived
Attribute(s) 2. As shown by an arrow 708, the Input Data
Sources 2 also include input data from Input Data Sources
1. Thus, logic modules may share input data sources. As
shown by an arrow 710, logic modules may also provide
feedback to one another, such as a Derived Attribute 2 being
fed back as an input data source to the Logic Module N.

[0111] The logic modules 704 in the illustrated embodi-
ment each process the input data signals to produce derived
attributes that could not be directly measured from the input
data signals. Thus, such logic modules may provide inter-
mediate or high-level attributes for modeling a characteristic
of a current state of the user. In other words, the logic
modules aggregate, interpret and provide attribute values
that in turn may be used to determine other characteristics of
a user’s situation or context. A thematic set of attributes
based on a predetermined theme may be those derived
attributes from each of the logic modules 1, 2, . . . N.
Moreover, a larger thematic set of attributes could include all
of the derived attributes from all of the logic modules, (i.e.,
Derived Attribute 1, Derived Attribute 2, . . . . Derived
Attribute N).

[0112] TImportantly, each logic module may operate inde-
pendently. For example, Logic Modules 1 and 2 produce at
least Derived Attributes 1 and 2, and have no need for
coordinating with each other. Logic Module N, however, is
dependent upon an input data source that is a derived
attribute from the Logic Module 2. Thus, Logic Module N
produces Derived Attributes N that cannot be independently
measured or derived without the Derived Attributes 2. For
example, the Derived Attribute 2 may reflect the user’s
cardiac condition, whereby the Derived Attribute N may
characterize a user’s mood based in part on his or her cardiac
condition.

[0113] Sets of attributes related to a common theme can be
generated by one or more of the logic modules 704. For
example, one logic module may produce a thematic set of
attributes closely related to a given theme. The Logic
Module 1, for example, may produce the location attribute
set noted above by performing the steps of module 400 of
FIG. 4. Likewise, two or more of the logic modules may
together produce attributes related to a common theme.
Thus, the logic modules include various specialized sets of
rules that are used to model particular aspects, environments
or personas of the user and to produce corresponding sets of
attributes. For example, sets of rules and corresponding sets
of derived attributes may be specialized based on occupation
(e.g., a nurse, a secretary, a field technician, or a firefighter),
gender (e.g., a woman’s rules may understand physiological
symptoms related to pregnancy or other female-specific
conditions), age, or any of a variety of other specialization

types.

[0114] A large number of themes can exist simultaneously
or be used alternately. In general, each thematic set of
attributes shares a common theme that characterizes or
models a predetermined context of the user. What follows
are examples of specialized themes for modeling character-
istics of a user’s current state.

[0115] Work—Attributes related to a work theme may
include a location of the user’s office, logical and telecom-
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munications links for the user’s e-mail, voicemail, and
telecommunications connections, links to relevant employee
handbook materials, office guidelines, policies, access codes
for accessing elevators, rooms, floors, and the like. The work
attribute set could be supplied to each new employee by the
employer (including procedures, forms, access keys, etc.
that are particular to the employer).

[0116] Entertainment—Entertainment attribute sets may
include attributes related to a user’s favorite web sites,
television channels, music preferences, and the like.
Attributes may be based on whether the user is participating
or viewing, such as whether the user is participating in a
sport or just viewing the sport. If viewing, for example, then
aset of attributes may include relevant statistics, biographies
on players, location of a sporting event, location of adjacent
parking locations and restaurants, and the like.

[0117] Errands—such as the grocery store example above.

[0118] Health—such as the cardiac condition attribute set
above; attributes may also include emergency services and
reflect ways in which a user’s wearable PC may help the user
provide or receive emergency services.

[0119] Safety—attributes may include OSHA regulations,
escape routes, cautionary warnings (e.g., based on whether
the computer detects hazards) and so forth to protect work-
ers in a hostile environment.

[0120] Home—including automatically adjusting environ-
mental controls, selecting music and art, and so forth. A
home attribute set may include attributes related to a desired
ambient temperature, music volume, music selection, art
genres to be displayed on high definition wall-mounted
display devices, automatic door opening and unlocking
features, access to hands-free telephone services such as
voice mail and routing of incoming telephone calls, and the
like.

[0121] Children—for example, employing the location
attribute set above to identify whether a child can be
authorized to be at a given location at a given time.

[0122] Place—such as the location CS and CCs explained
above.

[0123] Law Enforcement—for example, employing the
location attribute set above to apply parole requirements and
ensure a person is at the right location at the right time.

[0124] Medical Personnel—A medical personnel attribute
set would include numerous biometric attributes, particu-
larly ones to be received from biometric sensors not related
to a wearable computer worn by a medical service provider.
Other attributes include attributes related to a patient’s
name, age, relevant insurance data, medical history, drug
reactions, and the like. A medical personnel attribute set
would be useful in distributed environments where wearable
computers communicate with one another; for example, an
EMT with a computer approaching a person may receive
data wirelessly from the person’s wearable computer, or a
surgeon approaching an EMT may allow the EMT to com-
municate information about the person to the surgeon’s
wearable computer.

[0125] Routing—common couriers and retailers may use
specialized sets of attributes to facilitate package/product
routing.
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[0126] Military—Attributes for a soldier or group of sol-
diers may include relevant biometric attributes, location
attributes, output from a video input device, output from an
audio input device or microphone, attributes regarding
nearby soldiers, attributes regarding the soldier’s mood, and
the like. These place, health, and other attributes of a soldier
may then be provided to regional headquarters, and ulti-
mately to the Pentagon under a large hierarchical structure.

[0127] Astronaut/Scuba Pack—As noted above, specific
attributes for a space or underwater environment include
depth/altitude, pressure, oxygen levels, and the like.

[0128] Drivers/Pilots—Drivers or pilots of a car or plane
or heavy equipment would expose certain attributes to the
CM to allow a user to more effectively pilot or operate such
equipment.

[0129] Mood—As noted above, attributes related to mood
may include biometric information, such as the user’s body
temperature, galvanometric response, eye dilation attributes,
brow furrowing sensor attributes, and the like. Additional
attributes reflecting a mood attribute set include information
reflecting a user’s current activity (e.g., driving), speech
patterns and tone, whether additional people are present and
who such people are (e.g., ex-wife), and so forth.

[0130] Hostile Environment—Attributes related to a hos-
tile environment include many attribute sets noted above,
including those for the astronauts/scuba pack, safety and
location. Other attributes may include attributes related to
olfactory or chemical sensors that may detect the presence of
hamiful chemicals in the air, a motion sensor attribute to
determine whether the user is being shaken, temperature
sensors to detect ambient temperature, and the like.

[0131] Occupations—Attribute sets may differ for every
human occupation. A computer programmer occupation
attribute set may include numerous attributes related to
logical data and telecommunications environment of the
user, attributes related to database and numerous computer
platforms with which the user may interact, and the like.
Likewise, a patent attorney occupation attribute set may
include attributes related to a smaller but different set of
logical data and telecommunications links, including links to
technical databases, previously drafted documents, patent
office access attributes, as well as calendaring, contacts,
docketing, word processing, and legal reference attributes.

[0132] A user’s thematic set of attributes may well change
as the user switches roles or context. For example, the
computer 120 can load and employ the user’s home attribute
set when the user rises and prepares for work. In transit, the
computer 120 may employ a commuting attribute set, which
may include links to previously identified news information
links or data feeds, together with cognitive load and user
availability attributes. The commuting attribute set would
then provide news information that the user wishes to read
or hear when the computer determines that the user’s
cognitive load and availability are suitable. Once the user
arrives at work, the user’s role changes, and the computer
loads and employs the user’s appropriate work or occupa-
tional attribute set. Context servers that supply attributes not
relevant to the occupational attribute set can be terminated.
Of course, some attributes from the home and commuter
attribute sets may still be relevant, and thus these context
servers remain running (e.g., cognitive load or location
attributes).
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[0133] Under the above example, the computer 120 may
switch themes from home to commuter and from commuter
to work based on user specifications. Alternatively, the
computer may automatically switch between themes based
on other information, such as a time attribute. Thus, from
6:00 am to 8:00 am, the computer employs the home theme,
but from 8:00 to 9:00 and 9:00 to 6:00, the computer
employs the commuter and occupational themes respec-
tively. Under another embodiment, the computer may
employ another thematic set of attributes to determine which
theme to employ. For example, the computer may employ
information from the location theme when using the follow-
ing rules: when located at home, employ the user’s home
theme; when moving rapidly (e.g., above 5 mph), employ
the commuter theme; and when located at work, employ the
work theme. When the computer is unsure as to which theme
to employ, the computer may ask the user for input to select
the desired attribute set. Of course, the user may override an
automatically selected attribute set if desired.

[0134] In addition to switching between thematic sets of
attributes (and corresponding context servers), the computer
120 may load and employ new thematic attributes while
existing attribute sets remain active. For example, the user
may travel to Guatemala to go scuba diving. Since the user
does not know how Spanish and is unfamiliar with the area,
the user may load a Guatemalan travel attribute set. The
attribute set may include context servers (which produce
corresponding  attributes) for the following: translating
Spanish language audio and text into corresponding English
audio and text attributes, providing Guatemala etiquette
attributes, hostile situation prediction attributes (if political
tensions are high or the State Department has issued traveler
warnings), and the like. Additionally, context servers may be
required to be modified in light of the location, such as
context servers for providing attributes based on the user’s
logical data and telecommunications state where access to
telecommunications differ from those in the user’s home
location. These new thematic attribute sets may be loaded
and employed with existing attribute sets, such as the scuba
diving attribute set when the user is engaged in scuba diving
in Guatemala.

[0135] The thematic attribute sets allow the user’s wear-
able computer 120 to characterize the user’s context and
react accordingly. In other embodiments, such context char-
acterization may be performed elsewhere. For example,
lower-level attribute and context characterization may be
performed by remote sensors, with such attribute sets pro-
vided to the user’s computer 120 that can in turn be provided
or presented to the CM and context clients. This may be one
way in which users may optimize their wearable computers.
Other ways involve business or situation-specific occasions
where the wearable computer responds to and changes the
computer itself or the context characterizations that are
presented to the user. As an example, a previously created
thematic attribute set with respect to a particular occupation
(e.g., law enforcement) can be loaded by the computer to
readily provide more accurate contextual information to the
user without human intervention. While a simpler context
characterization system may ultimately correctly determine
the user’s context in a law enforcement environment, pro-
viding a specialized thematic attribute set for law enforce-
ment significantly shortcuts the computer’s learning process.
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[0136] Each thematic attribute set may also include rela-
tionships between attributes (e.g., inter-attribute logic) based
on the theme. In one embodiment, attributes may be selected
from sets of predefined attributes available for all context
servers and clients. Such predefined sets of attributes allow
a common meaning to be shared between context clients and
context servers for those attributes and their associated
values, and can also allow a context client to request a
pre-defined attribute without having to determine whether
the attribute has been created by a context server.

[0137] In one embodiment a plain-language, hierarchical,
taxonometric attribute nomenclature is used to name
attributes, such as the example attribute nomenclature illus-
trated in FIG. 8. The names within the nomenclature are
preferably specific so that there is no ambiguity as to what
they represent, and the ability to extend the nomenclature by
adding new attribute names that conform to the hierarchical
taxonomy of the nomenclature is preferably supported. The
nomenclature preferably has attribute names relating to a
variety of aspects of the user. For example, as is illustrated
in FIG. 8, the nomenclature preferably has attribute names
relating to the user’s location, such as user.location.latitude,
user.location.building, and user.location.street; the user’s
movement, such as user.speed and user.direction; various
user moods, such as user.mood.happiness, user.mood.anger,
and user.mood.confusion; user activities, such as user.ac-
tivity.driving, user.activity.eating, and user.activity.sleeping;
user physiology values, such as user.physiology.body_tem-
perature and user.physiology.blood_pressure; similar
attributes of people other than the user, such as person-
John_Smith.mood.happiness; attribute names for aspects of
the computer system (or “platform”) and its user interface
(or “UI”) capabilities, such as platform.Uloral_input_de-
vice_availability and platform.UlLvisual_output_device_
availability; attribute names for attributes relating to the
central processing unit (or “CPU”) of the platform, such as
platform.cpu.load and platform.cpu.speed; attribute names
for aspects of the local environment, such as environment-
Jocal.temperature and environment.local.ambient_
noise_level; attribute names for remote environments, such
as environment.place.chicago.time and environment.plac-
e.san_diego.temperature; and attribute names relating to
specific applications (e.g., aspects of an email application),
such as application.mail.available, application.mail.new_
messages_waiting, and application.mail.messages waiting_
to_be_sent. In this manner, the attribute nomenclature pro-
vides effective names for attributes relating to the user, the
computer system, and the environment. Additional attributes
are illustrated in FIG. 8, while FIG. 9 illustrates an alternate
hierarchical taxonomy related to context, such that various
attributes could be added for each of the illustrated catego-
ries. Those skilled in the art will appreciate that for both
FIG. 8 and FIG. 9, other categories and attributes could be
added and existing categories and attributes could be
removed or could have alternate names.

[0138] Based on the above, those skilled in the relevant art
can appreciate that separate thematic attribute sets may be
created by selecting individual attributes from the hierarchy
presented in FIG. 8 or in FIG. 9. For example, an occupa-
tional set of attributes may include: User.Location, User-
.Destination, and User.Proximity (selected from the User
attributes of FIG. 8), [Secretary].Location, [Secretary].Ac-
tivity and [Secretary]. Availability (selected from the Person
attributes), Environment.Local. Time and Environment.Lo-

63



US 2006/0004680 Al

cal.Date (selected from the Environment attributes) and
Application.Mail and Application.Phone (selected from the
Application attributes).

[0139] Furthermore, under another embodiment, thematic
sets of attributes fall into any of the following general
classes:

[0140] 1. Attributes related to the user’s body and
senses, including visual, auditory, health and physiol-

ogy;

[0141] 2. Attributes related to the user’s feeling, includ-
ing mood and general temperament;

[0142] 3. Attributes related to the user’s place and
movement with respect to places, including transpor-
tation, vehicles, physical environment, home, office,
and the like;

[0143] 4. Attributes relating to measurement and shape
including size, form, texture and the like;

0144] 5. Attributes relating to living things and natural
g g g
phenomenon, such as plants, animals, weather and the
like;

[0145] 6. Attributes relating to the user’s behavior and
will, including veracity, motivation, impairment, skill
and the like;

[0146] 7. Attributes relating to language, including
means of communication, language, diction, meaning
and the like;

[0147] 8. Attributes relating to society and institutions,
including family, school, friendship, management and
the like;

[0148] 9. Attributes relating to values and ideals, includ-
ing right/wrong, justice/injustice, religion, ethics and
the like;

[0149] 10. Attributes relating to arts, including litera-
ture, motion pictures, architecture and the like;

[0150] 11. Attributes relating to occupation and crafts,
including financial matters, user’s vocation and avoca-
tions, and the like;

[0151] 12. Attributes related to sports and amusements,
such as baseball, skiing, card playing and the like; and

[0152] 13. Attributes related to science and technology,
including the user’s computer, logical and telecommu-
nications connectivity and environment, physical quali-
ties of materials, pure and applied sciences and the like.

[0153] Many of the above classes of attributes reflect three
states of a user’s context: a state of the user, a state of the
user’s physical surroundings, and a state of the user’s logical
data and telecommunications environment. The state of the
user includes not only the user’s physical and health con-
dition, but also the user’s mood, predisposition, preferences,
memory and the like. The user’s physical surroundings
include the state of the user’s computer, the user’s physical
location, the user’s home, office, and common surroundings,
and the status of those surroundings. The user’s logical data
and telecommunications environment (“virtual environ-
ment” or “cyber surroundings™) reflect connectivity between
the user’s PC and external computing devices and/or data
stored external to the user’s wearable computer. For
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example, the user’s logical data and telecommunications
environment may represent IP addresses or ports to which
the user’s computer may couple or interface to exchange
data with the external world, as well as to access the user’s
data such as from databases.

[0154] 1In a broad sense, aspects of the invention are
directed to any data processing system for use by a user. The
data processing system includes at least first and second data
sources, at least one data output receiver, and at least one
processing unit with associated memory. The data sources
provide respective first and second data signals, where the
first and second data signals each reflect the state of the user,
a state of the user’s physical surroundings, or a state of the
user’s logical data and telecommunications environment.
The first and second data signals together represent a the-
matic data set characterizing the user’s context. The pro-
cessing unit receives the first and second data signals and
executes at least one processing routine that receives the first
and second data signals and provides an output signal to the
data output receiver, with the output signal representing a
characteristic of a current state of the user that cannot be
directly measured from the first and second data signals. The
processing unit may also execute another processing routine
that employs the first and second or other data signals to
represent another characteristic of a current state of the user,
with the two processes operating independently.

[0155] Those skilled in the relevant art will also appreciate
that specialized versions of the body-mounted computer
120, characterization system 100, context servers and con-
text client can be created for a variety of purposes. For
example, embodiments of the system can be customized for
particular professions to better enable the system to auto-
matically create context models for members of those pro-
fessions—in some such situations, the computer 120 may
include a particular set of input devices and associated
context servers for producing attributes for a particular
profession. Alternately, embodiments of the characterization
system can be customized for users’ health problems, such
as for people with Alzheimer’s disease, cardiac disease or
pulmonary concerns. Those skilled in the relevant art will
appreciate that a variety of such physiological conditions
can be monitored, and that other specialized versions of the
system can similarly be implemented.

[0156] Thus, as discussed above, themes can be used to
represent a wide variety of types of contextual aspects or
situations, and often reflect high-level concepts of activities
or states that may not be captured with individual attributes.
In addition, information from and about current themes can
be used by a computing device (e.g., a wearable computer)
to provide appropriate responses as the current context
changes. In particular, in some embodiments information
about one or more current themes is used (e.g., by one or
more executing CCs) to present appropriate information and
provide appropriate functionality to a user of the device.

[0157] In order to use information about a current theme
to present appropriate information and functionality, it is
first necessary to identify a theme that matches the current
context. In an illustrative embodiment discussed below, each
theme specifies a set of multiple attributes, and includes for
each of the specified attributes one or more possible values
for the attribute. Such a theme will match the current
modeled context only if all the specified attributes have

64



US 2006/0004680 Al

current values in the modeled context that are one of their
possible values. In some embodiments, moreover, each
specified attribute also includes an indication of whether it
is required for the theme, and in such embodiments the
theme can still match the current context even if the current
values for non-required attributes do not match the specified
possible values. Those skilled in the art will appreciate that
in some embodiments all specified attributes may be treated
as being required, while in other embodiments attribute
relevance can be specified in other ways (e.g., as optional,
preferred, disfavored, with a numerical ranking, etc.). In
addition to specified attributes, each theme can also specify
inter-attribute logic. Such logic can provide various func-
tionality, including allowing for more sophisticated deter-
mination of whether a theme matches the current context by
concurrently analyzing multiple attributes in the specified
set, such as by using boolean logic (e.g., (Attribute1[value]=
“High” OR Attribute2[value]>10) AND NOT Attributel
[Uncertainty ]=“High”) or other types of processing.

[0158] Those skilled in the art will appreciate that any
changes in the modeled context can cause the current theme
to no longer match the current context and/or cause another
theme that did not match the previous modeled context to
now match the current context. As such, the theme that is
identified as the current theme can rapidly change based on
the changing context. If a change in the modeled context
causes the previous current theme to no longer match the
current context and no other themes match the current
context, various techniques can be used to continue to
provide appropriate responses to the user. In some embodi-
ments the previous current theme will continue to be treated
as the current theme until another theme matches the current
modeled context. In other embodiments the user could be
prompted, or other logic or information (e.g., default or
preference information) could be used, to select a non-
matching theme as a temporary current theme. In yet other
embodiments, additional themes may be loaded or retrieved
in an attempt to make available a theme that matches the
current modeled context. Alternately, no theme may be
identified as the current theme until changes in the modeled
context (or in one of the available themes) causes one of the
available themes to match the context.

[0159] In the illustrative embodiment in which theme
information is used to present appropriate information and
provide appropriate functionality, each theme has at least
one associated theme layout that indicates information and
functionality appropriate to that theme. These theme layouts
assist in presenting appropriate information and functional-
ity controls to a user. In particular, each theme layout can
indicate specific content or types of content appropriate for
that theme, data logic (e.g., an executable script) for pro-
cessing content before presentation (e.g., to manipulate
COM objects to retrieve data or to establish a connection to
an external database to allow retrieval of data), presentation
logic (e.g., instructions or preferences) to determine how the
content should be presented to the user in a manner consis-
tent with the theme, and functionality controls consistent
with the theme that allow interaction by the user with
presented (and non-presented) content. When a theme is
selected as the current theme, one of the theme layouts
associated with that theme can then be used to provide to the
user information and functionality appropriate to the current
theme.
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[0160] In some embodiments, multiple themes can simul-
taneously match the current context, and these matching
themes are referred to as the current theme set. For example,
a user may both be “At Work” and “In A Meeting,” or “At
Work” and “Talking On The Telephone.” Even though a user
may simultaneously be involved with or part of multiple
matching themes, each of the themes may have different
types of appropriate information and functionality. For
example, if the “At Work” theme is the only current theme,
the user may desire to see their work to-do list and indica-
tions of other co-workers who are nearby, while if the user
is talking on the telephone the user may prefer to have access
to information about the other people that are part of the
conversation as well as a functionality for taking notes.
Thus, in order to determine what information and function-
ality is to be presented to the user at any time, a mechanism
is needed for selecting one or more appropriate theme
layouts for presentation. In the illustrated embodiment, only
a single theme layout is presented at a time, and therefore the
selection mechanism first identifies one of the themes in the
current theme set as being the current theme. After the
current theme is identified, one of the theme layouts asso-
ciated with that theme can then be selected as the current
theme layout for presentation to the user.

[0161] Those skilled in the art will appreciate that in other
embodiments multiple theme layouts (whether they are
associated with a single current theme or with multiple
themes, such as the multiple themes in the current theme set)
could simultaneously be used to provide appropriate infor-
mation and functionality to a user, such as in different
windows on a display device, by using multiple output
devices, by synthesizing some or all of the multiple theme
layouts together into a single presentation, etc. Those skilled
in the art will also appreciate that even though one of the
themes in the current theme set may be identified as the
current theme for purposes of determining what theme
layout to use, other types of processing may concurrently be
occurring (e.g., in the background) for other themes in the
current theme set. For example, a safety theme could
execute in the background while a user is driving a car, and
if a safety theme rule or other logic is triggered (e.g., by a
road-traction attribute having its value change to “slippery”)
the safety theme could take appropriate action (e.g., modify
the value of a context attribute, override the current theme
layout and present a warning message, notify an executing
software module to log detailed context information, etc.).

[0162] The selection of a current theme from multiple
matching themes in the current theme set can be performed
in a variety of ways. At a conceptual level, the user will
typically desire to receive the information and functionality
for whatever theme the user subjectively considers to be the
most important at that time (e.g., the primary focus of their
attention or interest, or the most theme conveying the most
urgent or critical information), and thus it is preferable to
select that theme as the current theme. In some situations the
various themes may contain information to facilitate the
selection, such as a priority. If so, the highest priority theme
in the current theme set could be selected as the current
theme. In other situations, user-specific information could be
used to select the current theme, such as by using user-
specific preference information (e.g., that is predefined by
the user) or by allowing the user to explicitly select one of
the themes in the current theme set (or to override the current
theme set and select a theme that does not match the current
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modeled context). Alternately, in some embodiments the
themes in the current theme set could have an associated
degree of match (e.g., by using the presence or absence of
non-required attributes for the theme), and the theme with
the highest degree of match could be selected. In yet other
embodiments, themes could be grouped or associated with
each other in various manners, and such groupings could be
used to select the current theme. For example, a theme such
as the “At Work” theme may be a relatively high-level
general theme that has more-specific sub-themes (e.g.,
“Attending A Meeting” or “Writing A Memo”)—if so, the
most-specific (or least-specific) matching theme could be
selected as the current theme. Similarly, a general “Talking
To Another Person” theme could have one or more more-
specific sub-themes such as “Talking To Spouse” theme—
those skilled in the art will appreciate that the types of
information of interest may differ based on the people,
objects or places that are of current relevance. Alternately,
themes could be categorized in various ways (e.g., enter-
tainment, convenience, productivity, and safety), and the
current theme could be selected on the basis of belonging to
a category of current highest importance or interest. Those
skilled in the art will appreciate that a current theme could
be selected in a variety of other similar ways.

[0163] In a similar manner, the selection of a current
theme layout for the current theme can be performed in a
variety of ways. In some embodiments, each theme will
have only one associated theme layout, and if so the single
theme layout associated with the current theme is selected.
In other embodiments different theme layouts for the same
theme could be specialized for different situations (e.g.,
optimized for different types of output devices, different
times of the day, week, month or year, different geographical
locations, etc.), and if so the most appropriate theme layout
for the current situation could be selected. In yet other
situations one of the theme layouts associated with the
current theme is a default theme layout, and if so it will be
initially selected as the current theme layout. Alternately, the
user could be prompted to indicate which theme layout to be
used for the current theme layout, either before or after any
of the theme layouts for the theme have been presented. If
user preference information is available (e.g., predefined
information), such information could also be used in place
of an explicit user indication.

[0164] Those skilled in the art will also appreciate that
even if a single theme layout is associated with the current
theme, that theme layout could include logic or other infor-
mation that allows it to optimized or modified in various
ways depending on the context at the time it is presented. For
example, the single theme layout could include information
to optimize the output for different output device types, or to
change the information and/or functionality available based
on information about the user (e.g. the user’s demographic
information, current occupation, a characterization of the
user as a novice or an expert with respect to the current
theme, a current role in which the user is acting such as a
system administrator rather than an ordinary user, a current
mode of the user such as work or a social environment, etc.).

[0165] FIG. 10 is a block diagram illustrating an embodi-
ment of a computing device suitable for using theme and
theme layout information to present appropriate information
and functionality to a user based on the current context. In
particular, a Thematic Response computing device 1000 is
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illustrated that can combine various context, content, theme,
and user information in order to provide appropriate
responses to the user based on the current theme. In some
embodiments, the Thematic Response computing device
may be a wearable personable computer that stores and
executes each of the illustrated modules and data structures,
while in other embodiments other computing device con-
figurations are possible.

[0166] The computing device includes a CPU 1005, a
storage 1020, memory 1030, and various I/O devices that
include a network connection 1012, a computer-readable
media drive 1013, various input devices 1015 and various
output devices 1017. The storage includes various data
specific to the computing device and the device user (not
shown), including stored content 1021 for presentation,
multiple user-specific themes 1023 (e.g., themes that have
been previously created by the user and/or downloaded to
the device and customized by the user), multiple theme
layouts 1025 that are associated with the themes, various
user preference and customization data 1027, and various
platform data 1029 related to the computing device. In other
embodiments that focus on using theme-related information
to provide appropriate responses to the user other than the
presentation of appropriate information, the theme layouts
may be replaced by or supplemented with other types of
theme response indicators that are associated with the vari-
ous themes.

[0167] Various modules are executing in the memory, and
they use various data (including the stored data) to provide
appropriate information and functionality to a user of the
computing device. In particular, a Context Modeler compo-
nent 1031 is executing in memory in order to create and
maintain a context model 1033 that describes the current
context of the computing device and the device user. As
previously discussed, the Context Modeler component can
receive various context information 1060 that is already in
the form of context attributes, or it can instead process
received context information in order to convert it to context
attribute form, and then stores current values (and other
associated information) for the context attributes in the
context model as previously discussed. In some embodi-
ments, the Context Modeler component could be a collec-
tion of one or more CSes, or could instead be a CM receiving
such information from other CSes that are not shown. Those
skilled in the art will appreciate that in other embodiments
the Context Modeler component could be executing on
another device and/or the context model could be stored on
another if the computing device has access to that other
device.

[0168] A Context Chooser component 1032 is also execut-
ing in memory. The Context Chooser component allows the
user to explicitly set or modify various types of context
information, and makes corresponding changes to the con-
text model 1033. In so doing, the Context Chooser compo-
nent can present appropriate information (e.g., current val-
ues for specified types of context information and interaction
controls to allow value modification) to the user via one or
more of the output devices, and can receive instructions and
new context information from the user via the input devices.
In some embodiments, there is a theme associated with the
user explicitly modifying the current context information,
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and the user interface of the Context Chooser component is
implemented via one of more theme layouts associated with
that theme.

[0169] The memory also includes an executing Theme
Modeler component 1040 that repeatedly identifies a current
theme set having defined themes that match the current
context, selects a current theme, and then selects an appro-
priate type of response based on the current theme. In the
illustrated embodiment that focuses on presentation of
appropriate information and functionality, the selection of an
appropriate type of response includes selecting a current
theme layout to be used in presenting appropriate informa-
tion and functionality to the user. Those skilled in the art will
appreciate that in some embodiments the Theme Modeler
component could be implemented as a CC.

[0170] The Theme Modeler component includes sub-com-
ponents that includes a Current Theme Set Determiner 1045,
a Current Theme Identifier 1043, and a Current Theme
Layout Selector 1041. The Current Theme Set Determiner
component receives information about the current context
from the context model 1033 and about the defined themes
1023, and determines a current theme set by identifying the
themes that match the current context. In some embodi-
ments, the Current Theme Set Determiner component cre-
ates or updates a current theme set data structure (not
illustrated) in memory or on the storage.

[0171] The Current Theme Identifier component then
receives information about the themes in the current theme
set, and selects a current theme that is intended to reflect the
current or new focus of the user’s attention. In some
embodiments, the Current Theme Identifier component will
use user preference data and/or platform data in order to
assist in the selection of the current theme. In some embodi-
ments, the Current Theme Identifier component will create
or modify a current theme data structure (not illustrated) in
memory or on the storage.

[0172] The Current Theme Layout Selector component
next receives information about the current theme and about
one or more theme layouts that are associated with the
current theme, and selects one of the theme layouts to be
used to present information to the user. In some embodi-
ments, the Current Theme Layout Selector will use user
preference data and/or platform data in order to select the
current theme layout. In addition, in some embodiments the
Current Theme Layout Selector component will create or
maintain a current theme layout data structure (not illus-
trated) in memory or on the storage.

[0173] A Theme Layout Presenter component 1035 is also
executing in memory, and it is responsible for the presen-
tation of appropriate information and functionality to the
user. As with the Theme Modeler component, the Theme
Layout Presenter component could be implemented in some
embodiments as a CC. The Theme Layout Presenter com-
ponent receives information about the current theme layout,
and processes that theme layout to generate an appropriate
presentation for the user. In particular, the Theme Layout
Presenter component will gather various content that is
specified by the current theme layout, whether it is stored as
part of the current theme layout, stored separately as content
1021 on the computing device, or stored externally as
various content 1070. The Theme Layout Presenter compo-
nent can also receive and use user preference and/or cus-
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tomization data, such as to adjust the presentation for user
preferences (e.g., to use a specified a appearance scheme, or
to use specific types of user interaction controls) or to
customize a default theme layout in various ways. In a
similar manner, the Theme Layout Presenter component can
also receive and use platform data to adjust the presentation,
such as to determine available and/or optimal output
devices, or to optimize the information and interactions to be
presented based on the output devices to be used. While not
shown in the illustrated embodiment, the Theme Layout
Presenter component could also in some embodiments
receive and use various context information from the context
model.

[0174] After gathering the appropriate information and
processing it as needed, the Theme Layout Presenter com-
ponent then presents the appropriate information and inter-
action controls on the appropriate output devices. In some
embodiments, the Theme Layout Presenter component will
also selectively control various input devices, such as to
enable or disable such devices depending on the available
interaction controls and functionality of the current presen-
tation. In addition, in some embodiments information
received from the user via the input devices can be provided
to and used by Theme Layout Presenter component in order
to modify the current theme layout presentation, or could
similarly be provided to and used by the Context Modeler
component, Context Chooser component, and/or Theme
Modeler component. Those skilled in the art will appreciate
that in other embodiments that focus on providing appro-
priate responses based on the current theme that involve
responses other than presenting appropriate information, the
Theme Layout Presenter component could be replaced by or
supplemented with a more general Theme Response Gen-
erator component.

[0175] In the illustrated embodiment, the Thematic
Response computing device is also communicating with
other computing devices 1050 via a network 1080. Those
skilled in the art will appreciate that in other embodiments
the Thematic Response computing device may execute as a
self-contained stand-alone device. Conversely, in other
embodiments some or all of the stored data or executing
components may be located on one or more of the other
computing devices, with the data or execution results pro-
vided to the Thematic Response computing device as
needed. For example, in some embodiments the Thematic
Response computing device could be a thin client that had
little or no computing or storage capabilities, instead acting
merely as a input device and/or an output presentation
device for other computing devices. In addition, those
skilled in the art will appreciate that the Thematic Response
computing device can obtain content and context informa-
tion from a variety of external sources, including one or
more of the computing devices 1050 and other external data
sources (not shown).

[0176] Those skilled in the art will appreciate that com-
puting devices 1000 and 1050 are merely illustrative and are
not intended to limit the scope of the present invention.
Computer system 1000 may be connected to other devices
that are not illustrated, including through one or more
networks such as the Internet or via the World Wide Web
(WWW). In addition, the functionality provided by the
illustrated components may in some embodiments be com-
bined in fewer components or distributed in additional
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components. Similarly, in some embodiments the function-
ality of some of the illustrated components may not be
provided and/or other additional functionality may be avail-
able. For example, in some embodiments automated context
modeling functionality may not be provided, while in other
embodiments additional functionality may be available to
allow a user to create, modify, customize, distribute,
retrieve, purchase, sell, and otherwise use themes and
theme-related information.

[0177] Those skilled in the art will also appreciate that,
while various components and the context model are illus-
trated as being stored in memory while being used, these
items or portions of them can be transferred between
memory and other storage devices for purposes of memory
management and data integrity. Similarly, data illustrated as
being present on storage while being used can instead be
present in memory and transferred between storage and
memory. Alternately, in other embodiments some or all of
the software modules may execute in memory on another
device and communicate with the computing device 1000
via inter-computer communication. Some or all of the com-
ponents or data structures may also be stored (e.g., as
instructions or structured data) on a computer-readable
medium, such as a hard disk, a memory, a network, or a
portable article to be read by an appropriate drive. The
components and data structures can also be transmitted as
generated data signals (e.g., as part of a carrier wave) on a
variety of computer-readable transmission mediums, includ-
ing wireless-based and wired/cable-based mediums.

[0178] In addition, a computing device or computer may
comprise any combination of hardware or software that can
provide storage, provide processing, provide input or output
capability, and/or interact with other devices that provide
such capabilities, including computers, network devices,
internet appliances, PDAs, wireless phones, pagers, elec-
tronic organizers, television-based systems and various
other consumer products that include inter-communication
capabilities. Accordingly, the present invention may be
practiced with other computer system configurations.

[0179] FIGS. 11A-11L provide various examples of
changing theme layout presentations based on changes to a
current context, and FIGS. 11M-110 provide examples of
explicit user control of various theme-related information. In
the theme layout presentations illustrated, only the visual
aspects of the theme layout presentation are illustrated—
those skilled in the art will appreciate that other types of
output devices and user senses could be used either concur-
rently or alternatively. In addition, in the illustrated embodi-
ment the theme layout presentation is performed by a
wearable personal computer that remains with the user
throughout a day. In most situations the illustrated theme
layout presentation will fill a display screen available on the
wearable computer, although those skilled in the art will
appreciate that the wearable personal computer could also
opportunistically use other display devices as they become
available and that other information could additionally be
displayed.

[0180] With respect to FIG. 11A, a wearable computing
device user has recently risen, and the wearable determines
that the most appropriate current theme layout is one related
to a current “Starting The Day” theme. As is shown, the
theme layout presentation includes a variety of different

Jan. 5, 2006

types of content sets, such as news headlines 1105, a current
to-do list 1110, and a schedule/calendar 1115. Such content
sets can be gathered from a variety of sources, such as the
news headlines being retrieved from an external source (e.g.,
a news organization’s web site or subscription service), the
to-do list and calendar being retrieved from the user’s
personal or work data store, or context attribute information
such as the inside temperature 1109 or indications of people
at home being retrieved from an appropriate context model
or context information supplier. Those skilled in the art will
appreciate that the theme layout can specify the manner in
which to gather the information in a variety of ways, such as
a URL, a database query, executable logic such as a script,
etc.

[0181] In addition to presenting various information, vari-
ous functionality and interaction controls are also presented
to the user. For example, as is shown in the news headline
section of the theme layout presentation, a scroll bar inter-
action control is available, and other non-visible interaction
controls (e.g., a pop-up menu based on a user indication or
cursor position) may also be available. In addition, some or
all of the presented information may itself be selectable by
the user, such as to select a new theme and present corre-
sponding information. For example, each of the headlines
may be selectable by the user, and if the user selects a
headline such as headline 1107 the current theme could
switch to a “Reading News” theme whose associated theme
layout presentation would include the corresponding news
story. Similarly, the user could select an item on the to-do list
such as task 1112 in order to be presented with more detailed
information about the task or to modify the task (e.g., to
change its priority or indicate that it is completed). Similarly,
the user could select a person indication such as “The
Wife”1117 to obtain information about that person (e.g.,
their current status with respect to getting ready).

[0182] The current theme layout presentation also illus-
trates that presented information can be specific to the user
(e.g., the to-do list), specific to a group or other category to
which the user belongs (e.g., the calendar information if it is
retrieved from a company-wide work calendar rather than
the user’s personal calendar), or independent of the user
(e.g., current world headlines). In most embodiments, if the
“Starting The Day” theme and its associated theme layout
were distributed to another user, user-specific or group-
specific data will not accompany the theme and theme
layout. For example, the presentation of this same theme
layout for a different user may have the same types of
presented information and may include the same current
worldwide headlines, but the actual data presented in the
other sections of the presentation would be modified to
reflect the new user (e.g., retrieving a value for the inside
temperature attribute 1109 from a context model for the new
user, and retrieving to-do list and calendar information for
that new user). While not illustrated in the current theme
layout presentation, those skilled in the art will also appre-
ciate that some theme layout presentations can include static
information stored with the theme or theme layout, such as
a smiley face logo to be displayed or a indication of lateness
that is displayed if the current time exceeds some defined
deadline information.

[0183] After the user gets ready, they begin to drive to
work, and the wearable personal computer accordingly
modifies the current theme layout presentation to that illus-
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trated in FIG. 1B. As is shown, a variety of types of
information can be displayed, such as a text description of
the destination 1120, a local map 1121, text driving direc-
tions 1122, an updated traffic congestion map 1123, schedule
information 1125, and task-related information 1127. As
with other theme layout presentations, the data to be pre-
sented can be retrieved in various ways, such as interactively
from external data stores or instead from a local data store.
In addition, those skilled in the art will appreciate that
different theme layout presentations can share information
with other theme layout presentations, such as schedule
information being available in this and the previously illus-
trated theme layout presentation.

[0184] FIG. 11C illustrates that as the user arrives at work
a new theme layout presentation will be used that includes
information more relevant to the workplace than to driving,
such as an indication of people in the building. This theme
layout presentation also illustrates that data for presentation
can be gathered by interacting with other context models,
such as determining the people that are currently in the
building or retrieving work bulletin board information by
querying a context model or other data store for the work-
place. When retrieving such information, those skilled in the
art will appreciate that access controls or security measures
can be used as appropriate in order to protect private or
sensitive information. After the user enters the workplace,
the current theme layout presentation switches to a generic
“At Work” theme layout that is illustrated in FIG. 11D. This
theme layout presentation includes calendar information,
task list information, and indications of nearby people.

[0185] FIG. 11E illustrates a different type of theme
layout presentation that is specific to a particular person. In
particular, the user’s wearable computing device may have
determined that the user has begun to talk to one of the
nearby people, Bill Watson.

[0186] Alternately, the system may have an important
reminder related to Bill, and thus modified the display to
provide that information to the user. Alternately, the user
may have interactively selected the displayed indication
1130 of Bill Watson in FIG. 11D. Regardless of the manner
in which this Person theme was selected, the corresponding
theme layout presentation can include various relevant infor-
mation such as a picture of the person, contact information
about them, and reminders related to the person. In the
current situation, a generic person theme layout is currently
being used, with Bill Watson being selected as the current
topic or focus. As illustrated by interaction control 1135, the
user could interactively select a different user, and if so the
sections of the theme layout presentation would remain the
same but the specific information displayed would change to
correspond to the newly selected person. For other people or
in other embodiments, more specific theme layout presen-
tations could be used. For example, if the topic of the person
theme was instead the user’s boss or the CEO of the
company, the user may have a theme layout that is specific
to that person and that includes other types of relevant
information or functionality. Similarly, if the topic of the
person theme was a member of the user’s work group, a
theme layout specific to that group could be used. If the
system determines that it is no longer appropriate to display
the Person theme layout (whether automatically or via an
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explicit user indication), the system could then return to the
general At Work theme layout presentation previously illus-
trated in FIG. 11D.

[0187] FIG. 11F illustrates a more specific work theme
layout presentation that is relevant when the user is attend-
ing a meeting. In addition to indicating people present in the
meeting, the theme layout presentation can include a section
for previously recorded notes and/or new notes to be gen-
erated during the meeting. In addition, the illustrated meet-
ing theme layout presentation includes information about
things to mention at the meeting, some of which may be
standard for each status meeting and others may be specific
to the current meeting. FIG. 11G illustrates another person
theme that has Dan Newell as the topic. Information about
a person can be displayed in various situations, such as if the
system automatically detects that the person is speaking in
the meeting or that the person has become the focus of the
user’s attention (e.g., by the user looking at them for a
sustained period or by the user explicitly indicating that
person). FIGS. 11H and 111 illustrate other theme layout
presentations that may be used throughout the day, such as
a theme layout presentation related to going to lunch or to a
specific task such as repairing a computer. As with the
previously discussed Person theme, the computer repair
theme layout presentation illustrated in FIG. 11I is an
object-specific theme in which a particular object (e.g.,
“Josh’s Computer”) is currently selected as the topic of the
theme and the theme layout correspondingly displays infor-
mation related to that object.

[0188] FIG. 11] illustrates a theme layout presentation for
a “Driving Home” theme that is similar to the “Driving To
Work” theme previously discussed. In some embodiments, a
generic Driving To Location theme could be used in which
a specific location was the topic of the theme. However, in
the illustrated embodiment it is appropriate to present dif-
ferent types of information and controls to the user when
they are driving home than were appropriate when the user
was driving to work. For example, the illustrated Driving
Home theme layout presentation includes current informa-
tion about the status of specific people such as the user’s
wife and objects such as the user’s house. In addition, the
illustrated theme layout presentation includes interaction
controls 1145 to provide currently appropriate functionality,
such as to turn on the heat at home or to call the user’s wife.

[0189] FIG. 11K illustrates the presentation of informa-
tion related to a safety theme layout. In particular, a “Safety”
theme has been executing in the background throughout the
day (e.g., by being designed to always match any context
and thus be part of every current theme set), and logic
associated with the Safety theme (e.g., a rule) has detected
a sudden safety danger. In the illustrated embodiment, the
wearable computing device has received information that
traffic will abruptly slow or stop. Since the Safety theme has
precedence over the Driving Home theme (e.g., has a higher
priority), the Safety theme takes over the display and issues
a warning message 1190. In the illustrated embodiment, the
Safety theme layout presentation does not completely
replace the previous theme layout presentation, but instead
simultaneously presents information. Those skilled in the art
will appreciate that in other embodiments the Safety theme
layout presentation would completely replace the previously
presented theme layout. In addition, the visual aspect of the
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Safety theme layout presentation may also be accompanied
by other non-visible presentation, such as an auditory alert
and/or a haptic notification.

[0190] FIG. 11L illustrates a theme layout presentation
related to the “Arriving Home” theme. Those skilled in the
art will appreciate that the theme layout presentations illus-
trated in FIGS. 11A-11L are provided for illustrative pur-
poses only, and are not intended to limit the scope of the
invention.

[0191] FIGS. 11M-110 provide examples of user inter-
faces with which a user can explicitly select or modify
theme-related information. In particular, FIG. 11M provides
an example user interface with which a user can select a new
current theme. In particular, a variety of possible themes
1150 are illustrated, with the current theme visually indi-
cated in this example embodiment in bold. Those skilled in
the art will appreciate that in some embodiments any defined
themes may be made available for selection (including
themes not currently loaded, such as themes accessible from
a local or remote storage location), while in other embodi-
ments the themes displayed may be limited in various
fashions (e.g., to themes in the current theme set). In
addition, the illustrated embodiment demonstrates that dis-
played themes can also be grouped or categorized in various
ways, such as by including a work-related group of themes
1155 that includes multiple themes. If a user selects a new
current theme, the system can modify the current display to
reflect a theme layout associated with the new current theme,
such as after the user indicates a final selection with the
“OK” interaction control 1157. Alternately, the user in the
illustrated embodiment can use the “Cancel” interaction
control 1157 to retain the previously selected current theme.

[0192] In a similar manner, FIG. 1IN illustrates an
example user interface to allow a user to explicitly modify
the themes that are part of the current theme set. As with
FIG. 11M, the user interface in FIG. 11N illustrates mul-
tiple themes 1150, but the illustrated themes are limited to
those that are currently members of the current theme set. In
addition, interaction controls 1157 allow the user to add or
remove a theme from the current theme set. Selecting the
“Add Theme” interaction control may, for example, prompt
a display such as is shown for FIG. 11M in which one or
more themes that are not currently present in the current
theme set can be selected. Those skilled in the art will
appreciate that other interaction controls could also be
present, such as a control to temporarily suspend the execu-
tion of a theme that is part of the current theme set without
removing it or to resume the execution of a suspended
theme. Those skilled in the art will appreciate that the
addition of new themes to the current theme set can result in
themes that do not match the current context being executed
in the background, but processing or other functionality
associated with those themes (discussed in greater detail
below) may nonetheless be currently useful.

[0193] FIG. 110 provides an example user interface with
which a user can select a new theme layout to be the current
theme layout, thus explicitly modifying the current presen-
tation of information and functionality. As previously dis-
cussed, users can also explicitly select new current theme
layouts in other manners, such as by selecting information
related to a person, place, or object that is presented as part
of another theme layout presentation. In the illustrated
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embodiment, multiple theme layouts for the current theme
are displayed for selection by the user, with the current
theme layout visually indicated in a bold manner. If the user
selects a different theme layout and selects the “OK” inter-
action control 1157, the system will modify the presentation
of information and functionality to the user to reflect the new
current theme layout. Those skilled in the art will appreciate
that in other embodiments theme layouts associated with
multiple different themes could be simultaneously displayed
to the user for selection.

[0194] FIGS. 12A-12H provide an alternative method for
the user to explicitly provide information or instructions. In
particular, these Figures provide examples of a user interface
for a user to explicitly specify context information about
themselves, such as via a Context Chooser module. As the
user makes changes to the current modeled context, these
changes can propagate through the theme mechanism and
cause changes in the current theme set, current theme, and/or
current theme layout.

[0195] FIG. 12A illustrates a user interface with which a
variety of types of contextual information can be inspected,
configured and modified. The user interface includes a
variety of choices 1210 that the user can select, such as
choice 1 to create a new theme, choice 2 to organize existing
themes, and choice 3 to set the current theme. Other dis-
played choices, including choices 4-9, correspond to cat-
egories of contextual information, and multiple tabs 1220
are also displayed that each correspond to one of the
categories. In some embodiments, users can change the
categories of contextual information that are displayed either
by selecting an appropriate one of the choices 1210 or by
selecting the appropriate tab 1220.

[0196] In the illustrated embodiment, a Me choice 1215
that corresponds to information about the user has been
selected, with the tab 1225 correspondingly being the visible
tab. As a result, a variety of user-related information is
displayed in the right portion of the user interface. As is
shown, the user interface allows the user to specify a variety
of types of information about themselves, such as the user’s
mood or health status using interaction controls 1235. Simi-
larly, the user can have one or more defined modes that may
affect multiple context attributes, user preferences, and/or
computer devices. In the illustrated embodiment, the user
can specify a “Solitude” mode using an interaction control
1235. In addition, various user sense indicators 1230 are
indicated, such as to provide status information to the user
about senses to which the computer may currently present
information and/or to allow the user to control which
input/output devices are currently in use. The user interface
also includes controls 1237 that affect interaction between
the user and other users, such as to allow the user to specify
whether some or all of their context information is available
to others or to view context information for another user. In
the illustrated embodiment, after the user has finished
inspecting and/or modifying context information about
themselves, the user can select a different category of
contextual information, such as by highlighting the Activity
choice 1217.

[0197] FIG. 12B illustrates the user interface after the user
has selected the Activity choice to display Activity-related
contextual information. As would be expected, the Activity-
related tab 1227 is now the currently visible tab, and a
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variety of types of Activity-related contextual information is
displayed. In the illustrated embodiment, the user can
specify information related to a current activity, a current
mode, a current theme, and various project-specific infor-
mation.

[0198] FIG. 12C illustrates the user interface displaying a
variety of context information related to the “People” cat-
egory, as is reflected by the selection of the People tab 1241.
As is shown, in the illustrated embodiment information is
presented only about people that are currently around the
user—those skilled in the art will appreciate, however, that
in other embodiments information about other types of
people could also be indicated (e.g., people of particular
interest, such as a spouse, or people of current interest, such
as other people with whom the user is conversing over a
remote conununications mechanism). In the illustrated user
interface embodiment, the user can use interaction controls
to add or remove people that are considered to be around the
user, as well as to specify one or more of the listed people
as a current focus of a user’s attention (e.g., to be used as the
topic of the Person theme if a Person theme layout is
presented).

[0199] In a similar manner, FIGS. 12D-12H provide
examples of the user interface displaying other categories of
information. FIG. 12D displays various location informa-
tion about the user, including their current location and
intended destination. While not illustrated in the current
embodiment, other embodiments could include an interac-
tion control to allow the user to specify whether to share this
particular type of context information (or other types of
context information) with others, and if so with whom. FIG.
12E displays environment-related contextual information,
such as information about the temperature, light, and sound.
FIG. 12F displays contextual information related to objects
or conceptual things that are around the user, such as
computing devices. As with the previously discussed
People-related contextual information, the user can specify
a current focus of attention among those displayed objects,
and those skilled in the art will appreciate that in another
embodiments information about objects other than those
near the user could also be displayed. FIG. 12G displays
contextual information related to the computing system
itself, such as information about the battery, I/O devices,
installed software or networking mechanisms, etc. FIG.
12H provides “About” information related to the software
executing the user interface. Those skilled in the art will
appreciate that a variety of other types of contextual infor-
mation could similarly be displayed and modified via such
an interface, and that a variety of other types of user
interfaces could similarly be used to display and/or modify
contextual information.

[0200] FIG. 13 provides an example of a theme data
structure 1300. The data structure includes a variety of
properties 1302 and corresponding values 1304. Those
skilled in the art will appreciate that the details of the
illustrated data structures are for illustrative purposes only,
and are not intended to limit the scope of the invention.

[0201] Inthe illustrative example, the theme data structure
includes properties as follows: Name, Description, Security,
Permission, Privacy, Priority, Group-ID, Time-Active,
Source, Theme-Content, New-Attributes, Theme-Matching,
Theme-Logic, Attribute-Set, etc. In the illustrative embodi-
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ment, a data structure for the “Driving To Work™” theme is
shown. The theme includes a textual description, such as for
use when displaying the theme to the user for modification,
a theme priority that can be used for selecting a current
theme from multiple themes in the current theme set, and a
categorization of the theme as belonging to a group of
themes with an ID of 23. The illustrated theme also includes
an indication of when the theme is active such that it is
allowed to match the current context, with this theme active
on weekdays from 6 a.m. to 11 a.m. The theme also includes
an indication of the source that supplied the theme, such as
a third-party source from whom the theme was purchased.
The theme includes an indication of theme-specific content
that is stored locally, which in the illustrated embodiment is
a logo of the company that sold the theme. The theme also
includes an indication of new theme-specific attributes that
are used as part of this theme, along with an indication of a
source from whom values for the attribute can be received.
In some embodiments, instructions on how to locate and/or
load the theme-specific attribute or theme-specific CS could
also be included.

[0202] The theme-matching property of the theme pro-
vides one or more sets of attributes and corresponding
values to allow the system to determine whether the theme
matches the current context. In the illustrated embodiment,
each attribute-value pair also includes an indication of
whether that attribute-value pair is required to match the
current context. Theme logic is also associated with the
theme data structure, including an instruction to modity the
access that is allowed to an attribute (i.e., the user.location
attribute) while the theme is the current theme and/or in the
current theme set. Other theme logic includes checking the
values of standard attributes or theme-specific attributes in
order to perform various types of actions. As previously
noted, in some embodiments theme logic can also be used to
determine whether the theme matches the current context.
Those skilled in the art will appreciate that in other embodi-
ments theme logic information (or other information) may
not be directed stored in the data structure, such as the theme
data structure instead including a link to one or more
executable programs that implement the theme logic. The
theme data structure also includes links to each of the
attributes in the attribute set for the theme, with attribute
data structures 1390 illustrated.

[0203] The illustrated theme data structure also includes
Privacy, Security, and Permission information. In the illus-
trated embodiment, the Privacy information can affect capa-
bilities such as where data generated while the theme is
active is stored and who has access to it. In this manner,
work-related themes can ensure that data generated while
that theme is current will be stored in an accessible work
location, and non-work themes can ensure that generated
data will remain private. Typically, individual themes share
the same context modeling data store. However, groups of
themes may have distinct databases. Themes that share the
same preferred privacy indication would tend to access the
same database. Examples of different privacy values/
schemes include the following: Private, Public, Work, Fam-
ily, Friends, Acquaintances, People in immediate vicinity,
and Everyone in my contact list. These schemes are not
necessarily mutually exclusive (e.g., Family+Friends),
though they can be (e.g., private vs. public). They can be
combined in some embodiments with Boolean or other
logic. Example themes which a user might specify as private
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include Driving Home, At Home, Talking on My Personal
Mobile Phone, Receiving Medical Treatment, etc.

[0204] The illustrated theme data structure also includes
Security and Permission information. In the illustrated
embodiment, Permission information is used to specify what
types of activities different users can engage in with respect
to the theme, and Security information can be specified to
control the various types of access. In the illustrated embodi-
ment, similar groups as those mentioned above can be used
when specifying permission or security information. In the
illustrated embodiment, access to information about the
scheme (including whether the theme is executing or is the
current theme) is available to the current user, to other users
that are part of the current user’s Family or Friends groups
of users, and to the Source of the theme. Access by the
Source allows them to monitor usage of the theme. In
Permission information also specifies that only the current
user can modify the theme, and that no one is allowed to
copy the theme. A variety of other types of permission
controls could similarly be specified. In addition, controls
such as access or modifiability could be limited to a subset
of the theme in other embodiments. Similarly, various
restrictions on such access could be specified, such as “Show
my current location to co-workers only when I am in route
to the office or located within 100 yards of it.”

[0205] The user does not necessarily determine some or all
of the active permission scheme. For example, an employer
may distribute a theme to employees that it does not want
modifiable (e.g., a safety theme). Alternately, in other insti-
tutional applications (e.g., a hospital or the military), the
control of the content, how the context is being modeled,
how the context information is being shared, and any other
system controlled activity can be controlled by a remote
and/or centralized authority. Remote control does not
require continuous communication—the theme (or a theme-
specific CS) could have a “dead air” rule such that it ceases
to work if the system does not receive continuous authori-
zation for use. Permission information could also include
information related to distribution of the theme, such as a
mechanism for charging a user and supplying the payment
to a specified source when the theme is distributed.

[0206] In the illustrated theme data structure, the theme
logic indicates an ability to specify access to a context
attribute, such as to provide or limit access to information to
other users. Similarly, themes can also specify other types of
information, such as a data store from which data can be
retrieved or to which data can be stored. Themes can also set
attribute values, such as to ensure that a privacy attribute has
an appropriate value. In some situations the values will be
set only temporarily while the theme is current (or is in the
current theme set), and will return to their previous value or
to a default value when the theme is no longer current (or is
not in the current theme set). Alternately, in other situations
a theme can permanently set an attribute value such that the
value remains even when the theme is no longer current.

[0207] In addition to setting context information, themes
can also specify other types of information, such as whether
some or all of the information about the theme is available
to other themes. In some situations a theme may specify that
even the existence of the theme or the fact that the theme is
in the current theme set or is the current theme is not
available to other themes, although such a specification may
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also be overridden by the system if necessary (e.g., making
such information available to a safety theme that needs to
override the display to present an important message). When
information about other themes is available, a theme (e.g.,
the current theme) or theme layout can use such information
as part of the theme logic to modify the presentation of the
current theme layout. In other embodiments themes could
included various functionality to allow them to interact, such
as for all of the themes in the current theme set to coopera-
tively select one of the themes as the current theme rather
than having this performed by a separate executable module.

[0208] While the illustrated theme indicates that it is a
member of a group, a variety of other types of group and
hierarchical information could be specified in other embodi-
ments. In some embodiments themes can be specified in a
hierarchical arrangement such that themes at lower levels of
the hierarchy could inherit default attributes or functionality
from higher-level themes. For example, a “Talking To
Spouse” theme could be specified as being a descendant or
child of a “Talking To Person” theme, with the child theme
including only the information or logic that is different than
the parent theme. In addition to inheriting information and
functionality, such hierarchical arrangements can be used in
some situations to prioritize themes. Moreover, in some
situations themes and/or theme layouts could be constructed
in a hierarchical manner by using other themes or theme
layouts. For example, with a theme layout such as is
illustrated in FIG. 11B, the theme layout may be constructed
by combining other theme layouts for text map directions
and traffic condition information with other information
specific to the Driving To Work theme.

[0209] In addition, groups of themes can be specified in
various ways and used for various purposes (e.g., as an
organizational scheme when presenting a list of themes to a
user). As previously noted, group membership could be used
to specify various common properties, like Privacy, Secu-
rity, Permission, Priority, Time-Active, Theme-Content and/
or other properties. In this way, a user could know what
other themes could be selected that would not change the
current settings for such properties. Alternately, an institu-
tional organization could use group membership to control
access to and functionality associated with different
groups—tor example, a retailer can maintain distinct groups
of themes for employees, vendors, contractors, identified or
anonymous shoppers.

[0210] Themes can also be categorized in various ways,
and themes in some embodiments could store related cat-
egorical information. For example, in some embodiments
themes could be categorized as “Situational Themes” that
describe the intent of the user specific to that person’s
activity (e.g., driving), “Person Themes” containing infor-
mation related to people, “Object Themes” containing
object-related information, or “Place Themes” containing
place-related information. In other embodiments, themes
could be categorized into high-level categories such as
“Intent/Content,”“Ability,”Platform,” and “Personal Pref-
erence.” Intent/Content themes could include sub-categories
such as “Work,”Chores,”*“Entertainment,” etc. Each of
these could include various sub-categories. Ability themes
could include sub-categories for themes such as “Bodily
Activity,”; “Available Attention,” etc. An important benefit
of modeling a user’s body activity is to determine how well
they can receive or generate information. For example, if the
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user is walking, the system can modify the UI such that the
fine motor control required for two-dimensional cursor
control (e.g., with a mouse or trackball) is not required, and
could instead use UI elements that present choices with
one-dimensional cursor control (e.g., with a scroll wheel or
voice commands). Example types of relevant activities
could be Walking, Sitting With A Horizontal Work Surface,
Driving, etc. Attention could include an indication of a
user’s preferred data complexity level and their current
cognitive load. Platform themes could be used to provide
information about what to do when system capability
changes configuration. For example, if the device battery is
being consumed at a rate higher than can be sustained until
historical battery charging resources are available (account-
ing for route and rate of travel), theme logic could initiate
power saving rules. Alternately, if a preferred output device
is not available, theme logic could determine and suggest the
best alternatives. Personal Preference themes can include
sub-categories related to the device Ul, Privacy, Solitude,
Safety, Convenience, etc. Ul-related themes could provide
functionality such as increasing the audio volume when the
ambient noise increases, or increasing contrast when the
ambient light increases. A Privacy theme could include
detailed information that is shared with other themes. The
Privacy theme could have an associated theme layout that
would present settings for various privacy types, and/or it
could present a summary of privacy (e.g., a single word like
“private” or “public”) to other themes or on a displayed
system status tool bar. Information that is explicitly set in
such a Privacy theme could also override a default setting
contained in a specific theme without modifying the default
(so that the default setting could later be used if the explicit
Privacy theme setting were removed). A Solitude theme
could indicate not to interrupt the user unless it is an
emergency. A Safety theme could begin recording all sensors
and attributes at high data rates if the system infers that [ am
having a health crises (e.g., car is skidding at high speed or
my pulse is erratic). The system could then indicate to the
user that a safety issue has been determined, and alert
emergency personnel and family if attempts to get acknowl-
edgement or correction from the user is not received. Con-
venience themes could provide functionality such as col-
lecting suggestions from family members for errands to
perform before coming home from work. Such an errand list
could be shared by other family members, and an indication
provided if an errand is accepted by family member.

[0211] Those skilled in the art will appreciate that themes
can be grouped, categorized and hierarchically structured in
a variety of other ways, some of which are described above.

[0212] FIG. 14 is a block diagram illustrating an embodi-
ment of a Theme Server computing device suitable for
distributing themes and theme-related information to vari-
ous Theme User computing devices that will modify and use
those and other themes. In particular, a Theme Server
computing device 1400 is illustrated that includes a CPU
1405, a storage 1420, memory 1430, and various I/O devices
1410.

[0213] The storage includes various themes and theme-
related information for distribution to user computing
devices, including multiple themes 1421. Depending on the
themes for distribution, the storage can also include multiple
theme layouts 1422 that are each associated with one of the
themes, various theme-specific attributes 1423 that are part
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of the set of thematic attributes for at least one of the themes
(e.g., by being used in theme-matching or theme-logic),
various theme CSes 1424 able to generate values for one or
more of the theme attributes, and various theme CCs 1426
able to use information from at least one of the themes (e.g.,
theme attribute values) to generate appropriate responses for
a user that is part of that theme. The storage can also
optionally include theme categorization or grouping infor-
mation 1428, such as for determining associated themes that
may be distributed together, and can optionally include user
or group categorization information 1429, such as for cat-
egorizing users and groups of users in order to determine
what themes are appropriate for those users.

[0214] Various modules are executing in the memory in
order to create, distribute, and monitor the use of distributed
themes and theme-related information. In particular, a
Theme Creator/Modifier component 1436 is executing in
memory so that a user can use the component to create or
modify themes and/or theme-related information, such as
the themes and theme-related information on the storage.
Those skilled in the art will appreciate that the Theme
Creator/Modifier component can be used to create themes
and theme-related information in various way, such as those
discussed above or those known in the art for creating or
modifying software components, data structures or visual
interfaces. For example, the component may provide a
Graphical User Interface (“GUI”) with which the user can
visually create theme-related data structures, theme layout
presentation, or components in an interactive manner. In
some embodiments, the component can present various
categories of context information and allow the user to select
information from one or more of the categories (e.g., Me,
Location, Activity/Task/Project, People (such as in imme-
diate vicinity), Objects (such as in immediate vicinity),
Environment, etc.).

[0215] A Theme Distributor component 1440 is also
executing in memory to distribute themes and theme-related
information to users as appropriate, such as in response to
requests or automatically if a user is determined to meet
appropriate criteria. The Theme Distributor component
includes a Theme Request Responder sub-component 1442,
an Automated Theme Appropriateness Determiner sub-com-
ponent 1448, a Theme Sender sub-component 1446, and
optionally a Payment Module sub-component 1444. The
Theme Request Responder receives requests from users for
themes and/or theme-related information, determines if the
users are authorized to receive the requested information,
and if so notifies the Theme Sender to provide the requested
information. When a theme is being provided, the Theme
Sender will typically retrieve any other theme-related infor-
mation that is associated with the theme, such as theme
layouts, theme attributes, theme CSes and/or theme CCs.
After the necessary information is gathered, the Theme
Sender will provide the information to the user in an
appropriate manner (e.g., in an encrypted form).

[0216] In some embodiments, the Theme Server may
provide themes and theme-related information as a service
to users, such as by charging a subscription service or by
charging on a per-theme basis. If there is a fee associated
with the requested information, the Theme Sender will
interact with the Payment Module to ensure that appropriate
compensation has been received before the information is
provided.
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[0217] The Automated Theme Appropriateness Deter-
miner sub-component also provides themes and theme-
related information to users, but does so not in response to
user requests but instead to determinations that a user meets
specified criteria (e.g., is a member of a specified group, is
in a specified geographic location, is engaged in a specified
activity, etc.). In particular, the sub-component receives
notifications or other context information related to users,
and uses the stored user/group categorization information
and/or theme categorization information to determine
whether any of the themes or other theme-related informa-
tion should be provided to those users. In addition, in some
embodiments the sub-component could engage in an auto-
mated negotiation with a module on a user computing device
to make the appropriateness determination. When the Auto-
mated Theme Appropriateness Determiner determines to
provide information to a user, it notifies the Theme Sender
to provide the requested information in a similar manner to
that described above. Those skilled in the art will appreciate
that in some embodiments only one of the Theme Request
Responder and Automated Theme Appropriateness Deter-
miner may be employed as part of the Theme Distributor.

[0218] The stored user/group categorization information
and theme categorization information that is used by the
Automated Theme Appropriateness Determiner can be gen-
erated in a variety of ways, such as by being received from
users or from theme sources. The information can also be
generated and modified by a user using an Administration
module 1434 that is executing in memory. For example, via
a GUI provided by the module, a user could specify condi-
tions or executable logic to determine when to provide
themes to users. Those skilled in the art will appreciate that
such information can be specified in a variety of formats and
used in a variety of ways.

[0219] In addition to the illustrated Theme Server com-
puting device, FIG. 14 also illustrates a Theme User com-
puting device 1450 suitable for receiving themes and theme-
related information, as well as using these and other themes
in order to provide appropriate responses to the user (not
shown) of the Theme User computing device. The Theme
User computing device and Theme Server computing device
communicate via network 1465.

[0220] The Theme User computing device includes a CPU
1455, a storage 1470, memory 1480, and various I/O devices
1460, with the storage including various themes and theme-
related information in a manner similar to the storage 1420
of the Theme Server computing device. In particular, the
storage 1470 stores themes 1471, and can also include theme
layouts 1472 that are each associated with one of the themes,
theme-specific attributes 1473 that are part of the set of
thematic attributes for at least one of the themes, theme CSes
1474 able to generate values for one or more of the theme
attributes, theme CCs 1475 able to use information from at
least one of the themes to generate appropriate responses for
the user, and theme categorization or grouping information
1477 that identifies relationships among the themes.

[0221] The memory 1480 similarly includes a group of
executing Theme Usage components 1485 that can use the
various theme information in a manner similar to those of
the Thematic Response computing device previously
described. For example, the memory includes an executing
Theme Modeler component 1487 that repeatedly identifies a
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current theme set having defined themes that match the
current context, selects a current theme, and then selects an
appropriate type of response (e.g., an associated theme
layout for presentation or other appropriate actions) based
on the current theme. When the Theme Modeler selects an
appropriate type of response for a current theme, the Theme
Modeler component notifies the executing Theme Response
Generator component 1488 that provides the appropriate
response (e.g., by presenting an appropriate theme layout).
Rather than having the Theme Modeler component select
the current theme in an automated fashion, the user can
alternately explicitly specify the current theme using the
executing Theme Chooser component 1486 or specify vari-
ous context information using the executing Context
Chooser component 1482. Those skilled in the art will
appreciate that execution and use of the various themes can
also include the loading and/or execution of various theme-
related information such as theme attributes, theme CSes,
and/or theme CCs.

[0222] In addition to the Theme Usage components, the
memory 1480 also includes various executing Theme
Administration components 1490. Using these components,
a user can create, modify, categorize, and retrieve themes
and theme-related information. In addition, in some embodi-
ments Theme Administration components such as the
Theme Receiver component 1495 will automatically receive
theme information (e.g., from the Automated Theme Appro-
priateness Determiner component 1448 via the Theme
Sender component 1446) and/or distribute theme informa-
tion to other devices using a Theme Distributor component
1497 that operates in a similar manner to Theme Distributor
1440. The Theme Administration components also include a
Theme Creator/Modifier component 1491 with which the
user can create or modify themes and/or theme related
information in a similar manner to that of Theme Creator/
Modifier component 1436. For example, the user can use the
component 1491 to explicitly customize themes or theme-
related information received from the Theme Server. The
memory also includes a Theme Categorizer component 1492
with which a user can specify theme relationship informa-
tion (e.g., group, category or hierarchy information), such as
theme categorization information 1477, for various themes
(e.g., themes created by the user). In the illustrated embodi-
ment, a user can also search for and generate requests for
themes and theme-related information of interest using the
Theme Retriever component 1494. Those skilled in the art
will appreciate that the Theme Receiver and Theme
Retriever can in some embodiments employ functionality to
provide appropriate access information and/or payment for
received information. In addition, those skilled in the art will
appreciate that in some embodiments only one of the Theme
Retriever and Theme Receiver components may be
employed as part of the Theme Administration modules.

[0223] The memory also optionally includes an executing
Automated Theme Customizer component 1484. In the
illustrated embodiment, this component employs learning
techniques to monitor user actions, detect patterns of use
related to the various themes, and automatically customize
(or suggest customizations to) received and/or created
themes. Those skilled in the art will appreciate that such
patterns can be detected in various manners (e.g., by using
neural networks, expert systems, genetic algorithms, proba-
bilistic belief networks, etc.), and that a variety of types of
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customizations can occur (e.g., to any of the theme proper-
ties and/or to theme response information such as theme
layouts).

[0224] Those skilled in the art will appreciate that com-
puting devices 1400 and 1450 are merely illustrative and are
not intended to limit the scope of the present invention. The
computing devices may be connected to other devices that
are not illustrated, including through one or more networks
such as the Internet or via the World Wide Web (WWW). In
addition, the functionality provided by the illustrated com-
ponents may in some embodiments be combined in fewer
components or distributed in additional components. Simi-
larly, in some embodiments the functionality of some of the
illustrated components may not be provided and/or other
additional functionality may be available. Those skilled in
the art will also appreciate that, while various components
and the context model are illustrated as being stored in
memory while being used, these items or portions of them
can be transferred between memory and other storage
devices for purposes of memory management and data
integrity. Similarly, data illustrated as being present on
storage while being used can instead be present in memory
and transferred between storage and memory. Some or all of
the components or data structures may also be stored (e.g.,
as instructions or structured data) on a computer-readable
medium, such as a hard disk, a memory, a network, or a
portable article to be read by an appropriate drive. The
components and data structures can also be transmitted as
generated data signals (e.g., as part of a carrier wave) on a
variety of computer-readable transmission mediums, includ-
ing wireless-based and wired/cable-based mediums.

[0225] Themes and theme-related information can be dis-
tributed in a variety of ways and for a variety of purposes.
In some embodiments themes are modeled using object data
structures, with such themes being easily distributable. In
addition, themes can be distributed by theme servers and/or
on a peer-to-peer basis by user computing devices that create
and use themes. Themes can also be distributed to various
groups, such as by an employer to some or all employees or
by a service provider (e.g., of an entertainment experience)
to users of the service. Themes can also be distributed to
users within a specified geographic location, such as by a
store owner to customers that enter the store or by a theme
server at a tourist location. For example, a retailer can
maintain distinct themes for employees, vendors, contrac-
tors, identified or anonymous shoppers. A shopper’s wireless
computing system could, upon entering the store, begin a
dialog where the user’s preference for privacy is determined.
It may indicate that the shopper is interested in knowing
what is on sale, and they are willing to share their personal
product preferences, but decline to identify themselves
except by a permanent but arbitrary ID that is assigned by
the store. Their system can then receive and run a theme that,
though it may or may not change the UI presentation or
interaction, would deliver relevant data to the system (or to
the retailer).

[0226] The distribution and use of themes can also support
various businesses. For example, some businesses may
provide themes and theme-related information as a service,
such as on a subscription of pay-per-theme basis. Themes
that provide currently relevant information of various types
could be distributed, such as local map information or
information about nearby businesses (e.g., restaurants or
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bookstores) of various types. Other businesses can provide
services by acting as a clearinghouse or exchange broker for
themes, while other businesses could provide search ser-
vices to locate and provide themes of interest. A user could
subscribe to a Theme-Of-The-Month Club (or other time
period) in which popular themes are periodically distributed,
or a business could provide a “bestsellers™ list for themes of
various types. As noted above, the distribution and use of
themes has applications in the industrial (e.g., for training, to
enhance the safety and productivity of employees, etc.),
retail (e.g., for companies to communicate with customers,
suppliers, and partners, such as to enhance sales and obtain
tracking information), and consumer markets (e.g., to pro-
vide enhanced entertainment and productivity tools). In
addition, themes can be used on a variety of computing
devices, such as wearable computers, PDAs, desktop or
laptop computers, wireless phones, etc. Themes can also be
used to provide new applications, or to enhance/modify the
functionality available from existing applications (e.g., a
calendar/schedule application).

[0227] FIG. 15 is a flow diagram of an embodiment of the
Theme Usage routine 1500. The routine determines a current
theme set and current theme and provides an appropriate
response based on the current theme, as is illustrated and is
described in greater detail above.

[0228] FIG. 16 is a flow diagram of an embodiment of the
Response Generator subroutine 1540. The subroutine gen-
erates an appropriate response to a current theme, as is
illustrated and is described in greater detail above.

[0229] FIG. 17 is a flow diagram of an embodiment of the
Theme Creator/Modifier routine 1700. The routine allows a
user to create and/or modify themes and theme-related
information, as is illustrated and is described in greater detail
above.

[0230] FIG. 18 is a flow diagram of an embodiment of the
Theme Distributor routine 1800. The routine distributes
themes to users either in response to requests or as is
automatically determined to be appropriate, as is illustrated
and is described in greater detail above.

[0231] FIG. 19 is a flow diagram of an embodiment of the
Theme Receiver routine 1900. The routine receives themes
from a theme provider either in response to a request or
when the theme provider sends the theme in an unsolicited
manner, as is illustrated and is described in greater detail
above.

[0232] FIG. 20 is a flow diagram of an embodiment of the
Automated Theme Customizer routine 2000. The routine
determines how to customize themes in an automated man-
ner based on previous user actions and customize the themes
as determined when appropriate, as is illustrated and is
described in greater detail above.

[0233] A variety of example themes and example uses for
themes have been discussed. Other examples include the
following: a Driving theme that automatically tunes the car
radio to a favorite news radio station, or to a news station in
the morning and a music station in the evening, or coordi-
nates with context information for car passengers so that a
selected radio station is acceptable on everyone; a Fuel
Station theme that provides a list of stations that the vehicle
can reach (e.g., prioritized by closest or by cost) and that
matches the current context with the level of gas in the tank
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reaches a specified level; a Speech Reminders theme that
allows a computing device to act as a self-improvement tool
by listening for selected phrases or sounds (e.g., “umm,
”“probly” instead of “probably,”“Feberary” instead of “Feb-
ruary,” etc.) or for speech at sound levels below or above
thresholds (e.g., to detect shouting inside), and unobtru-
sively notifies the user in real-time when detected (e.g., with
a beep in an earpiece speaker); a Personality Improvement
theme that could use psychological profile information about
the user (e.g., from the Meyers-Briggs test) to assist the user
in adapting their personality in a desired way (e.g., if
someone is a strong extrovert and has been spending too
much time with non-family activities they could be coached
to give more prominence to the family, or if the user is a
timid person the system can coach the user during a con-
versation to assert their opinion)—such a theme or a related
theme could even automatically gather personality informa-
tion about the user by monitoring the behavior of the user
and suggesting that the user could improve in certain ways;
a Person theme that provides information about a specific
topic user’s affiliation, a previous encounter with the person
including the time/date/location and what they discussed,
various personal information; etc.; an Object theme that
provides information about a specific topic object’s owner,
location, type/category, tag, etc.; a Place or Location theme
that provides information about a location’s activities/cat-
egories, temperature, people currently there, when the user
was last there, etc; a Talking About A Topic theme; a
Watching TV theme that provides functionality to control
the remote and displays current or future shows; a Watching
NBA Basketball game that provides information about the
teams and provides functionality to order NBA or team
paraphernalia; etc.

[0234] As previously noted, in some embodiments auto-
mated learning techniques can automatically determine
ways in which to enhance themes and theme-related infor-
mation, such as by customizing received themes and/or
theme layouts to a current user or computing device. Such
learning techniques can function in a variety of manners,
such as by retrieving and using stored user preference
information, and monitoring user interactions with and
modifications to themes and theme-related information in
order to detect patterns and correlations.

[0235] More generally, such automated learning tech-
niques can enhance responses provided to current contexts
and to changes in context, regardless of whether themes or
theme-related information are available or in use. For
example, computer users would benefit from a system that
assists them with decision-making, and that assists in pro-
cessing the vast amounts of context data and other informa-
tion that the system can gather and store. Thus, a system is
needed that will perform tasks for the user based on rules
and behavior maintained by both the system and user.

[0236] Unfortunately, current software is typically unable
to conveniently and safely provide automated collection,
processing and delivery of information while the user
remains “in task” (i.e., able to continue with their current or
intended activity), in part because such software was
designed for cumbersome fixed-location computers or was
optimized for small portable computer platforms that lack
significant computing power. Moreover, even if the process-
ing power of a portable computer platform was sufficient,
such devices provide different abilities to present informa-
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tion and be controlled by the user than current software is
typically designed to use. Thus, users would benefit from a
software environment that allow the user to change between
the different capabilities of different platforms by presenting
an integrated mechanism that scales content, presentation,
and control (e.g., interaction mechanisms).

[0237] Another problem with typical current software and
computing devices is that reliance is placed on the user to
explicitly indicate precisely (and typically repetitively) what
they want the software and/or device to do. However, this
can be undesirable or even dangerous when in the midst of
a task or activity that requires attention. Devices and soft-
ware instead should be aware of, and anticipate changes in,
the user’s current situation and intent.

[0238] Wearable computers can provide enhanced oppor-
tunities to provide useful automated functionality, but also
provide an increased need for such functionality. As com-
puter hardware continues to become smaller, more powerful,
and convenient, there are increasing opportunities to inte-
grate it into our daily lives. Currently, there are many
computer hardware components that are comfortable and
safe enough to be carried with us as we move from one task
and situation to another, and improvements are constantly
occurring. Unfortunately, such computer hardware requires
appropriate software to be useful, and techniques for dealing
with users in task and in motion have generally not yet been
addressed. A particular problem is the current need for a user
to give a high degree of attention to a computer and/or
software in order to have it operate in a desirable manner.
Unless the computer and/or software can respond to needs
and changes in the user’s situation with minimal user
attention, however, it is not practical for such devices to be
in constant use.

[0239] There are a variety of ways in which automated
learning and intelligent software techniques can be used to
enhance software and device functionality, including (but
not limited to) the following: self-customizing of a model of
the user’s current context or situation; predicting appropriate
content for presentation or retrieval; self-customizing of
software user interfaces, simplifing repetitive tasks or situ-
ations, and mentoring of the user to promote desired change.

[0240] Self-customizing of a model of the user’s context
or situation can provide various benefits. Personal computer
software is designed to be used by large numbers and types
of users, and thus cannot account for all the needs and
desires of specific individual users. Merely providing greater
amounts and types of functionality is not sufficient—not
only will some desired functionality inevitably be excluded,
but it becomes increasingly difficult for users to locate and
select appropriate provided types of functionality. As pre-
viously noted, use of themes and theme-related information
can provide some assistance in providing appropriate types
of functionality, but it may not be sufficient in all situations.
The use of such themes is enhanced by systems that model
the user’s context and employs symbolic (or “explicit”)
logic based on the model in order to change the computer’s
content, presentation, and interaction. However, such
explicit logic must be augmented over time for the system to
refine the model and logic to account for the particular needs
and desires of individual users. Therefore, it is beneficial for
the computer model to be able to be extended, and the
associated logic to be enhanced. While the user or other

76



US 2006/0004680 Al

software programmers can explicitly assist with enhance-
ments and extensions to the model and associated logic, it is
beneficial that the computer itself have the ability to propose
and execute improvements.

[0241] As with self-customizing of a user context model,
an automated ability to predict and provide appropriate
information for a user can provide various benefits. A user’s
tasks and situations constantly change, and what constitutes
optimal information content in one context is often different
than for another. Unfortunately, current systems are unable
to identify and predict with sufficient precision and without
continual user indication what information would be appro-
priate for different circumstances.

[0242] 1In a similar manner, an automated ability to opti-
mize software and device user interfaces (e.g., GUIs), such
as to predict and provide appropriate functionality, can
provide various benefits. As a user’s physical, mental, data,
and computing resource resources and needs change (e.g., as
current tasks and situations change), the optimal control
techniques of computer software also change. Unfortu-
nately, current systems are unable to identify and predict
with sufficient precision and without continual user indica-
tion the appropriate user interaction controls for different
circumstances.

[0243] Simplifying of repetitive tasks or situations can
also provide various benefits. As previously noted, many
actions performed by computer users are repetitive or redun-
dant. It would be beneficial if computers could recognize
these actions, and offer the opportunity to have the repeated
sequence removed.

[0244] Mentoring of a user to promote desired change is
another type of functionality that can provide various ben-
efits. In particular, it would be beneficial to use a computer’s
ability to give a user constant attention in order to watch for
behavior that matches a rule or profile. By providing feed-
back to the user when the behavior is detected, the user can
become aware of the behavior and thereby effect a change.
Though existing systems exist that provide limited feedback
for a small number of specific user behaviors, such systems
cannot model the full range of human behavior nor allow the
user to inspect and conveniently modify the logic used to
identify behavior or resulting computer action.

[0245] As previously noted, some systems employ an
explicit model of the user and their environment in order to
provide various functionality. While explicit models can be
used with symbolic logic to provide computer actions that
are both appropriate and that are executed with very little
user interaction, they are restricted to the model attributes
and logic supplied by humans. These explicit user context
models do have the advantage of providing the designed
functionality as soon as a user employs them with a properly
configured computer hardware platform. However, without
further human interaction (e.g., programming), the system is
not extensible or highly personalized.

[0246] Some existing systems have also employed
implicit models of the user and environment in order to
provide various functionality. These models can include
predictive and inference mechanisms that allow pattern
recognition and predictions of next user states. These sys-
tems have a variety of problems, however, including a
typically low correlation between suggested computer
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actions and the actual needs and desires of users. Implicit
models by themselves are also insufficient because they
often detect patterns that are nonsensical and that do not
meaningfully map to the user’s perceived reality. For
example, an implicit model could discover that there is a
recent strong correlation between a user’s changing of traffic
lanes followed by a changing of the radio station. However,
unless these two activities are actually related, having the
computer suggest a list of radio stations when the user next
changes lanes is not useful.

[0247] To summarize, explicit models can be reliable (in
specified circumstances based on human tailoring and tun-
ing) and practical (by being controllable and having pro-
cessing understandable to a user), but require on-going
human effort to extend, enhance and customize. Conversely,
implicit (or “connectionist”) models (e.g., machine-learning
algorithms) can provide extensibility and predictive capa-
bilities, but discover patterns that are not meaningful to users
(especially during the early periods of pattern detection
when the amount of relevant data to analyze is small). They
are also inconvenient for users to manage because of the
complexity in their user control interfaces and the lack of
understanding of the logic.

[0248] In order to address the shortcomings of existing
systems and to provide various beneficial functionalities,
some embodiments of the invention combine explicit and
implicit user modeling techniques in the manners described
below, and use feedback paths to speed machine learning
and assure appropriate computer actions (e.g., suggestions
and execution for computer controlled actions that are
desirable, useful, convenient, profitable, entertaining, and
safe). These embodiments provide continuously improving
automatic computer actions, with and without direct user
control, including presentation of appropriate content and
functionality.

[0249] 1Insome embodiments, an explicit model and logic
is initially provided that focuses on areas of human behavior
whose scope is limited, with the corresponding problem
space thus being constrained. By doing so, system perfor-
mance can be enhanced in initial stages of operation when
there is little personalized information in the system. Once
a stable useful system is provided using such an explicit
model and logic, it can be incrementally expanded and
enhanced by the automated learning techniques as
described. In addition, rules for determining appropriateness
can be specified in various manners, such as specifying
strict/conservative rules in areas related to safety, privacy, or
other irreversible actions.

[0250] FIG. 21 is a block diagram that conceptually
illustrates an embodiment in which explicit and implicit
models of user context are integrated. Various context and
other information is provided to both models from various
hardware and software sensors, and various output can be
provided to hardware and software actuators by either
explicit rules (that use information from the explicit model)
or by inferred rules (that are produced using the implicit
model). Though the implicit “connectionist” model is shown
in the illustrated embodiment as receiving data directly from
the user’s context (e.g., in order to assist the implicit model
in detecting when the explicit model incompletely models
the user’s context), in other embodiments the implicit model
will receive information only from the explicit “symbolic”
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model. As described below, data provided to an implicit
model can also be used with an Appropriateness Verifier
component (not shown). While in the illustrated embodi-
ment the inferred rules executed by the inference engine also
provide information to the explicit model, in other embodi-
ments such information may not be supplied. In addition, in
the illustrated embodiment the explicit rules also receive
information about the inferred rules in order to verify their
appropriateness.

[0251] Thus, the described system operates by receiving
input data that measures or characterizes the user’s context
(physical, mental, data, computer platform, etc.), and pro-
viding the data to an explicit software model. As previously
described, this model can be constructed so that it is mean-
ingful to humans, extensible, and dynamic, and it can have
associated logic (e.g., “explicit rules”) that allows the com-
puter to initiate activities based on changes in the model. In
this way a computer can be made “assistive” by responding
appropriately to the current context. In the illustrated
embodiment, the explicit model has mechanisms that allow
the association of meaningful names and values to different
types of context information (e.g., via context attribute data
structures), and these name/value pairs are used to model at
least portions of the user’s reality.

[0252] Context attributes and their values are provided to
an implicit model that can be used with software to discover
patterns in large datasets. Examples of implicit models
include neural networks, expert systems, genetic algorithms,
probabilistic belief networks, pattern and clustering engines,
affinity maps, and other software algorithms that provide
machine-learning capabilities. Since such learning algo-
rithms can typically work on arbitrarily organized or com-
plex datasets, they can easily process explicit context mod-
els. Discovered patterns, and their associated suggestions of
computer activity responses, are preferably verified as use-
ful, safe, and appropriate to the user’s current context before
use. Mechanisms for providing this step include software
logic and/or human feedback.

[0253] Thus, the usefulness of computers can be greatly
improved by combining a symbolic model of human context
with machine-learning algorithms that propose appropriate
computer actions, particularly when the proposed action are
verified for appropriateness with additional symbolic logic.

[0254] FIG. 23 is a block diagram that illustrates a func-
tional view of an embodiment using explicit and implicit
models of user context. Real World Data from multiple
sources is shown as input to the Extensible Explicit Model
of the World, and information from the explicit model is
provided to the Implicit Model. In some embodiments, the
explicit and implicit models will be implemented as distinct
specialized datastores. The data flowing to the implicit
model includes at least the name/value attribute pairs of the
explicit model. In other embodiments, the implicit model
can also receive a variety of other types of information, such
as time information. Alternately, in the illustrated embodi-
ment the implicit model may be able to derive or deduce
some such information, such as if the implicit model can
infer an accurate association in sequence between inputs.
The models can exchange information in a variety of ways,
such as by the implicit model sequentially polling the
explicit model, controlled by time or other computer-aware
or user-indicated events.
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[0255] In addition to the explicit and implicit models,
various executable components are illustrated. In particular,
the output of the Implicit Model is provided to inference
algorithms in the Inference Engine component. Though it is
common to integrate this logic component into the Implicit
Model, it is illustrated separately here because different
engines/algorithms can be used with the same datastore.
When the inference algorithms produce a prediction of a
useful computer action, the action is not immediately per-
formed. Instead, a test of appropriateness is provided by a
Reality Check component (also referred to as an Appropri-
ateness Verifier). Appropriateness can be determined by the
use of symbolic logic, such as with rules that compare the
suggested action against a catalog of desirable and undesir-
able computer actions. Alternately, it can be supplemented
or replaced with explicit user indications. When the appro-
priateness of a suggestion has been verified, the computer
can proceed to provide the suggestion and this produce Real
World Changes output.

[0256] As a summary of some of the benefits and depen-
dencies of the two types of models, a pyramid is illustrated
below in Table 1. The bottom three layers can be supported
by explicit models, while the top two layers can be sup-
ported by implicit models.

TABLE 1
Patterns Anticipate
Rules Derive Infer
Attributes Interpret Mediate Poll
Sensors Sense Measure Indicate Record

[0257] FIG. 22 is a block diagram that provides a more
detailed example view of an embodiment using explicit and
implicit models of user context. Those skilled in the art will
appreciate that additional details are provided for illustrative
purposes only, and are not intended to limit the scope of the
invention.

[0258] An illustrated User 100 has directly perceivable
computer output devices, such as display devices that can be
seen and understood by the User. The User also has directly
manipulatable computer input devices, such as a text input
device that they can control by their own gestures. The User
may, within their immediate vicinity, also have physical
sensors such as a thermometer. In the illustrated embodi-
ment, all of the I/O devices and sensors are carried by the
user. Other parts of the User’s Computer Environment may
be local to the user or located remotely in arbitrary locations.
Input Data from User 102 is provided to the User’s Com-
puter Environment 200, and includes the commands
intended to control the computer as well as other explicitly
offered or passively collected context-modeling data Input
from the Environment 101 is also available to the User’s
Computer Environment, and can include any data from any
source that is used to model the user’s environment. While
Input from Computer is not illustrated in the diagram, the
Explicit Context Model 201 of the User’s Computer Envi-
ronment can receive and use information from data sources
that include data indicating the state of the computer hard-
ware, software, and content.

[0259] The User’s Computing Environment can be imple-
mented using a variety of computer configurations. The
invention is not limited to any particular system (including
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local or remote processing, memory, datastores, continuous
or intermittent wireless connectivity) as long as the system
supports the described software components.

[0260] In particular, the User’s Computer Environment
includes an Explicit Context Model that provides an explicit,
extensible, dynamic model of the User’s context. The
Explicit Context Model also provides symbolic logic inspec-
tion, manipulation, and computer-controlled actions, and the
logic is expressed in the illustrated embodiment as rules that
are internal or external to context-modeling attributes. As
described above, this component can receive context infor-
mation from the User and from the User’s physical and
computing environment.

[0261] A variety of Computer Actions 202 are also pro-
vided as part of the User’s Computer Environment. The
Computer Actions allow the computer to affect the physical
world, such as by changing the content presented to the user,
changing the format of the content presented, changing the
methods by which the user interacts with the computer,
and/or any other computer-controlled action that manipu-
lates the physical or electronic world. In the illustrative
embodiment, the Computer Actions component includes a
Presentation Manager capability that allows the system to
not only change the format of computer information is
presented but to also reorganize and defer its presentation
based on user indication or context modeling.

[0262] The Computer Actions component can be imple-
mented in a variety of ways, and is not dependent on any
particular computer architecture, operating system, or pro-
gramming paradigm as long as the computer’s actions can
be programmatically controlled. The Presentation Manager
capability uses previously described techniques, and it can
be used, for example, to determine if a computer-initiated
action should be performed immediately, deferred, or pre-
sented to the user for confirmation. This determination can
be accomplished by logic/rule mechanisms embedded in the
Explicit Context Model or in a separate module. When the
system determines that the user is busy and does not want to
be disturbed by the outside information or contacted by
others, output information can be deferred, and can be
presented later if still appropriate when the user is more
available. The Computer Actions component receives data
(e.g., instructions to initiate actions) from two sources: the
Automatic Appropriateness Verification module and the
Manual Appropriateness Verification module.

[0263] An Implicit Context Model 203 is also present in
the User’s Computer Environment, and it makes suggestions
for computer actions based on current and previous user
context. In some embodiments, the Implicit Context Model
makes suggestions by noting patterns in user behavior, and
when a specific user input to the computer can be inferred to
be about to occur the computer can suggest that it performs
the action on the user’s behalf. Various algorithmic tech-
niques can be used to provide this type of functionality. One
example is a pure neural network—with the data from an
explicit model feeding directly into the neural network, such
a system can produce a projected user action based upon the
inputs. Either the Automatic Appropriateness Verification,
Manual Appropriateness Verification or Explicit Context
Model modules can positively reinforce such a system when
it correctly predicts an action, and negatively when it
incorrectly infers. Another example is a pure genetic com-
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putation technique. In this case, the explicit model feeds
context data into a genetic computation engine, which feeds
the data into a set of code generators that each can generate
rules as code fragments. Each rule is provided to the
Automatic Appropriateness Verification module, which
weights the appropriateness of the generator. If a given
system drops below a minimum level of appropriateness, it
is destroyed and replaced by a new generator created from
the existing set of valid generators. An example of an
implementation of the Implicit Context Model is a combi-
nation of these two techniques. In this case the genetic code
generators create a net of neural networks that compete in
computer action rule generation.

[0264] Note that while a separate model for automatic
appropriateness verification is shown (i.e., one that relies on
an explicit model of user context), there are also typically
appropriateness feedback mechanisms embedded in implicit
models. For instance, training can occur with the Implicit
Context Model by invoking logic that requires a minimum
data set (e.g., measured by a variety of characteristics,
including size of datastore of a particular attribute or length
of time the data was collected) or confidence rating (e.g.,
determined by a minimum number of times that the pattern
must have been repeated, or how similar the occurrences of
the pattern were). Users can also be allowed to train the
system explicitly by repetitively providing context values
(e.g., “I am in the car”, “I am in the office”, “I am cold”,
etc.).

[0265] In an alternative optimized embodiment, sets of
generic/representational context data are provided from the
explicit model to train the explicit model. As disclosed
elsewhere, such training information and the resulting
appropriate computer action suggestions can benefit from
thematic organization.

[0266] An example of use of the system involves the
system detecting a high correlation between the user tele-
phoning people who provide similar services to the user
(e.g., lawyers) from a specific location (e.g., work), and the
system can perform a task to display a customized phone
number list to the user when they are at work. A stronger
correlation could be detected related to the time of day or the
type of document the user is writing, thus increasing the
ability of the system to meet a confidence threshold that
allows presentation of the task to the user. In such situations,
an optimized list of phone numbers can be presented to the
user depending on the type of work the user is performing.

[0267] An Automatic Appropriateness Verification com-
ponent 204 is also present in the User’s Computer Environ-
ment to allow the system to check the inferences/suggestions
for computer-controlled actions from the Implicit Model for
appropriateness to the current user context. The component
also provides the Implicit Model feedback on the appropri-
ateness determination, so as to increase the speed and
accuracy of the Inference Engine’s ability to propose use
suggestions.

[0268] The component can be implement in a variety of
ways as long as tests are provided for appropriateness for
suggestions. They may also make use of directly, or maintain
separately, an explicit model of the user’s context. For the
Implicit Context Model to benefit from the learning oppor-
tunities presented when this module identifies the appropri-
ateness or fitness of a suggestion, a feedback path to the
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Implicit Context Model is provided. However, because of
the potential danger or inconvenience of computer con-
trolled actions that have not be verified by humans, there
preferably are dedicated mechanisms to minimize these
risks. Such mechanisms include logic targeted toward
actions that are potentially unsafe (e.g., presenting informa-
tion while the user is driving in congested traffic at high
speed) or irreversible (e.g., deleting information). In addi-
tion, even if deemed appropriate by this module, the sug-
gestion can additionally be provided to the Manual Appro-
priateness Verification module to allow the user the
opportunity to manually determine appropriateness. How-
ever, it is also possible for suggestions that have been
determined to be appropriate by this module to be automati-
cally executed without further user interaction.

[0269] The rules used in the module can be arbitrarily
complex. For example, attributes can be examined and
considered for the user’s attention, potential of hazard,
current task purpose or destination, user’s mood, etc. The
module can also maintain or share a set of attributes spe-
cifically designed to determine appropriateness of computer
suggestions based on a thematic organization of attributes.
For example, if the theme=skiing, then do not show any
news content, unless it is a government issued warning or an
emergency.

[0270] Because inference engines and implicit models can
be slow, in some embodiments much or all of the attribute
processing is performed when the system is under-utilized.
As an example, when the user is asleep and not using the
system, the system can be exploring new tasks to present to
the user for appropriateness. In one embodiment, the system
can test ideas against this module. When doing so, the
module could temporarily stop ‘dead path traversal’, and
could also allow for questions to be cached for later pre-
sentation to the user.

[0271] This module can also maintain not only the logic
used, but also what has been previously determined to be
appropriate. This can provide efficiencies for future deter-
minations, and for feedback to the Implicit Model. As some
context attributes may be dedicated to the task of determin-
ing appropriateness, the system can also flag attributes in the
Explicit Context Model as being related to this function.
This can provide algorithmic efficiencies and increased
privacy and security methods if desirable. If critical privacy
and security measures are needed (e.g., if the appropriate-
ness verification logic needs to be provided without the
user’s awareness), all of the attributes used for the determi-
nation of appropriateness can be duplicated or created
separately in a datastore managed by this module. This
module can also characterize a suggestion as pending, by
which it defers its progress through the system until a
context change. In addition, this module is not limited to
binary characterizations of appropriateness.

[0272] A Manual Appropriateness Verification module
205 is also present in the User’s Computer Environment to
provide the user (or an authorized human agent) the oppor-
tunity to determine the appropriateness of the computer
generated suggestions for computer action.

[0273] This manual feedback mechanism can be imple-
mented in a variety of ways. For example, if the system
presents a suggested rule to the user for verification, differ-
ent responses are possible. Whatever the user’s answer or
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rating of appropriateness, it can be feed back to the inference
engine, providing critical feedback necessary for machine
learning. Types of responses include the following:

[0274] “Yes, that is a good suggestion/rule, so perform
it. In the future, when the system decides the rule is
appropriate, the system should always perform the
suggestion without manual verification.”;

[0275] “Yes, that is a good suggestion, so perform it. In
the future, when the system decides the rule is appro-
priate, the system should ask for confirmation (because
it may not be, or because the user is not ready for the
system to always perform the action automatically).”;

[0276] “No, do not perform the suggestion. In the
future, the system should ask the user for confirmation
(because the suggestion was good, just not entirely
appropriate). In this case, the user could specify more
information to the system to improve the appropriate-
ness of the request.”; and

[0277] “No, do not perform the suggestion. In the
future, the system should not this suggestion (the
suggestion was totally inappropriate).”

[0278] A variety of other type of answer could also be
used, such as “why do you ask this?”. In this manner, users
can ask for an explanation of the proposed suggestion/task.
This allows the user to understand why the system presented
the task, and provides the user an opportunity to improve the
Implicit Model. An example of such an explanation facility
follows.

[0279] Example Situation:

[0280] System: Recommended that user takes anti-viral
cold medication.

[0281] User: Explain.

[0282] System: Appears that you are becoming ill.

[0283] User: Explain.

[0284] System: Your body temperature has recently
increased.

[0285] In the example, the system always monitors body
temperature, and has determined that an uncharacteristic
sustained rise in body temperature has occurred. This sug-
gestion could have been the result of symbolic logic that
looked for this pattern, or perhaps the system inferred this
since the last time(s) this occurred illness shortly followed.
However, the user knows he has just arrived in an unchar-
acteristically hot location. Thus, the user can direct the
system to propose the action in the future, but next time to
consider the surrounding temperature related to the rise in
body temperature.

[0286] Such explanation can be difficult to provide using
implicit models because of the nature of the algorithms. One
problem is the dataset grows significantly when it needs to
keep track of what led up to its inference. However, there are
still many indications that can be provided to the user of why
the system came up with its recommendation that make use
of the explicit model. For example, the data source (the
name/value pairs from the explicit model) can be weighted
for likely involvement by using the following techniques:
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[0287] Have any attributes (name/value) just changed
value? Especially ones that are highly derived or user set.
Though the indication could be wrong, as long as it has
better than random (i.e., causative and predictive) results it
can be useful in human understanding.

[0288] Does this result/suggestion have similarity to pre-
vious ones? There may have been a previous attempt at
explanation. Therefore, there may information useful from
previous analysis, or it may be illuminating to the user that
the similarity exists.

[0289] Are there one or more attributes that the user would
like to have this rule associated with? This is an attempt to
make progress toward providing the user with useful con-
text/action rules. Say the system suggests that [ may want to
call home. When asked whyj, it includes a stacked attributes
listing of what has changed; Time, Location, and Radio. It
may not be able to provide a description of a pattern such as
“on Tues I call home if I can’t be there by 7 pm.” However,
it knows that those are the attributes that have just changed
(there are also a hundred other fluctuations in attributes, like
car fuel, body temperature, etc., but unlike time and location,
that have been given high priority in the “what attributes are
related to this suggestion” algorithm. One way to implement
this is with another neural net).

[0290] The user can then indicate that the suggestion is
correct, that they do want to call home now, and indicates
that the Time and Location were relevant. This provides
positive reinforcement to both the suggestion-analysis net,
and the original follow-the-user-context net. The user can
also indicate that that the Radio attribute was not significant,
and so provide negative feedback.

[0291] These examples are not meant to imply that feed-
back is limited to binary choices. For example, the user can
also add that Day of Week is a significant attribute. This
analysis can also be associated with the pattern, which can
be named. Also, the user can then request that the inferred
rule, given the indications by the user of what the significant
explicit model attributes are, and the desired computer
action, save, enhance, modify the rule, including having it
incorporated with symbolic logic into the explicit model.

[0292] Various examples of using the disclosed techniques
now follow.

[0293] Appropriate Content

[0294] By reviewing logged user choices, patterns show-
ing user information preferences can be deduced without
direct user participation. The system can therefore cache,
and if desired/useful present, information appropriate to
their context.

[0295] By tracking the types of content the user chooses,
appropriate content can be gathered on their behalf

[0296] By reviewing logged user choices, patterns show-
ing user information preferences can be deduced without
direct user participation. The system can therefore cache,
and if desired present, information appropriate to their
context.

[0297] Self-Optimizing Uls

[0298] By reviewing user choices over time, patterns
showing user UI preferences can be deduced without direct
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user participation. The system can therefore provide optimal
presentation and interaction techniques appropriate to the
user’s context.

[0299] Machine learning algorithms that allow GUIs to
self-modify based on the history of a user’s actions. These
mechanisms, which would include a combination of learn-
ing algorithms searching for patterns in a journal file, would
propose and execute tasks to speed and simply a user’s
computer interaction.

[0300] By observing how and under what conditions a
user changes their computers presentation and interaction,
the settings can be changed on their behave.

[0301] Task Simplification

[0302] By tracking how user does repetitious tasks, the
computer can notice which steps are always the same, and
offer to do them automatically

[0303] Mentoring

[0304] Computer matches observed/modeled behavior to
established profiles, and offers behavior modification
reminders. Have health, entertainment, social and self-im-
provement applications.

[0305] A simple example is having an audio feedback
provided when  undesirable  vocalizations  occur
(“Like”“Umm”) or when the volume of the user’s voice
exceeds a threshold.

[0306] Other alternatives include the following:

[0307] User trains by repetitively telling the system con-
text values (“I am in the car”, “I am in the office”, “I am
cold”, etc.). Also, the system is pre-trained (e.g., by the
system supplier).

[0308] Weighting of computer proposed attributes using
context mappings: That might be Bob since that guy’s bald.
Might be kitchen if I see sink & fridge.

[0309] Linear combination of context states: There are n
attributes. There is an n-dimensional space. Pick n+1 wildly
different (preferably orthogonal) context states. For
example, one such state might be “mood=happy, location=
work, time=10:00 am . . . ” while another might be “mood=
sad, location=store, time=3:00 am . . . ”. Given a good
enough selection of these points, you can express any other
likely context state as a linear combination of them. For
instance, you might be 0.3 of the first state, 0.05 of the
second, etc. through all states.

[0310] A specific example of the use of automated learn-
ing techniques follows in which GUIs are modified based on
a history of a user’s actions. In general, problems occur
because GUIs are too complex and complicated for typical
users. In the illustrated embodiment, a mechanism is incor-
porated into GUIs that allow them to self-modify based on
the history of a user’s actions. This mechanism, which
includes one or more learning algorithms searching for
patterns in such actions (e.g., in a journal or history file),
would propose and execute tasks to speed and simply a
user’s computer interaction.

[0311] Examples of problems that typically occur with
GUISs include users repeatedly performing many of the same
actions (e.g., opening the same dialog boxes to open a file,
send it to someone, look up someone’s phone number, or
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find that new or bookmarked web page). In addition, the
specific actions required for a task are often not conceptually
related in the mind of the user to the objective that the user
is trying to accomplish. Users of such GUIs often desire that,
once they demonstrate what they want once and/or how to
do a task, that the computer should learn to skip most of
those steps the next time. Moreover, the computer should
recognize that the user performs the same actions at a
particular time or place, and should anticipate those actions
in the future.

[0312] Existing GUIs include rudimentary functionality to
allow a user to manually modify the GUI, but such func-
tionality has many problems. For example, some operating
systems allow a user to explicitly create shortcuts that
include a link to data or functionality not present in the
current location. While they provide some use in the hands
of skilled computer operators, they are rarely used by more
typical users. Similarly, some applications allow users to
explicitly define macros that gather multiple actions or
operations together, but such macros suffer from the same
(or even greater) deficiencies. Some graphical operating
systems (e.g., Windows 98) provide various ways for a user
to navigate information and functionality (e.g., pop-ups and
fly-over menus, shortcuts and links), but having such a
myriad of choices presents its own difficulties, and the
Windows shell appears to be near its limit for adding
additional such functionality.

[0313] In this illustrated embodiment, Windows (or
another operating system) is customized automatically by
using an inference engine hooked up to a clustering and
preference engine. In some situations, useful customization
can be as simple as sorting a list of actions by frequency of
use. In other situations, more sophisticated techniques pro-
vide more complicated customizations. In addition, in the
illustrated embodiment the techniques do not make changes
without explicit user approval and/or an “undo” functional-
ity.

[0314] FIG. 24 illustrates a loop including a well-con-
nected user’s actions. Data from the computing environment
is sampled, filtered, and stored as a pattern of explicit
variable values (e.g., context attribute values) and weighted
vectors. The filtering has its selectivity varied so that only
sometimes is a precise snapshot of a computer context
recorded, such as when a task being performed has already
been identified by the pattern recognizer as one with a high
likelihood of being repeated. The illustrated datastore is
managed for compactness and quick parsing. Aging the data,
such as by discarding low frequency state information, may
be applied to any variable or vector.

[0315] The Preference Pattern module provides a charac-
terization of what tasks the user may prefer to perform in the
near future. The module is continuously searched for strong
correlations between previous computer states and the cur-
rent one. Rules can be used to define what matches are of
interest, and/or to rank matches. When a strong match is
made, the illustrated inference engine initiates actions that
may be suggested or executed on the user’s behalf. The
likelihood of a pattern becoming a rule increases with its
repetition, user emphasis (e.g., user could emphasize “yes,
do this now” or “Yes, but not right now”—a “No, not ever”
provides a strong de-emphasis), or weighting from a sepa-
rate heuristic such as a learning style. Preferably, the infer-
ence engine is replaceable (e.g., to upgrade to a new engine)
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[0316] Example types of actions that the inference engine
could initiate include actions to modify the operating system
GUI (e.g., the Windows GUI), such as by providing a
shortcut list sorted by frequency of use, auto-finishing
directory searches that have begun to be specified, or imple-
menting learning preferences. In addition, a PIM (e.g.,
Microsoft Outlook) could be managed, such as to create,
modify and/or provide information related to contacts,
appointments, tasks. Communications could also be initi-
ated, such as prompting or preparing a phone call home
during the commute after work. Maps could also be dis-
played, such as to indicate a user’s current location and
locations where the user’s tasks occur. Web pages of nearby
businesses could also be cached and or analyzed, such as to
assist in locating an appropriate business in the future.

[0317] The learned actions are intended to propose to the
user tasks that they may want to do (e.g., when my location
begins moving from my house, show me the traffic map).
The suggestions are developed by watching for patterns in
the user’s previous actions. The guess is offered when there
is a high likelihood that the user is interested

[0318] Various commercial preference engines and clus-
tering engines are available, including from sources such as
www.cs.umn.edu/Research/Grouplens/, www.inference-
.com, www.likeminds.com, = www.hyperlogic.com/hl,
www.dkaweb.com, www.likes.com, etc. Thus, in some
embodiments one or more of these engines may be used,
while in other embodiments other engines (e.g., custom-
designed engines) may instead be used.

[0319] FIG. 25 is a flow diagram of an embodiment of the
Context-Based Automated Learning routine. The routine
combines explicit and implicit user modeling techniques and
uses feedback paths to speed machine learning and assure
appropriate computer actions, as is illustrated and is
described above.

[0320] FIG. 26 is a flow diagram of an embodiment of the
Self-Customizing Context Awareness routine. The routine
provides self-customizing of a model of the user’s current
context or situation, as is illustrated and is described above.

[0321] FIG. 27 is a flow diagram of an embodiment of the
Predict Appropriate Content routine. The routine predicts
appropriate content for presentation or retrieval, as is illus-
trated and is described above.

[0322] FIG. 28 is a flow diagram of an embodiment of the
Self-Optimizing Ul routine. The routine provides self-cus-
tomizing of software user interfaces, as is illustrated and is
described above.

[0323] FIG. 29 is a flow diagram of an embodiment of the
Task Simplification routine. The routine simplifies repetitive
tasks or situations, as is illustrated and is described above.

[0324] FIG. 30 is a flow diagram of an embodiment of the
Mentoring routine. The routine provides mentoring of a user
to promote desired change, as is illustrated and is described
above.

[0325] The above description of the illustrated embodi-
ments is not intended to be exhaustive or to limit the
invention to the precise form disclosed. While specific
embodiments of, and examples for, the invention are
described for illustrative purposes, various equivalent modi-
fications are possible within the scope of the invention, as
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those skilled in the relevant art will recognize. In addition,
the various embodiments described above can be combined
to provide further embodiments. All of the above mentioned
U.S. patents and applications are hereby incorporated by
reference. Aspects of the invention can be modified, if
necessary, to employ the systems, methods and concepts of
the various patents and applications described above to
provide yet further embodiments of the invention.

[0326] Those skilled in the art will also appreciate that in
some embodiments the functionality provided by the rou-
tines discussed above may be provided in alternate ways,
such as being split among more routines or consolidated into
less routines. Similarly, in some embodiments illustrated
routines may provide more or less functionality than is
described, such as when other illustrated routines instead
lack or include such functionality respectively, or when the
amount of functionality that is provided is altered. Those
skilled in the art will also appreciate that the data structures
discussed above may be structured in different manners,
such as by having a single data structure split into multiple
data structures or by having multiple data structures con-
solidated into a single data structure. Similarly, in some
embodiments illustrated data structures may store more or
less information than is described, such as when other
illustrated data structures instead lack or include such infor-
mation respectively, or when the amount or types of infor-
mation that is stored is altered.

[0327] From the foregoing it will be appreciated that,
although specific embodiments have been described herein
for purposes of illustration, various modifications may be
made without deviating from the spirit and scope of the
invention. Accordingly, the invention is not limited except as
by the appended claims. In addition, while certain aspects of
the invention are presented below in certain claim forms, the
inventors contemplate the various aspects of the invention in
any available claim form. For example, while only one some
aspects of the invention may currently be recited as being
embodied in a computer-readable medium, other aspects
may likewise be so embodied. Accordingly, the inventors
reserve the right to add additional claims after filing the
application to pursue such additional claim forms for other
aspects of the invention.

1-25. (canceled)

26. A method in a computing device for improving
responses to context information based on automated learn-
ing techniques, multiple responses each being associated
with a group of context information, the method comprising:

receiving indications of multiples responses previously
indicated by at least one user and of context informa-
tion related to each of the multiple responses;

automatically detecting a relationship between a group of
context information and one of the responses based on
the received indications; and

creating an association between the group of context
information and the one response, so that the one
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response can be provided in the future in response to a
context that matches the group of context information.

27. The method of claim 26 wherein the computing device
performs the method on behalf of a user of a thin client
computing device.

28. A computing device for improving responses to con-
text information based on automated learning techniques,
multiple responses each being associated with a group of
context information, comprising:

a learning component capable of receiving indications of
multiples responses previously indicated by at least one
user and of context information related to each of the
multiple responses, and capable of automatically
detecting a relationship between a group of context
information and one of the responses based on the
received indications; and

a response modifier component capable of creating an
association between the group of context information
and the one response.

29. The computing device of claim 28 wherein the com-

puting device is a wearable computer.

30. A computer system for improving responses to context
information based on automated learning techniques, mul-
tiple responses each being associated with a group of context
information, comprising:

means for receiving indications of multiples responses
previously indicated by at least one user and of context
information related to each of the multiple responses;

means for automatically detecting a relationship between
a group of context information and one of the responses
based on the received indications; and

means for creating an association between the group of

context information and the one response.

31. A computer-readable medium whose contents cause a
computing device to improve responses to context informa-
tion based on automated learning techniques, multiple
responses each being associated with a group of context
information, by:

receiving indications of multiples responses previously
indicated by at least one user and of context informa-
tion related to each of the multiple responses;

automatically detecting a relationship between a group of
context information and one of the responses based on
the received indications; and

creating an association between the group of context

information and the one response.

32. The computer-readable medium of claim 31 wherein
the computer-readable medium is a data transmission
medium transmitting a generated data signal containing the
contents.

33. The computer-readable medium of claim 31 wherein
the computer-readable medium is a memory of a computer
system.
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