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Abmoct-Packet radio (PR) ii a technology that extends the applica­
tion of. packet switching which evohred for networb of point-to-point 
communication lines to the domlin of btOldcat ndio. It offen a 
highly efficient way of ming a multiple accea ndio channel with a po­
tentially laqe number of moble mblcriben to sapport computer com· 
munication and to proride local distribution of information over a wide 
geopaphic uea. We dilcull the basic concepts of packet ndio in this 
paper and pment the recent tecbnology and system ldnncea in this 
field. Various aspects of spreld spectrum tnlUmislkm in the network 
enviromnent aie identifiecl ad our expedence with a teethed network 
in the San Frandsco Bay uea is dilcuacl. 

l. INTRODUCTION 

X EXCITING set of developments has taken place during 
the last few years in the field of digital radio networks. 
The advantages of multiple access and broadcast radio 

channels for information distribution and computer communi­
cations have been established and several experimental digital 
radio networks are now in operation. Packet radio is a perfect 
example of the rapid technological progress which has been 
achieved. It utilizes packet-switched communications and is 
particularly important for computer communications in the 
ground mobile network environment. In this paper, we pro· 
vide an overview of the basic concepts of packet radio and dis· 
cuss the recent technology and system advances in this field. 
We also address the closely related subjects of signaling in the 
ground mobile radio environment and the advantages of spread 
SPectrum technology in the multiple access network environ· 
ment. This paper is intended to be tutorial with emphasis on 
the current state-oMhe-art in packet radio. 

The rapid growth in packet communications which has taken 
place during the last decade following the successful develop­
ment of the ARP ANET [ 1 ], ( 2] is directly related to the in­
creasing demand for effective telecommunication service to 
handle computer communications [ 3] , [ 4] . Only in this time 
frame did it become cost effective to utilize minicomputers, 
and later microprocessors as packet switches in a large scale 
network [S]. In a packet-switched network, the unit of trans­
mission is called a packet. It contains a number of data bits, 
and is usually of variable length up to a maximum of a few 
thousand bits. A packet includes all the addressing and 
control information necessary to correctly route it to its 
destination. 

Packet switching was originally designed to provide efficient 
network communications for "bursty" traffic and to facilitate 
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computer network resource sharing. It is well known that the 
computer traffic generated by a given user is characterized by 
a very low duty cycle in which a short burst of data is sent or 
received followed by a longer quiescent interval after which 
additional traffic will again be present. The use of dedicated 
circuits for this traffic would normally result in very ineffi· 
cient usage of the communication channel. A packet of some 
appropriate size is also a natural unit of communication for 
computers. Processors store, manipulate, and transfer data in 
finite length segments, as opposed to indefinite length streams. 
It is therefore natural that these internal segments correSPond 
to the computer generated packets, although a segment could 
be sent as a sequence of one or more packets. Computer re­
source sharing techniques which exploit the capabilities inher­
ent in packet communications are still primarily in the research 
stage, but significant progress has already been achieved in this 
area [6]. 

The packet switching concept incorporates individual per­
packet processing by each switch or node in the network such 
that incremental network capacity can be dynamically allocated 
by a node immediately after it receives a packet; Each packet 
wends its way from node to node through the network until 
eventually it arrives at the final destination and is delivered. 
The transit time through the network is typically a fraction of 
a second. Due to the low duty cycle of individual user traffic;, 
allocating a portion of the network capacity for that user in 
advance (e.g., to provide a dedicated circuit) could also lead to 
very inefficient use of the network resources even if the alloca­
tion is valid over a very short time. 

An essential attribute of any network is its ability to provide 
full connectivity among all network participants. Full con· 
nectivity implies that any set of computers can communicate 
subject only to the overall network performance and adminis­
trative limitations. Specific performance parameters or con­
straints such as throughput, delay, cost and reliability are usu­
ally quite important to the critical mass of interconnected 
subscribers. Within a given network environment, delay, 
throughput, and cost are intricately related because lower de· 
lay usually means higher data rates which, in turn, implies 
higher throughput and greater cost. Of course, the delay can 
never be reduced below the speed of light propagation delay. 

Packet radio [ 7 J is a technology that extends the original 
packet switching concepts which evolved for networks of 
point-to-point communication lines to the domain of broad­
cast radio networks. The rapid development in this area has 
been greatly stimulated by the need to provide computer net­
work access to mobile terminals and computer communica­
tions in the mobile environment. Packet radio offers a highly 
efficient way of using a multiple access channel, particularly 
with mobile subscribers and large numbers of users with 
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bursty traffic. During the early l 970's, the ALOHA project 
at the University of Hawaii demonstrated the feasibility of 
using packet broadcasting in a single-hop system (see reference 
[ 8], [ 9 J ). The Hawaii work led to the development of a mul­
tihop multiple access packet radio network (PRNET) under 
the sponsorship of the Advanced Research Projects Agency 
(ARP A). The PRNET is a fundamental network extension 
of the basic ALOHA system and broadens the realm of packet 
communications to permit mobile applications over a wide 
geographic area. The use of broadcast radio technology 
for local distribution of information can also provide a 
degree of flexibility in rapid deployment and reconfigura­
tion not currently possible with most fixed plant installations. 
Although the original impetus for packet radio development was 
and still is largely based on tactical military computer com· 
munication requirements [IO] , the basic concept is applicable 
to an extremely wide range of new and innovative computer 
communication applications never before possible in any prac­
tical way. 

In addition to the strong ARP ANET and ALOHA system 
ip.fluences, three technical developments in the early l 970's 
were largely responsible for the evolution of packet switching to 
the radio environment. The first was the microprocessor and as­
sociated memory technology which made it possible to incorpo­
rate computer processing at each packet radio network node in 
a form that was compatible with mobile usage and portable 
operation. The second was the reduction to practice of sur­
face acoustic wave (SAW) technology which can perform 
matched filtering (to receive wide-band radio signals) on a very 
small substrate of quartz or similar piezo-electric material. 
The third development was purely conceptual and involved an 
awareness within the computer and communications commu­
nities of the importance of "protocols" in the development of 
network management strategies. It was upon those three pil­
lars that the technical approach to the PRNET was founded. 

Packet radio network technology will be essential for 
military and other governmental needs as terminals and com· 
puter systems become pervasive throughout essentially all 
aspects of their operations. Initially, the needs for radio-based 
computer communications are expected to be prevalent in 
training, on or near the battlefield, and for crisis situations. The 
first operational systems, even if of limited availability, are 
most likely to be deployed for use in one of these areas where 
a higher relative cost of providing the advanced capability can 

. be tolerated. Within the civilian sector, there is also a strong 
need for terminal access to information in the mobile environ· 
ment, but the cost of service to the user (e.g., personal ter· 
minal, tariffs) will dictate when such capabilities should be 
publicly provided. We expect to see a considerable increase in 
the usage of civilian terminals and microcomputers "on the 
move" during the early 1980's but, in contrast to the military 
environment, these applications are expected to involve 
relatively simple equipment, reduced capabilities and lower 
costs. 

All users in a packet radio network are assumed to share a 
common radio channel, access to which is controlled by micro· 
processors in the packet radios. In contrast to a CB radio 
channel in which contention for the channel is directly con· 
trolled by the users (who at best can do a poor job of schedul· 
ing the channel), the packet radio system decouples direct 
access to the channel from user requests for channel access. 
Within a fraction of a second, the microprocessors can dy­
namically schedule and control the channel to minimize or 
avoid conflicts (overlapping transmissions) particularly when 
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the transmissions are very short. The use of computer control 
for channel access can lead to very efficient system operation 
relative to other more conventional manual methods of access 
control [ 11 ] . 

In recent years, the subject of efficient spectrum utilization 
has received increasing attention. A special issue of IEEE 
Transactions on Electromagnetic Compatibility on spectrum 
management [ 12] addresses this topic in considerable detail. 
This subject is not addressed further in this paper, other than 
to note that because of its capability for dynamic allocation of 
the spectrum, packet radio is a particularly good choice to 
obtain efficient utilization for bursty traffic. The ability to 
achieve effective usage of the spectrum will be a central factor 
along with cost in determining the ultimate viability of radio 
based networks for local distribution of information. 

In this paper, we discuss the basic concepts of packet radio 
and present the recent technology and system advances. In 
Section II, we indicate various capabilities and services which 
a packet radio network might provide. In Section III, we 
consider the problem of signaling over a ground radio channel 
with all its attendant environmental factors. In Section IV, 
we discuss the basic operation of a packet radio network with 
underlying emphasis on the network elements and system 
protocols. In Section V, we discuss several advanced system 
capabilities for operation and control of the packet radio 
system. In Section VI, we separate out a subject of particular 
interest, namely spread spectrum transmission in the network 
environment. Although a packet radio system need not 
employ spread spectrum, there are several noteworthy 
attributes arising from its use. The experimental packet radio 
network (PRNET) under development by the ARP A is dis­
cussed in Section VII. The final section contains conclusions. 

II. CAPABILITIES AND SERVICES OF A PR NE1WORK 

A primary objective of a packet radio network is to support 
real-time interactive communications between computer 
resources (hosts) connected to the network and user terminals 
(e.g., terminal-host, host-host, and terminal-terminal interac­
tions). In order to satisfy this objective, the network should 
provide certain basic capabilities and services which can be 
grouped roughly into two categories: those which are always 
or automatically provided by the network and those which 
a user may select based on his application. The former cate· 
gory includes such capabilities as network transparency, area 
coverage/connectivity, mobile operation, intemetting, coex­
istence, throughput with low delay, and rapid deployment. 
The last category includes error control options, routing 
options, addressing options, and services for various tactical 
applications. 

We identify here a few of these basic packet radio network 
services and capabilities. While the list is not intended to be 
exhaustive, those items on it are all major factors of interest. 

We assume that computer resources (hosts) need to be 
connected with each other and with individual users who 
might access data bases, manipulate files, run programs or 
write and execute programs to run on remote hosts. The 
packet radio network merely provides a high throughput, low 
delay means of interconnection for the (potentially mobile) 
community of users. Many of these operations will be inter· 
active, with a computer response to a remote user entry being 
desired in real-time. Although the primary objective of the 
net is to provide service to computer communication traffic, 
other types of service, such as might be required for real-time 
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speech, can be accommodated along with the capability for 
end-to-end security based on packet encryption techniques. 

A. Transparency 

The basic internal operation of the network should be 
transparent to the user. We use this term to mean that all 
user data presented to the net should be delivered to the 
destination without modification of the information content 
in any way. Only the data to be delivered, and the necessary 
control and addressing information should be required of the 
user as input. All other aspects of routing, reliable delivery, 
protocols and network operation should be handled by the 
network itself. Only in the case of communication difficulties 
should the user or user process be advised of internal network 
status. Transparency is desirable in order to allow the net­
work to regulate and optimize its internal flow of traffic in a 
global manner without unnecessary constraints applied by 
users. The users, in turn, need not be concerned with the 
activities taking place in the net or their effect on network 
operations, but need only specify the services desired. 

B. Area Coverage and Connectivity 

Area coverage with full connectivity should be provided. 
For ground mobile radio, network diameters on the order of 
100 miles are appropriate, but the system architecture should 
allow the geographic area of coverage to be expanded at the 
expense of increased end-to-end delay across the network. 
All valid traffic originators within the net must be provided 
connectivity with all other valid receivers subject only to the 
overall reliability and performance of the system. The net­
work need have no prior knowledge of which users may wish 
to connect to which other users or resources in the net. This 
is particularly important (and necessary) for the mobile 
subscribers. 

C. Mobility 

The system should support mobile terminals and computers 
at normal vehicular ground speeds within the area of coverage. 
Packet radios in mobile applications must satisfy reasonable 
size, weight, and power consumption constraints. 

D. lntemetting 

The packet radio network structure should be capable of 
internetting in such a way that a user providing a packet 
address in another net can expect his network to route the 
associated packet to a point of connection with the other net 
or to an intermediate (transit) net for forwarding. Similarly, 
arriving internet packets should also be routed to the local 
user. 

E. Coexistence 

Radio frequency characteristics of the packet radio system 
should allow coexistence with existing users of a chosen 
frequency band. This could provide a greater degree of spec­
trum sharing, particularly among similar systems, and may 
facilitate the introduction of the technology in new geographic 
locations. · 

F. Throughput and Low Delay 

The capacity of the packet radio system should allow for 
variable length packet sizes up to a few thousand information 
bits, and provide delivery of packets with delays on the order 
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of 0.1 s in nets of 100 mi area coverage size. Parameters on 
this order are required to provide the real-time interactive 
services, and to accommodate efficient data transfers. With 
100 kbits/s signaling rates, a maximum packet size might be a 
few thousand bits. 

G. Rapid and Convenient Deployment 

Deployment of the packet radio net should be rapid and 
convenient, requiring little more than mounting the equipment 
at the desired location. No alignment procedure should be 
required, and in most applications omni-directional antennas 
would be used, thus eliminating the need for antenna align­
ment. Once installed, the system should be self-initializing 
and self- organizing. That is, the network should discover the 
radio connectivity between nodes and organize routing strate­
gies on the basis of this connectivity and on the source/ 
destination data of traffic presented to the net. Packet radios 
should be capable of unattended operation. 

H. E"or Control 

Data integrity is crucial for most computer applications. 
Error control should be provided by the network, so that 
packets delivered to a user with undetected errors occur less 
frequently than about one in 1010 packets. This is a critical 
requirement for computer communications, since even one 
undetected error in a large file may render it useless or cause 
troublesome and unpredictable problems during subsequent 
use of such a file. While detection of errors is essential, 
choices exist in dealing with the detected errors. In some 
cases, error detection and retransmission may be used, while 
in other environments, more sophisticated forward error cor­
rection technology must be used in order to maintain satis­
factory throughput and delay when communicating through 
land mobile radio channels. 

I. Routing Options 

The network should support efficient communication 
between any pair of users and the capability for users to 
broadcast a packet to a subset or to all users on the net. Land 
mobile radio traditionally has been used for point-to-point 
voice communications. Dispatching services, walkie talkies, 
and, recently, CB radio all have supported a broadcast mode 
of operation as well. These capabilities could be requested by 
a "type of service" field provided by the user in the packet 
header. 

J. Addressing Options 

The network should provide a capability for addressing a 
subset of the network participants and for efficiently establish­
ing communication among them. This might be used for 
real-time conferencing or to support message delivery to a 
list of addressees with the minimum ·number of network 
transmissions. Logical network connectivity is a necessary 
foundation upon which protocols for these services can be 
built. 

K. Tactical Applications 

In tactical military applications, the RF waveform used by 
packet radios should provide resistance to jamming, spoofing, 
detection, and direction finding. In many cases, waveforms 
with these capabilities lead natural)y to the capability for 
position location and relative navigation. With the addition of 
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a communication security function, the packet radio net 
would then provide an integrated communication, navigation, 
and identification system for secure tactical use. 

III. SIGNALING IN THE GROUND RADIO 

ENVIRONMENT 

Packet radio technology is applicable to ground-based, 
airborne, seaborne, and space environments. In this paper, we 
focus on ground-based networks which encounter perhaps the 
most difficult environment in terms of propagation and RF 
connectivity. Ground radio links, particularly when mobile 
terminals are involved, are subject to severe variations in 
received signal strength due to local variations in terrain, 
man-made structures and foliage. In addition, reflections give 
rise to multiple signal paths leading to distortion and fading 
as the differently delayed signals interfere at a receiver [ 13] . 
As a result of these phenomena, RF connectivity is difficult 
to predict and may abruptly change in unexpected ways as 
mobile terminals move about. An important attribute of a 
packet radio system is its self-organizing, automated network 
management capability which dynamically discovers RF con­
nectivity as a function of time for use in packet routing. The 
multipath phenomena also provide a strong motivating factor 
for the use of spread spectrum waveforms in packet radio 
systems. In the paragraphs which follow, we first bound 
(roughly) the radio frequency choices which are most appro­
priate for ground-based radio networks. We then discuss 
the characteristics of propagation path loss, multipath effects, 
and man-made noise at these frequencies, and conclude with a 
discussion of spread spectrum signaling [ 14] and its applica­
bility to ground-based packet radio systems. 

A. Frequency Band 

The operational characteristics of the radio frequency band 
have a major impact on the packet radio design. The lowest 
and highest frequencies which can be used for a packet radio 
system are determined primarily by considerations of band­
width and propagation path loss (and the associated RF power 
generation requirement) respectively. 

The required systems bandwidth effectively determines the 
lowest desirable radio frequency in two ways. Practical, 
cost-effective radio equipment is difficult to achieve if the 
ratio of RF bandwidth to RF center frequency is much larger 
than about 0.3. This lower bounds the range of acceptable 
RF center frequencies. In practice, a center frequency well 
in excess of this lower bound is also desirable if the received 
signals would otherwise have too wide a multipath spread 
(e.g., due to sky wave phenomena at HF). For a packet radio 
system to deliver 2000 bit packets through a network with 
delays on the order of a tenth of a second, the data rate of 
the system must be in the range of a few hundred kilobits 
per second, which implies RF bandwidths of a few hundred 
kilohertz. From an implementation point of view, then, the 
RF center frequency should be at least a few megahertz, or 
in the lower high-frequency (HF) band extending from 3 MHz to 
30 MHz. Propagation in the HF band can provide long distance 
communication due to sky wave reflections from the earth's 
ionosphere, but the propagation suffers from noticeable multi­
path spreading of the signal which, as will be described later in 
the section, limits the data-rate of signals which can be used. 
Multipath spreading in the very-high-frequency (VHF) band 
from 30 MHz to 300 MHz, where line-of-sight propagation 
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dominates, is typically reduced to a few microseconds as 
compared to the millisecond spreads encountered at HF, and 
data rates on the order of a hundred kilobits can be supported. 
Multipath fading and distortion are still a problem at VHF, 
particularly for terminals which are mobile or do not operate 
with radio line-of-sight. However, diversity techniques or the 
spread spectrum signaling techniques discussed later can over­
come these difficulties. 

The upper limits on usable radio frequencies for packet 
radio are primarily established by propagation path loss. As 
the operating frequency rises to about 10 GHz, absorptive 
losses due to the atmosphere and rain rapidly increase, and the 
resulting radio range is reduced accordingly. In general, packet 
radio systems must use closely spaced relays in order to pro­
vide adequate area coverage at these frequencies. The cost of 
providing a dense relay population may be acceptable if the 
distribution of users is also dense and if packet radios co­
located with the users can provide the relay function. For 
most applications, however, 10 GHz is a practical upper limit 
for a useful radio frequency in a ground-based packet radio 
system. We conclude, then, that practical packet radio sys­
tems should use radio frequencies in the upper VHF band, in 
the ultra-high-frequency (UHF) band from 300 MHz to 3 GHz, 
and in the lower portion of the super high frequency (SHF) 
band from 3 GHz to 30 GHz. 

An additional factor which must be considered for opera­
tion14 systems is the authorization to radiate packet radio 
transmissions. The VHF and UHF bands are already heavily 
allocated. The use of spread spectrum signals potentially 
could allow coexistence of a packet radio system with exist­
ing users of some frequency band. However, this is a rela­
tively new concept from the regulatory point of view, and 
significant technical issues would have to be resolved to 
establish the feasibility of coexistence. 

The discussion of propagation, multipath, and background 
noise which follows focuses on the UHF band, although, 
qualitatively, the phenomena discussed apply to the VHF 
and SHF bands as well. Later sections of the paper describe 
an experimental packet radio which operates at 1710-1850 
MHz in the upper UHF band. 

B. Propagation Characteristics 

Packet radio network operations would be greatly simplified 
if all radios were sited such that a radio line-of-sjght path 
existed to nearby radios. Link design procedures for such 
paths are well understood, and RF connectivity within the 
network would then be fixed and reliable. Such stringent 
restrictions on siting are not reasonable from the user point 
of view, however. Many users of a packet radio network will 
have to operate from facilities previously established without 
consideration of radio propagation. Use of packet radio in a 
mobile environment would be almost useless if siting were 
required for reliable operation. 

The minimum theoretical path loss is achieved on a radio 
link in free space (i.e., a vacuum), where received signal 
strength decreases as the inverse square of link range. For a 
ground radio link, the path loss of free space may be ap­
proached on a link having a radio line-of-sight path, although 
even under this desirable condition diffraction and multipath 
phenomena can greatly reduce received signal strength. 

When a radio line-of-sjght path does not exist on a given 
link, one can still speak of sited or non-sited terminals, due to 
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Fig. 2. Path loss versus range. 2-m transmitter height. 

the strong influence of shadowing by local terrain and objects 
and of the elevation of the antenna above the ground. A sited 
terminal is one which has been located to avoid surrounding 
obstacles and whose antenna has been elevated to the maxi­
mum extent possible, while a terminal operating from a mov­
ing vehicle would generally be nonsited. 

Average path attenuation exceeds that of a free space radio 
link by a significant amount in the ground radio environment, 
depending on the type of terrain and the elevation of the radio 
antenna. The curves in Fig. 1 and 2 show path loss as a func­
tion of link range for a frequency near 1 GHz, and illustrate 
these dependencies for two different transmitter heights. 
These curves are typical of propagation of UHF, and the varia­
tion of mean path loss as a function of frequency is typically 
much less than the variations due to terrain at a particular 
frequency. For example, the mean path loss from 700 MHz to 
2000 MHz varies about 8 dB, while path loss at a 20-km range 
is seen from the figure to exceed that of free space by 25 to 
80 dB depending on terrain and antenna heights. Further­
more, the path loss in urban and suburban areas, where many 
area coverage packet radio net applications might occur, is 
more severe than that of most natural terrain. The curves 
shown reflect average values of path loss which apply to a 
link of a given length which is randomly selected without 
regard to user siting. Well sited radios will typically encounter 
less path loss than shown in the curves, while poorly sited 
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radios will encounter larger path losses [35), [36). These 
factors lead to large variations in achievable radio range among 
users and make RF connectivity difficult to predict in a large, 
mobile user community. The objective of packet radio net 
design is to overcome this difficulty without placing undue 
restrictions on allowable user locations. In general, this 
requires automated network management procedures capable 
of sensing the existing RF connectivity in real-time and 
instantly exploiting this connectivity for network control 
and packet routing. 

In addition to the wide variations in path loss, the ground­
mobile, nonsited radio channel is subject to the effects of 
multipath propagation. When several differently delayed 
versions of the radio signal arrive at a receiver, constructive 
and destructive interference results. For stationary users, the 
effect of this phenomenon is that additional attenuation of 
the signal may be observed when the receiver is located at a 
point on the ground where the signal interference is destruc­
tive. Nulls on the order of tens of decibels may be observed. 
When communicating users are in motion, or when a multipath 
component arises from a moving reflector, received signal 
strength fading is observed as a function of time. The rate of 
fading is proportional to the velocity of user motion. Move­
ment by a mobile user of only a few meters can cause received 
signal strength to drop below the threshold of the receiver, 
thus effectively disabling the link. Radio connectivity to a 
mobile terminal may change dramatically even for small dis­
placements, and for continuous motion, signal strength may 
fluctuate above and below the receiver threshold several times 
during the reception of a packet, causing several short bursts 
of errors in the data or even loss of synchronization altogether. 

We assume the modulation technique used by the packet 
radio results in a transmitted signal which is structured as a 
sequence of identifiable segments called symbols, where each 
symbol is one of a finite set of waveforms. In a simple binary 
modulation technique, one of two symbols is selected for 
each transmitted bit, depending on the value of the bit. In a 
spread spectrum system, the set of symbols may change with 
time, but a binary system would still choose each transmitted 
symbol from the set of two, which is in use at that particu­
lar time. Typically, a receiver processes the arriving waveform 
symbols one at a time, making a decision on each one as to 
which of the finite set has been received. The existence of 
multipath signal components affects the reliability with which 
symbol decisions can be made by causing symbol distortion 
and intersymbol interference. Intersymbol interference occurs 
when a symbol is overlapped by the delayed components of 
adjacent symbols. Such interference can lead to lower limits 
on symbol error probability which cannot be improved by 
increasing the signal to additive noise ratio on the radio link. 
When simple modulation techniques, such as phase-shift key­
ing (PSK), are used, the symbol rate must be low enough that 
only a small portion of the symbol is overlapped by multipath 
signals of adjacent components. More sophisticated receivers 
(e.g., using adaptive equalization) can improve performance by 
suppressing the multipath components, but in order to do so 
they must rapidly obtain good estimates of the channel im­
pulse response, which can be very difficult if not impossible 
to achieve. Spread spectrum signals are capable of reducing 
intersymbol interference effects, as described in Section 
III-D. 

One way to break through the intersymbol interference barrier 
and achieve megabit rates with binary signaling is to use an 
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Fig. 3. Received multipath energy. 

estimator-correlator type of receiver, such as typified by the 
RAKE structure [ 1 S] and its successors [ 16] , [ 1 7] . This 
type of receiver, which is relatively complex, first estimates 
the channel impulse response and then adjusts its matched 
filters accordingly to match the channel characteristics. An 
alternative approach is to use M-ary, rather than binary, 
signaling to increase the bit rate to the desired value while 
still keeping the symbol rate sufficiently low to avoid the 
intersymbol interference problem. For example, a maximum 
rate of 2SOK symbols per second is reasonable to expect 
with a 4-µs multipath spread; thus four bits per symbol will 
be needed to achieve a 1-Mbit transmission rate. In this 
example, the symbol alphabet must contain at least 16 signals, 
each of 4-µs duration. The M-ary receiver may be relatively 
complex compared with more conventional schemes such as 
binary modulation. 

In addition to causing intersymbol interference, multipath 
distorts individual symbols by smearing the received signal 
components over time. Another view of this effect can be 
seen in the frequency domain. If signal components arrive 
with differential propagation delay spread dt seconds, nulling 

· of RF signal components occurs at intervals on the order of 
Be = 1/dt. If the spectral width of the signal exceeds the value 
Be, called the channel coherence bandwidth, notches occur in 
the received signal spectrum spaced Be Hz apart. A matched 
filter receiver designed to match the undistorted ( or unnotched) 
symbol spectrum will thus suffer a loss in detection per­
formance since it is no longer matched to the actual received 
signal. Either the symbol rate must be restricted so that the 
signal spectrum falls mainly within the channel coherence 
bandwidth or other techniques such as spread spectrum must 
be used to suppress the distortion. 

Fig. 3 illustrates the received multipath energy as a function 
of delay for an urban propagation path at 1370 HMz as mea­
sured with a spread spectrum test waveform. Note that sig­
nificant delay components span a 3-µ.s interval. The figure 
illustrates the presence of several major multipath components 
for each symbol. Ideally, without multipath, the received 
energy would be concentrated at the beginning of each symbol 
in a single pulse of short duration. Thus a simple binary 
modulation system such as phase shift keying would begin to 
suffer significant intersymbol interference and symbol distor­
tion at data rates exceeding a few hundred kilobits per second. 
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C. Man-Made Interference 

Man-made interference in the RF frequency band includes 
both intentional and unintentional interference. Resistance 
to intentional interference (jamming) is of utmost importance 
in tactical military applications and strongly affects the details 
of waveform design and system complexity. Unintentional 
interference results from sources such as automobile ignition 
spark discharges, arc-welders, electric trains, radars, and ac 
power distribution systems. These sources of interference can 
be characterized as· impulsive in nature. Such interference is 
often generated at relatively low signal strength levels, but in 
some environments, such as urban areas, the density of inter­
ference sources is high enough that packet radios will be near 
enough to some of them to encounter impulsive interference 
levels which are 60 to 80 dB above the thermal noise level of 
the receiver. Measurements near major roads and freeways 
[ 13] indicates that packets of 10-ms duration would typically 
suffer interference from several impulses of this magnitude 
during reception in such areas. Packet radios in such an en­
vironment might therefore experience a few bit errors in 
almost every packet received, and would require forward 
error correction in order to maintain system throughput. 

D. Spread Spectrum Waveform Design Considerations 

The packet radio signaling waveform must be designed to 
perform well with respect to both the natural environment 
and the induced environment arising from both intentional and 
unintentional interference including system self-interference 
arising from the multiple access/random access nature of the 
packet radio system. We have already noted that the limita­
tions on signaling rate due to multipath can be reduced by 
using spread spectrum techniques. In addition, spread spec­
trum provides rejection of interference and the ability to 
coexist with other signals in the RF band. For these reasons, 
we consider spread spectrum signaling and identify the per­
formance attributes of two major types of spread spectrum 
signals which make them well suited for packet radio appli­
cations. We do not consider non-spread signaling waveforms 
in this paper, nor other bandwidth expansion techniques such 
as FM. It should be noted that spread spectrum is, in reality, 
nothing more than a particular form of low rate coded trans­
mission and that higher data rates are possible to achieve 
in principle through the use of more sophisticated systems 
which couple coding techniques directly with bandwidth 
expansion. However, engineering and implementation of 
these coded systems can be quite difficult, particularly at 
bandwidths in excess of a hundred megahertz. The following 
discussion illustrates that a variety of spread spectrum systems 
are well suited to deal with the RF environment, both natural 
and man-made. 

The most commonly used forms of spread spectrum wave­
forms are direct sequence pseudo-noise (PN) modulation, 
frequency hopped (FH) modulation, and hybrid combinations 
of the two. A typical form of PN modulation is illustrated 
in Fig. 4(a). A source produces binary data at a rate of R bits 
per second. A pseudo-random generator produces a stream of 
binary "chips" at nR chips per second where n is an integer 
which is one or more orders of magnitude greater than unity. 
The term "chip" is used to distinguish the PN stream, or chip 
pattern, from the data stream. Each data bit is modulo two 
added to a sequence of n chips to form a "PN modulated" 
data stream which is then input to a modulator in order to 
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Fig. 4. (a) Pseudonoise spread spectrum modulation. (b) Psuedonoise spread spectrum demodulation. 

convert it to an analog form suitable for transmission over the 
radio channel. The phase shift keying modulator illustrated 
in the figure is one way of accomplishing this digital-to-analog 
conversion. A typical form of demodulation is shown in 
Fig. 4(b). The effect of PN modulating the data stream is to 
increase the digital rate going into the PSK modulator from 
R bits per second to nR chips per second. Consequently, the 
occupied RF bandwidth of the resulting waveform is increased 
by a factor of n. 

Several benefits are received in return for this increased 
bandwidth. 

1) By using matched filter or correlation techniques, the 
signal-to-noise ratio is improved by a factor called the pro­
cessing gain which is equal to 10 log(n) dB in the above system. 
This improvement is realized with respect to both interference 
and receiver thermal noise as long as the interference in the 
RF channel is not highly correlated with the chip sequence 
used to encode a particular bit. In tactical systems, it is neces­
sary to continuously change the chip pattern with time, so 
that a jammer cannot mimic or replay the waveform to appear 
as a highly correlated signal at the receiver. 

2) The wide-band PN waveform can provide the ability to 
separate the various multipath signal components using correl­
ation or matched filter techniques. Once separated, these 
signal components can be combined to reduce signal fading 
over time and improve signal-to-noise ratio. In addition, a 
suitably wideband signal will experience frequency selective 
fading only over small portions of the band. The received 
energy is therefore relatively constant over time and the 
overall communication reliability is quite similar to that of a 
frequency diversity system. 

3) Because the signal is spread over a wider bandwidth than 
would be required for transmission of the signal without PN 
modulation, the spectral density of the signal is reduced for a 

constant transmitted power level. This factor coupled with 
the pseudo-random nature of the waveform gives the system a 
lower electromagnetic profile. 

4) If the PN chip sequence used changes with each bit, the 
waveform will have a strong capture property, as explained in 
Section VI. Capture is the ability of a receiver to correctly 
receive one packet in the presence of other interfering packets. 
The capture property greatly enhances multiple access 
efficiency. 

5) By using different PN chip patterns, various groups of 
users can coexist in the same area with greatly reduced inter­
ference. This "code division multiple access" (CDMA) capa­
bility again depends on the ability to receive one chip pattern 
while rejecting others as noise by using matched filter or 
correlation techniques. 

6) Intersymbol interference may be suppressed even if the 
same chip pattern is reused for each symbol provided that the 
multipath spread is only a fraction of a symbol duration. If 
the multipath spread exceeds a symbol duration, intersymbol 
interference can still be suppressed if chip patterns are changed 
from symbol to symbol. 

Fig. 5 illustrates one of many variations of a frequency 
hopped system. Data from the source is input directly to a 
modulator, in this example a frequency-shift keyed (FSK) 
modulator is assumed, to produce a signal which might ordi­
narily be converted to a fixed RF frequency for transmission. 
In this case, however, a programmable synthesizer is used as 
a local oscillator (LO) to dynamically select the RF frequency 
for transmission. The LO pseudorandomly hops among n 
frequencies over time as determined by a suitable algorithm. 
As with PN modulation, the bandwidth used by the system is 
n times that used without frequency hopping and the wider 
bandwidth of a FH system yields certain advantages in return 
for expanded bandwidth. 
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Fig. s. (a) Frequency hopped spread spectrum waveform generation. (b} Frequency hopped spread spectrum 
· reception. 

1) The degree of interference rejection afforded by a FH 
system depends on the rate with which the RF carrier fre­
quency changes and on auxiliary techniques such as forward 
error correction. The basic concept is that data may be re­
ceived in error when transmission occurs on frequencies sub­
ject to strong interference, but that data correctly received on 
other frequencies subject to weaker interference will allow 
error correction to restore the lost data. In tactical systems, 
it is often required that the hopping rate of the system be 
sufficiently fast that a jammer cannot detect the frequency 
being used and jam this frequency while it is still being used 
because of the time delay accumulated by the signals during 
propagation over normal operational distances. If the inter­
ference is distributed uniformly over all n hopping frequencies, 
then, as in the PN system, the system may realize an average 
signal-to-noise ratio improvement of 10 log(n) dB by filtering 
the instantaneously correct RF band from the total RF 
bandwidth. 

2) FH systems do not inherently suppress multipath fading 
effects. However, if the average frequency spacing between 
successive hops exceeds the channel coherence bandwidth, 
diversity reception may be implemented by sending data once 
on each of two or more successive hopping frequencies. 

3) The coexistence properties of FH are different from 
those of a PN system. A PN system has reduced spectral 
density. A FH system also has reduced spectral density, when 
the spectrum is averaged over many hops. However, the 
shorter term spectral density in any portion of the band will 
be relatively high during the 1 /n fraction of the time that this 
portion of the band is selected for transmission. As a result, 

FH systems may interfere with other systems which are sensi­
tive to low duty cycle interference due, for example, to loss 
of synchronization when the FH signal falls in-band. 

4) The capture properties of an FH system are very effective, 
since the filtering process in an FH receiver may be able to 
handle interference over a wider dynamic range than is pos­
sible in a PN system. 

5) If they use different hopping patterns, FH techniques 
can support overlayed CDMA networks in a common area 
thus yielding increased throughput in the FH band. 

6) If each RF hop is used to transmit exactly one data 
symbol, FH systems can suppress intersymbol interference. 
Symbol distortion, however, may still occur if the signaling 
rate is high enough that the short-term signal spectrum sig­
nificantly exceeds the channel coherence bandwidth. It is 
usually necessary to use a noncoherent signaling technique in 
FH ground radio systems, since the medium may destroy 
signal coherence from symbol to symbol due to frequency 
hops that exceed the channel coherence bandwidth. 

Combinations of FH and PN techniques can result in a 
waveform with desirable attributes of both techniques. For 
example, on each RF hop, one could transmit one of M PN 
sequences in order to send log2M bits of information. Such 
a technique could achieve diversity reception, based on sup­
pression of multipath components and reduced symbol dis­
tortion, but a receiver for this type of system can be complex. 

N. BASIC SYSTEM CONSIDERATIONS 

In this section we introduce the basic packet radio system 
concepts along with a description of the key elements and how 
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they work. We describe two key routing options (point-to 
point and broadcast) and the protocols which support them. 
Packet radio combines the use of time division multiple access 
with radio broadcasting to form a powerful, self-organizing 
store-and-forward network. We begin with a discussion of 
the multiple-access channel and its control. 

A. The Multiple Access Channel 

A multiple access (MA) channel is one which two or more 
users may nominally share at the same time. A simple form of 
MA channel is obtained by partitioning the channel into 
separate nonoverlapping frequency subbands with each user 
assigned to a separate sub band. Another form of MA channel 
is obtained by scheduling each user's transmission to occur in 
short nonoverlapping intervals in time. In the first case, 
known as Frequency Division Multiple Access (FDMA), each 
user has access to a dedicated portion of the channel at all 
times. In the second case, known as Time Division Multiple 
Access (TOMA), each user has access to the whole channel for 
only a portion of the time. In these two cases, the signaling 
waveforms are orthogonal in frequency and time, respectively. 
With a properly designed receiver, orthogonal signals should 
not interfere with each other in reception. Other desirable 
forms of multiple access are possible, such as the use of spread 
spectrum waveforms. Spread spectrum signals may overlap in 
both time and frequency but use signaling structures that 
allow a receiver to separate one signal from the others using 
correlation or matched filtering techniques. 

Although relatively simple to implement, a disadvantage of 
FDMA is that the use of separate dedicated frequency bands 
between each pair of users does not generally result in effi­
cient use of the frequency spectrum or provide cost effective 
interconnection strategies for interconnecting multiple users. 
Only in the event that each pair of users can make almost full 
use of their frequency subband will this strategy be at all 
efficient. 

We assume each user has a radio receiver that is capable of 
receiving only one frequency subband at a time and refer to 
him as a single channel user. The simultaneous use of many 
radios or receivers per user for increased connectivity is 
simply not cost effective and the protocols required to support 
their use would be inelegant and unworkably difficult in 
practice. If single channel user A is communicating with single 
channel user B at a given time, then user C cannot talk to user 
A or B unless they all share the same channel. lnaccessability 
of this form is clearly undesirable in the network environment. 

Due to the burst nature of its transmissions, a TOMA system 
requires time synchronization of its transmissions to achieve 
nonoverlapping bursts. For this reason, a TOMA system 
is more complex to implement than FDMA, and some form 
of local or global control is typically needed to schedule 
the transmissions so they are nonoverlapping in time. How­
ever, an important advantage is the connectivity which results 
from the fact that all receivers listen on the same channel 
while all senders in a TOMA system transmit on the same 
common channel at different times. 

A common radio channel provides a cost-effective way to 
achieve complete network connectivity between subscribers 
and efficient spectrum utilization can be achieved through 
statistical multiplexing of many traffic sources onto the 
channel using TOMA. Each user is guaranteed to be able to 
communicate with every other user when he transmits at his 
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scheduled transmission times. In principal, a very large num­
ber of users each with very low duty cycle can simultaneously 
and efficiently share the channel. In order to achieve efficient 
performance in practice though, a control mechanism is re­
quired for access to the channel. 

B. Controlling the MA Channel 

A variety of theoretical and experimental studies have been 
carried out to determine the most effective techniques for 
sharing a MA channel. One of the simplest techniques, known 
as pure ALOHA was designed for very low duty cycle ap­
plications and involves no control other than the ability 
to detect overlapping packet transmissions (conflicts) when 
they occur and to randomly reschedule these unsuccess­
ful transmissions at a later time. This scheme is normally 
implemented using a positive acknowledgment and timeout 
procedure based on packet checksums. Packets are simply 
transmitted randomly in time according to the underlying 
arrival process [ 18). A time slotted version of random access 
is also possible. In this case, accurate timing must be main­
tained on the channel such that the radios can synchronize 
their transmissions to begin only at the time slot boundaries. 
A packet transmission occurs within a time slot with some 
underlying probability derived from the arrival process. This 
access method is often referred to as slotted ALOHA [ 19] . 

A pure ALOHA system is more efficient than a system consist­
ing of many subchannels dedicated to a collection of very low 
duty cycle users, but the expected number of conflicts in­
creases as the pure ALOHA channel loading increases until the 
channel reaches its maximum throughput at l /2 e (about 18 
percent) of peak channel capacity (peak instantaneous trans­
mission rate) for fixed length packets and Poisson arrivals. For 
this same assumed type of traffic, slotted ALOHA achieves twice 
the maximum throughput of random access (or pure ALOHA). 
A slotted system may appear advantageous for reasons of effi­
ciency, but the system is also more vulnerable in this case, 
since packet synchronization preambles which are critical for 
packet acquisition begin in predictable locations in time, and 
this information could be exploited by an adversary in tactical 
military applications. Both pure ALOHA and slotted ALOHA 
can become unstable and some form of stability control is 
desirable in operation. 

One of the more efficient control techniques for the ground 
radio MA channel is Carrier Sense Multiple Access (CSMA). 
In CSMA, each sender first senses the channel, and then 
transmits a packer only if the channel is idle. If the channel 
is determined to be in use, the transmission is rescheduled 
at a later time when the same procedure will be invoked. 
Various elaborations on the CSMA scheme offer the pos­
sibility of achieving 80-90 percent utilization of the chan­
nel with low end-to-end transmission delay per packet [ 20] -
[23). 

In a slotted carrier sense system, each transmitter senses the 
channel during the beginning of each slot. This elementary 
observation has further implications when we address the 
network aspects of spread spectrum in Section VI. 

C. System Structure 

When critical parts of the system are geographically dis­
tributed and often unattended (or unprotected), special pro­
visions are required to ensure the overall network integrity. 
One way to protect against compromise due to tampering 
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with radios in the field is to control all functions which can 
have system-wide implications from one or more protected 
locations. For example, a fully distributed routing algorithm 
such as that used in the ARPANET would not be suitable for 
use with unprotected radios, since a small modification at one 
radio could totally affect the network routing and perfor­
mance (e.g., imagine that a radio declared itself to be the 
shortest path to everywhere). Aspects of the network proto­
cols (such as the radio acknowledgment procedures) which 
must be performed by each radio would be distributed among 
all radio elements. However, all network control protocols 
which can have global effect are specifically initiated by one 
or more entities in the network called stations. The resulting 
network control thus takes the form of a two level hierarchical 
system. The normal mode of operation utilizes a single station 
or multiple station. However, a stationless mode is also possible. 
The implications of stationless operation are discussed later. 

The functions of a station are associated with global manage­
ment of the radio net [ 24] . Generally speaking, each station 
is aware of all operational radios in the network. The stations 
discover the existence of new radios waiting to enter the net 
and determine when other radios have departed. The station 
determines the route to each of these radios and plays an active 
role in initializing, organizing, and maintaining the operational 
network. In particular, all routes are assigned by the station 
to minimize PR cost and complexity. PR's are not required 
to store information about every other PR and terminal device 
in the network. 

One of the requirements for controlling the PRNET is 
assessing the reliability of radio links between PR 's and using 
the information to assign good routes. A primary source of 
link information is the PR neighbor table whose entries are 
collected by each radio, summarized, and regularly sent to 
the station along with other status information. For example, 
each radio reports which other radios it can hear along with 
raw or processed information for the station to determine 
the quality of the transmission path between these radios. 
The station then deduces the overall connectivity of the net­
work (we assume topologically rather than topographically) 
and determines good routes to itself from each of the radios 
in its subset. The station then distributes to each radio in its 
subset the route from that radio to the station. This process 
is known as labeling. The neighbor table is maintained by each 
PR whether or not an operational station is present and can be 
used in a stationless mode if necessary. 

We assume that a set of radios distributed throughout a 
geographic area, which we call the backbone, provides a carrier­
like packet communication network service to the users. 
These backbone radios, known as repeaters, receive packets 
from nearby users and relay them. The repeaters also accept 
packets from other nearby repeaters for relaying. This ex­
tends the range of the system beyond line of sight. Users 
communicate with each other via a common frequency band 
[25]. 

For military operation, where a separate backbone network 
might be infeasible to deploy, each user's radio might be 
equipped to support not only his own traffic but that of 
other designated users. That is, the user's radio may also have 
to "double up" as a repeater, to support network traffic. In 
this case; we do not identify a separate backbone repeater 
network per se, since it would be indistinguishable from the 
network of user packet radios. 
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D. Store-and-Forward Operation 
An individual packet radio unit is a small piece of electronic 

equipment which consists of a radio section and a digital sec­
tion which controls the radio [26]. The radio section contains 
the antenna, RF transmitter/receiver, and all signal processing 
and data detection logic associated with modulation and de­
modulation. The digital section contains a microprocessor 
controller plus semiconductor memory for packet buffering 
and software. The radio and digital sections are connected by 
a high speed interface (see Fig. 6). For each transmitted 
packet, the digital unit selects the transmit frequency (nor­
mally fixed), data rate, power, and time of transmission. In 
addition, it performs the packet processing to route the packet 
through the network. In a half duplex mode of operation, a 
radio may be transmitting or receiving, but not both simul­
taneously. In the remainder of this paper we assume that each 
radio operates as a half duplex transceiver in the common 
frequency band. 

Normal store-and-forward operation within the network 
takes place as follows. A user generated packet with associated 
addressing and control information in the packet header is 
input to the digital section of his packet radio, which adds 
some network routing and control information and passes the 
packet to the radio section for transmission to a nearby 
repeater which is identified within the packet. Upon correct 
receipt of the packet, the nearby repeater processes the header 
to determine if it should relay the packet, deliver it to an 
attached device, or discard it. Several nearby repeaters may 
actually hear the packet, but only one repeater (which we call 
the next downstream repeater) will typically be identified to 
relay it. The other repeaters, will discard the packet. The 
packet will then be relayed from repeater to repeater through 
the backbone (in a store-and-forward fashion using the pro­
cedure described above) until it arrives at the final repeater 
which broadcasts it directly to the user's packet radio. At 
each repeater, the packet is stored in memory until a positive 
acknowledgment is received from the next downstream 
repeater or a time-out occurs. In the latter case, the packet 
will be retransmitted. Each packet is uniquely identified by a 
set of bits in its header called the Unique Packet Identification 
(UPI). The relaying of a packet by omnidirectional broadcast 
can also serve as a reverse acknowledgment (an echo acknowl­
edgment) to the previous upstream repeater as long as the sys­
tem is nonspread or a common spread spectrum code is used 
by the radios. 

The propagation delay between radios in the ground radio 
environment is typically on the order of a small fraction of a 
millisecond (it could be as low as a few microseconds). As a 
result, the minimum time a packet must be stored in each digi­
tal unit awaiting a positive acknowledgment when it was cor­
rectly received downstream is little more than the time to 
transmit the packet and for the next downstream repeater to 
quickly return the acknowledgment. Each digital section 
therefore needs to contain enough memory to store at most a 
few packets (e.g., 4-6). Due to the half-duplex operation, a 
·repeater which has just transmitted a packet should, under 
normal conditions, immediately enter receive mode to listen 
for the acknowledgment. 

If, instead, another packet should arrive during the time-out 
period at the packet radio waiting for the acknowledgment 
(due to the half duplex operation, the radio must be in receive 
mode to receive the acknowledgment), the radio will not accept 
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Fig. 6. An experimental packet radio. 
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Fig. 7. (a) Normal packet relay cycle (carrier sense mechanism may have delayed Packet 3 until completion of 

acknowledgment for Packet 2). (b) Alternative packet relay cycle (carrier sense mechanism delays echo ac­
knowledgment for Packet 2 until packet 3 is received. 

it if there are no unoccupied buffers in its memory. The half­
duplex operation is keyed to a nominal cycle of packet trans­
mission, acknowledgment receipt, new packet receipt, followed 
then by its transmission and acknowledgment (see Fig. 7). 
By providing only a few buffers in each packet radio, efficient 
system performance can be achieved with half-duplex trans­
ceivers[27]. A large backlog of packets never accummulates 
within the individual radios. 

Along with mobile operation, rapid deployment and port­
ability are two of the essential attributes of the packet radio 
technology. Reliable system operation is achieved under these 
constraints in a number of ways. Each packet radio unit shares 
a single wideband channel with omnidirectional antennas and 
extensive siting or alignment procedures are therefore un­
necessary in practice. Good connectivity can be maintained 
with mobile terminals as long as a line of sight path exists.· We 
assume that with omnidirectional antennas (in the azimuthal 

plane) communication is possible with a multiplicity of 
radios within approximate line of sight propagation range. It 
is further assumed that the network traffic matrix cannot be 
estimated accurately or is expected to change very rapidly. In 
this case, dynamic allocation of a common frequency band is 
a very good strategy. 

For the following discussion, we refer to the operation of an 
experimental packet radio, in which a transmitted packet has 
the structure shown in Fig. 8. It consists of a 48 bit preamble 
followed by a variable length header (typically 96-144 bits), 
followed by the text and a 32 bit checksum. 

The packet preamble is used by the radio section of the 
receiver for several purposes. The first few bits are used to 
detect the carrier energy and to set the automatic gain control 
(AGC) to compensate for differing signal strengths of the 
arriving packets. Correct reception of the packet is totally 
dependent upon acquisition of the preamble. The next few 
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PREAMBLE HEADER TEXT CHECKSUM 

1---48 BITS 2048 BITS (MAXIMUM) ------------14--32 BITS---, 

(a) 

NINE BITS OF THIRTEEN BIT THIRTEEN BIT THIRTEEN BIT DATA 
BARKER CODE BARKER CODE BARKER CODE BARKER CODE 

0 1 1 0 0 1 0 1 0000001 1 0 0 1 0 1 0000001100101 0 1 1 1 1 1 0 0 1 1 0 1 0 1 

;13 BIT AGC SETTLE--, 

BIT SYNC ACQUISITION---------PREAMBLE DETECT-1+--------- DATA SYNC 

i.....--------------48 BIT PREAMBLE------------.-! 

(b) 

END OF PREAMBLE 
DETECTION 

Fig. 8. Structure of a transmitted packet. (a) EPR packet format. (b) 
EPR packet preamble detail. 

bits are used to acquire bit timing. Following these, the next 
set of bits is used to acquire packet timing (identify the end 
of the preamble and the start of the header). Both the header 
and text are delivered from the radio section to the digital 
section which knows the header format and can therefore 
determine the exact start of the text. The error control bits 
consist of a checksum appended by the transmitter and 
checked by each receiver. After checking, the error control 
bits are stripped off by the radio section as was the preamble 
before it. The digital section checks a status register in the 
interface to determine if the packet is correct. 

The per packet error rate before error control is usually 
much higher in the ground radio environment than over a leased 
line. A packet of duration 5-10 ms will typically experience 
one or more bit errors due to automobile ignition noise and 
other sources of interference. In addition, mobile terminals 
experience signal strength fading while in motion due to 
shadowing and destructive multipath interference which 
were described in Section III. As a result, and depending on 
the environmental conditions and typ~ of error control in 
existence at the time, it is possible that a packet will not be 
successfully relayed even after several attempts. Two actions 
are appropriate for the system to take in this case. The packet 
may be dynamically rerouted via an alternate repeater, or an 
end-to-end retransmission strategy may be invoked external 
to the network. In the latter case, the packet may either 
arrive back at the same repeater at a later time when the 
original problem is no longer present, or a different route may 
be provided from source to destination. In the meantime, 
critical network resources (e.g., buffer, channel) are available 
for more productive use. 

Each radio has an identifier which we shall call its selector .1 

The selectors play a central role in the network routing and 
control procedures. We discuss the point-to-point and broad­
cast routing options below. The more advanced network 
control functions are discussed in the next section. 

1 For the purposes of this paper, we assume the selectors are unique 
and preassigned, but this is a simplifying restriction which is adopted 
for clarity in exposition. Nonunique selectors can, in fact, be used 
as effectively when the probability of nonuniqueness in any given area 
is sufficiently low. 

E. Point-to-Point Routing 

In the point-to-point routing procedure, a packet originating 
at one part of the network proceeds directly through a series 
of one or more repeaters until it reaches its final destination. 
The point-to-point route (which consists of an ordered set of 
selectors) is first determined by a station which is the only 
element in the net that knows the current overall system con­
nectivity. Having determined a good point-to-point route, 
where should the station send the point-to-point routing 
information? One possibility is for it to distribute the in­
formation to the individual repeaters along the point-to-point 
route. In this case, each succeeding packet would only re­
quire some form of source and/or d'estination identifier but 
would not have to carry the entire route in its header. Al­
ternatively, the station can send it directly to the digital sec­
tion of the sender's (or receiver's) packet radio. In this case, 
each packet originating at that radio could then contain the 
entire set of selectors in its header. However, this choice may 
have a significant impact on the network efficiency and ul­
timately its extendability since the selectors would contribute 
overhead to the packet and, at most, only a small finite set of 
them could be carried along. 

A far more attractive choice is for the sender's or receiver's 
digital unit to take on the responsibility for setting up the 
route that was specified by the station. In particular, it trans­
mits a route setup packet (along the designated route) which 
contains the entire ordered set of selectors and which is used 
to create appropriate routing entries in the specified repeaters. 
Regardless of how the routing entries are finally created within 
the repeaters along the point-to-point route, it may still be 
desirable to carry along within each data packet the selector 
for the next downstream repeater, or even the next few re­
peaters. The latter strategy may have significant operational as 
well as performance advantages as is discussed further in Sec­
tion V. 

In the event that one or more stations are available in the 
net and a point-to-point route fails (e.g., an intermediate 
repeater fails) the existing traffic on that route can be diverted 
to the station for forwarding to the final destination. The 
station must recompute a good route to the destination 
before it can forward the packet. Alternate routing is per-
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~ POINT·TO·POINT 
TRANSMISSION n 

- _n - + BROADCAST TRANSMISSION n 

Fig. 9. Point-to-point and broadca$t routing. 

formed by the PR, when necessary, using parameters assigned 
by the station. Multiple receivers are allowed to forward a 
packet around a failed temporarily inaccessable repeater. 

As network conditions change (terminal movement, repeater 
failure or recovery, changes in hop reliability, and changes in 
network congestion) routes will be dynamically reassigned by 
the station to satisfy the minimum-delay criteria. In general, 
only major status changes will result in dynamic routing 
changes. Hosts and terminals attached to the PRNET remain 
unaware of (do not participate in) the station's assignment and 
reassignment of routes; these routes are stored in their attached 
PR. Establishment of a point-to-point route is an automatic 
process, transparent to the host or terminal initiating the 
communication. If the source device's PR does not already 
have a good point-to-point route to the desired destination, 
it forwards the incoming packets to some station. The station 
reroutes the packets to their destination, and in parallel, 
computes a good point-to-point route from the indicated 
source PR to the destination. It then deposits this route in 
the source PR, and later packets are routed directly to their 
destination instead of being routed through a station. 

F. Broadcast Routing 

Broadcasting to all radios in the network is another important 
mode of system operation. In this mode, every repeater in the 
network keeps a short list of unique packet identifiers (UPl's) 
for previously broadcast packets that it recently received and 
retransmitted. A broadcast packet is identified by a bit in its 
header. If a repeater receives a broadcast packet whose UPI is 
already on its list, it will discard it. Otherwise it will accept 
the packet if correct and retransmit it. In the broadcast mode, 
each packet radiates away from the source radio as in a wave­
front type of propagation. The use of a list of UPI's in each 
repeater prevents any packet from returning to portions of the 

net through which it (or any of its copies) has already passed. 
Broadcasting is not a particularly efficient mode of operation 

for two party communications, but it is a very robust way to 
distribute packets to all parts of the net. This type of service 
may also be unreliable in the sense that not all radios may 
actually receive every broadcast packet and end-to-end pro­
cedures must be invoked if reliable delivery is essential. 

A broadcast routed packet will generally be intended for 
actual delivery to all users or a subset of users (e.g., con­
ferencing). However, a user could also use this routing option 
if, for example, there was no working station on the net to 
supply a point-to-point route to a single intended recipient. 
In this case, the destination address is used· to identify the 
intended recipient so that it will accept the packet and the 
others will discard it. Point-to-point routing and broadcasting 
to all users are illustrated in Fig. 9. The circles indicate 
repeaters, the triangles represent user terminals and the square 
boxes denote stations. 

G. Mobile Operation 

All elements of the packet radio network can be mobile, as 
within a fleet of ships, or certain elements can be fixed while 
others are in motion. In general, we assume that stations and 
repeaters move relatively slowly, if at all, so that topological 
changes in the backbone are not frequent events. Nonnally, 
user terminals will also move slowly enough that assigned 
point-to-point routes will remain effective for at least a few 
minutes, if not longer. However, certain user terminals may 
move sufficiently rapidly relative to the other elements in the 
system that the use of point-to-point routes would not be a 
practical choice. A particularly significant aspect of broad· 
casting is that only the identity of the intended recipients 
need be known to the sender and not their actual location 
or the routing. Thus broadcasting is a useful technique to by-
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pass the need for control of rapidly changing routes. A station 
is assumed to use broadcast routing to communicate with the 
few "high speed" users. 

Fundamental performance limits are imposed on the system 
by the presence of mobile terminals. The need to update 
routes in real-time as users move, and the time in which the 
system can adapt to environmental changes along the mobile 
users path, will determine a maximum allowable speed for 
mobile terminals which use point-to-point routes. 

A significant problem associated with the use of point-to­
point routes in mobile operation arises from the repeater 
currently servicing a mobile vehicle's traffic. The radio link can 
typically disappear and reappear on a time scale of a few 
seconds as the vehicle moves past various obstructions. The 
reliance upon summary reports from each radio (e.g., twice a 
minute) provides a simple way for station to track the mobile 
units. However, loss of communication between the mobile 
unit and the repeater handling its traffic would only be 
detected by the station after a lapse on the order of a min­
ute, after which the station could assign a different point­
to-point route for that mobile unit. The following procedure 
will help to speed up the process. Whenever a mobile unit 
loses contact with its next downstream repeater, it broadcasts 
a distress message, and all repeaters within range will forward 
it to the station. The station can then assign a new point-to­
point route and quickly restore communication with the 
mobile unit. 

H. Reliable Delivery Mechanisms 

The inherent undependability of a mobile radio channel 
requires an end-to-end protocol to provide reliable operation. 
For internal network control traffic (nonuser traffic), where 
perhaps one outstanding unacknowledged packet is sufficient, 
a· highly efficient but specially designed protocol suffices. For 
intranet user traffic, or internet operation, a more flexible and 
higher performance protocol is desirable. 

We assume an end-to-end error detection and retransmission 
technique to be used in the network for reliable delivery of 
individual packets. Each source/destination pair on the net­
work could utilize an end-to-end protocol such as described 
in [38], which also supports internetworking. In this case 
the user's terminal could be equipped with a microprocessor­
based device known as a Terminal Interface Unit (TIU) which 

. performs the end-to-end protocol, and any local support for 
the terminal (e.g., local echoing, formatting). The TIU inter­
faces directly to the digital unit of a packet radio. 

Within the PRNET, stations and radios need to communicate 
control packets reliably. For example, the regular reports 
from each radio to the station are used to validate the radio's 
continued availability. Without an effective recovery procedure 
the station could declare a perfectly good radio to be out of 
order and remove it from service if several of its reports were 
lost consecutively. Similarly, parameter change packets from 
the station to the radio should be delivered reliably since 
these are used to set dynamically important radio parameters, 
such as the retransmission interval or the maximum number of 
allowed retransmissions. The Station-PR Protocol (SPP) pro­
vides the reliable delivery mechanism. 

V. ADVANCED SYSTEM FUNCTIONS 

The basic elements and operation of a packet radio network 
were described in the previous section. The more advanced 
aspects of system operation and control are briefly highlighted 
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in this portion of the paper. We begin by discussing the way 
in which the network is initialized and the techniques used to 
introduce new radios and stations into the net. We then discuss 
the need for multiple stations in a single radio net and describe 
the basic multistation operation. 

The use of stations has clear efficiency advantages when 
elements of the network are mobile or otherwise prone to 
rapidly changing fluctuations in communications reliability or 
connectivity. However the network should support a stationless 
mod,ll of operation in which no operational stations are avail­
able. A method is discussed for implementing good routes 
under the stationless mode. Finally, we discuss several alter­
natives for achieving multi-destination routing. 

A. Network Initialization and Control. 

Consider a collection of geographically distributed packet 
radios, each of which is powered on and capable of com­
municating packets to some subset of radios within line of 
sight propagation range. We assume for the moment that no 
operational stations are present. Under these circumstances, 
each radio periodically ( e.g., every 30 s for fixed radios and every 
S s for mobile radios) broadcasts a "radio-on packet" (ROP) 
announcing its existence and containing selected status and 
identification information from its digital unit. This informa­
tion is also sent out over its host interface. Some set of radios 
within range will hear this ROP, will note the event in its 
tables along with the measured strength of the received signal, 
and will discard the ROP. There are several ways a PR can 
determine the quality of a radio link using ROP's. For the 
purposes of this paper, we simply assume that each ROP con­
tains a cumulative count of the number of packets the PR has 
received from every other PR it can hear. Upon receipt of an 
ROP, a radio can determine its connectivity and the percentage 
of packets successfully communicated on each link. In this 
fashion, each radio is able to de.termine the set of local radios 
with which it can communicate reliably. 

If there was an operational station on the net, the PR's would 
send summary ROP's directly to the station at appropriate 
times (on a point-to-point route) to convey the current label­
ing information and also the neighbor table information. 
This is done both periodically and upon detection by the PR 
of a possibly significant change in some link. To coordinate 
transmit counts with receive counts (which is essential for 
knowing what percentage of traffic on the link is heard), and 
to get the information to the station, PR's include their 
transmit counts in each summary ROP, and each receiving PR 
includes the matching receive count in the summary ROP 
before forwarding it to the station. All traffic counts are 
cumulative modulo a very large number. 

If the radio is not aware of the existence of a station, it does 
not transmit any summary ROP's. In this case, it will support 
the stationless mode of operation described later in this section. 

When a new radio is powered on, it will begin broadcasting 
ROP's, be recognized by neighboring PR's and quickly enter 
the system. If a radio moves, its new connectivity will be 
determined locally by the ROP mechanism. If a radio is 
powered down, fails, or can no longer communicate with any 
radios, its new connectivity state can also be determined 
locally (the lack of connectivity can be inferred by the other 
radios if they keep a record of the previous state or set of 
states). The ROP mechanism is designed to insure that each 
radio directly reports its own status and identification informa­
tion to other radios within range and to the station. 
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B. Station Entry 

When a station is first connected to an operational packet 
radio, it will soon hear an ROP from that radio over the 
host interface after which the _station will promptly "label" 
the radio. The labeling process consists of first determining 
and then supplying the radio with a route (i.e., a set of selec­
tors) to the station. In this first step, the task is trivial since 
the route to the station is via the host interface. In prin­
ciple, once labeled, the packet radio periodically will con­
tinue to send its ROP's over the host interface to the 
station along with the less frequent summary ROP's. From 
the status information in these ROP's, the station will 
learn which radios are in direct communication range of its 
radio. 

We adopt the following terminology for ease in explaining 
the labeling process. The radio directly connected to the 
station is said to be at level O with respect to its station. All 
radios in direct communication range of the level O radio and 
not directly attached to the station are said to be at level l 
with respect to the station. Similarly, a radio in communica­
tion range of a level n-1 radio which is not itself already at 
level n-1 or less is said to be at level n. A radio may be at 
different levels with respect to different stations, and its 
levels may change during mobile operation. A level simply 
indicates the minimum number of radio hops to the station 
and does not otherwise affect packet routing. 

Having labeled its level O repeater, and learned of the level l 
repeaters, the station then reliably labels the level l repeaters 
one at a time using the SPP protocol over the radio channel. 
The level 1 repeaters then begin sending status reports to the 
station which prompt the station to label the level 2 repeaters 
and so forth. Various implementation steps can be taken to 
insure that labeling occurs quickly and that the station is not 
inundated with status reports during the labeling process or 
afterwards. If the order of events is reversed and a packet 
radio is attached to an already operational station, the sequence 
of actions taken is identical. 

In the case where a station is connected to a network which 
has already been labeled by one or more other stations, the 
sequence of actions taken by the station is also identical. 
Each radio has table space (labeling slots) for storing routes 
to several stations and by design the number of slots in each 
radio limits the number of stations that are allowed to label it. 
The route from a radio to a station is supplied by that station 
via the labeling process. Two stations which have labeled 
a common repeater are known as neighbors. Summary ROP's, 
which are sent by each radio to the stations that have labeled 
it, include sufficient information about the current labeling 
slot entries for each station to learn which other stations 
are its neighbors. No direct station-to-station coordination 
is required to acquire this status information. 

One having labeled a radio, the station must relabel the 
radio within a given time or the labeling slot entry will expire. 
These entries are timed out (relatively slowly) by the radio, 
and the age of each entry is reported in its status reports. 
A· station will always fail to successfully label a repeater which 
has no available labeling slots, but it can refresh an existing 
entry of its own at any time. A slot whose entry has expired 
is not erased by the radio ( the route is not normally used either) 
but it may be overwritten by another station if no other 
labeling slots in the radio are free. In principle, a radio could 
be provided with diverse routes to a given station for applica­
tions such as mobile hand-off. 
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This portion of the multi-station design achieves the follow­
ing goals. 

l) It provides complete redundancy among multiple, 
functionally identical stations in such a way that "hot switch­
over" is provided, i.e., other stations will automatically and 
immediately assume the responsibilities of any station which 
fails. 

2) It shields all end devices from any knowledge about 
stations. In particular, no terminal or host device needs to 
know which stations are currently operational, where they are, 
or even how many of them are in operation. This comment 
also applies to the single station design. 

3) It keeps PR's simple for reasons of reliability and economy. 
As we shall see below, stations may collaborate in establishing 

routes bet.ween users which are within the jurisdiction of dif­
ferent stations, for graceful handover of responsibility for 
mobile terminals, and for supporting expansion of the PRNET 
to several hundred stations and several thousand PR's. After 
a brief discussion of renewal points and routing, we discuss the 
multiple station operation in greater detail. 

C. Renewal Points and Routing 

A renewal point is a PR along the route of a packet where 
the route (as specified in its header) may be altered. In point­
to-point routing, the header contains fields which identify the 
next few designated repeaters along the path to a specified 
destination. Every repeater on a point-to-point route can act 
as a renewal point where these fields are rewritten. Two reasons 
for identifying more than just the next repeater in the header 
are to allow a detour via an alternate repeater in the event of 
failures along the designated path and to allow some repeaters 
not to serve as renewal points. The detour must be such that 
it eventually rejoins the designated path. 

To function as a renewal point for a point-to-point route, a 
repeater must have a renewal table containing the next few 
designated repeaters for that route. When a packet arrives at 
the next downstream repeater for relaying, its routing fields 
are rewritten in the header according to the current renewal 
table entries. To conserve table space, each repeater maintains, 
at most, one table entry for each source/destination PR pair. 
In addition, the table must identify the last few upstream re­
peaters on the path so that the source can be notified in the 
event of communication failures at any point of the path. 

A packet may also contain an entire path of route selectors 
in the text of the packet. This case may be distinguished by a 
special bit in the packet header which indicates that the text 
contains all the route selectors. Such a packet is known as a 
route setup packet and is used to initialize or refresh the re­
newal table entries in each repeater. Upon receipt of a route 
setup packet, a repeater extracts the renewal table information 
(normally a few entries) from the entire list of selectors in the 
text and writes it into the renewal table. The contents of a 
route setup packet are normally inserted by the digital unit of 
the destination PR. Any packet may be a route setup packet, 
subject only to the maximum packet length constraints of 
the network. A route setup packet may also contain data. 

D. Multiple Station Operation 

A single station in a network with a relatively small number 
of radios (tens to hundreds) is sufficient to organize it effi­
ciently and to control its operation effectively. If the station 
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fails, one of two cases will arise. The backup case is a station­
less mode in which communication is still possible through 
the net but with a lowered overall utilization. This case is 
discussed in Section V-E. below. In the normal case of multiple 
station operation, the system control responsibilities are 
jointly assumed and if one station fails the others will tempo­
rarily take over its functions with little or no degradation in 
system performance. Thus, a major incentive behind multi­
station operation is efficient and reliable system performance 
in the event of station failure. 

However, a single operational station is no longer sufficient 
if the number of radios becomes too large (thousands or more) 
or if its capacity is otherwise exceeded. A set of distributed 
multiple stations are required in that case to maintain the system 
performance without degradation. Multiple station operation 
is necessary to support the setup and maintenance of routes 
through many geographically distributed repeaters under the 
jurisdiction of different stations and, in particular, to handle 
mobile terminals at the two ends of these long routes. Various 
alternatives for multiple station operation are currently under 
investigation. One of these alternatives is presented below. 

Each station individually competes for control of radio 
resources by attempting to label radios which report free label­
ing slots or expired entries. If there are more labeling slots per 
radio than stations which are attempting to label them, a 
maximum number of radios will be labeled by each station. In 
general, a station has a limit on the maximum number of 
radios it is allowed to label, as well as on the maximum traffic 
loading it can operationally support. Usually there will be 
many fewer stations than radios and the station locations will 
be effectively distributed throughout the net (rather than 
concentrated) to distribute the station related traffic and to 
allow greater station coverage of radios in the event that each 
station cannot label all radios in the net. 

We do not treat the case where the density of stations is 
sufficiently high or the number of labeling slots sufficiently 
small that there are more stations than slots per radio. In this 
situation, the stations would greedily compete for the labeling 
slots and some stations would be prevented from acquiring a 
full set of radios in the labeling process. We also assume that 
stations do not coordinate with each other to adjust the 
apportionment of radios to stations. By the nature of the 
labeling process, stations can only label contiguous sets of 
radios. If a particular entry in a repeater at level n-1 should 
somehow be allowed to expire by its station, and that labeling 
slot is overwritten by another station, then other radios at 
level n and higher may also be cut off completely from the 
station's labeling process. In this case, the labeling slots in 
these other radios will shortly expire as well. 

In the remainder of this paper, we shall assume each radio has 
a sufficiently large number of labeling slots to accommodate 
rny number of stations which attempt to label it. We also 
assume that the net if sufficiently large so that each station 
:annot label every radio. From the summary ROP's, each 
;tation knows the identity of its neighboring stations and a 
point-to-point route to each radio labeled by itself and a 
neighbor. If a source and destination are both within the con­
trol of a single station, that station can handle the route 
1ssignment. Otherwise, each station must also collaborate 
with its neighbors to find good routes. 

It is an open question as to whether stations should com­
nunicate directly with other than their neighbors, except via a 
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broadcast technique which requires no state information to be 
kept about the existence of all other stations or how to get to 
them. One can visualize a logical store-and-forward network 
of stations interconnected by point-to-point radio routes 
(the station-to-station routes can also be provided by other 
media) using distributed adaptive routing. Participation in 
such a logical network may complicate the station's taks and 
will increase the steady state traffic load somewhat on both the 
station and the radio channel. We only consider the case 
where neighboring stations communicate directly with each 
other. The use of a logical network of stations may be a viable 
alternative if the overall system performance without it is 
deficient in some significant way. 

We net describe routing through the multistation environ­
ment. Each station is assumed to know which radios it has 
labeled, but must inquire of other stations to learn the where­
abouts of other radios (and their users). This inquiry is assumed 
to take place upon request by a user via a broadcast to all 
stations via neighboring stations. The inquiry process also 
provides the destination station with a set of selectors for 
a point-to-point route to the destination station from the 
originating user (if fixed) or station (for mobile users). If 
both users are highly mobile, a point-to-point route will be 
established between the two end stations which will individually 
handle the final distribution. If both users are fixed, the 
destination station will choose the last few selectors from 
among the radios it has labeled to obtain a point-to-point 
route directly between the two end users (with no intervening 
stations) and will supply it to the destination user. The actual 
point-to-point route setup is initiated by the destination 
user in this case, rather than by the destination station as 
was the case for mobile users. If one user is fixed and one 
user is highly mobile, the resulting point-to-point route will 
be between the fixed user and the remote station which will 
handle local distribution for the mobile user. 

The route selection process takes place as follows. A user's 
packet radio generates a packet for a destination outside 
the control of his station and his radio routes it to an ap­
propriate local station (e.g., the closest one according to 
some metric). The station converts this packet into several 
distinct route finding packets which it sends to each neighbor­
ing station via some repeater jointly labeled by both stations. 
The conversion involves adding to the packet the station ID 
and a list of selectors from the user to the· jointly labeled 
repeater. When the packet is received by the neighboring 
station, it checks to see if the specified destination user is 
under its control. If not, it again converts the packet into 
several distinct packets by adding its own ID and a list of 
selectors from the original jointly labeled repeater to another 
repeater jointly labeled by a station not previously visited by 
the packet. If the packet arrives at a station which has just 
previously handled the same request via another route, it will 
be discarded by that station. In this way, one or more route 
finding packets will eventually arrive at a station which has 
labeled the destination user and will contain a composite list 
of selectors. The destination station then passes a complete 
list of selectors to the destination user's packet radio which 
initiates the route setup procedure described earlier in this sec­
tion. This process is illustrated in Fig. 10. The route finding 
path is shown as a series of dotted lines and the point-to-point 
route is shown as a series of solid lines. 

Once having provided a point-to-point route between two 
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Fig. 10. Route finding and route setup with multiple station operation. 

radios under its control, a station does not need to retain 
detailed state information about that route, regardless of 
whether the route is part of a larger multistation route or 
used by two radios under its control. It may be appropriate 
for the station to retain certain summary information, how­
ever, such as the cumulative number of point-to-point routes 
it has provided, or the number of renewal table entries which 
were made in each repeater over the last minute, etc. 

If a radio fails while a packet is enroute (e.g., repeater R in 
Fig. 10), and this disrupts a point-to-point route, local alternate 
routing around the failed radio will take place if possible. The 
particular station in control of the failed radio will attempt 
to take a locally corrective measure using only the routing 
selectors contained in the en route packet (for transit traffic) 
and the destination ID for nontransit traffic. In this context, 
transit traffic consists of packets which are passing through the 
domain of that particular station en route to their final destina­
tion. Nontransit traffic consists of packets destined for a radio 
that has been labeled by that station. 

If the locally corrective measure fails (remember there is no 
state information about specific point-to-point routes in the 
station), an error message will be returned to the source and 
the original route setup process will be reinitiated. In this 
process, certain packets may be discarded, so the end-to-end 
host protocol must be prepared to recover from this situation. 

E. Stationless Operation 

The main difference in operation when no stations are 
present is that each radio initially relies on broadcast routing 
to all radios in the net in order to communicate with any 
destination. Broadcasting is a stable and effective way to 
communicate, particularly with mobile terminals, but it is 
inherently very inefficient (We assume that distributed adaptive 
routing cannot be used). For stationless operation, it 
is highly desirable for the radios to determine acceptable 
point-to-point routes, even if they only remain acceptable 
for short periods of time. In a technique that is very similar 
to multistation route finding, broadcasting can be used to find 
point-to-point routes which may be usable if the radio links 
are relatively stable. The repeater and terminals in the net­
work cooperate with each other to discover and set up routes 
in three phases. 

1) Route Discovery: A route finding packet is broadcast 
from the source PR when its attached device attempts to 
communicate with a destination for which a route is not yet 
known. This packet contains the source selector, the desired 
destination selector, and a sequence number which insures 
uniqueness. Any PR which hears the route finding packet 
appends its own selector to the data field, stores the informa­
tion which uniquely identifies the packet, increments a "hop" 
count in the packet and rebroadcasts it. This PR will then 
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ignore any subsequent copies it hears of this packet, so the 
broadcast proceeds outward eventually reaching all PR 's in a 
''wavefront" type of propagation. If the hop count exceeds a 
maximum value, that packet will be discarded. 

If the route finding packet reaches a PR connected to the 
desired destination, a successful route to the destination is 
contained in it. Of course, the destination may receive a num­
ber of such packets over different routes. With some prob­
ability, the route finding packet may also never reach the 
destination. Radio networks are inherently lossy and no 
guarantee of delivery can be given. The user can try again or 
give up. The forwarding of the packet also involves an incre­
mental route delay computation. A delay field is initialized 
to zero by the source PR; each PR forwarding the packet 
adds in an estimate of the delay the packet incurred in 
traversing the previous hop. This estimated delay is derived 
from the PR's neighbor table, which estimates reliability (and 
hence expected delay, through the hop retransmission algo­
rithm) for the hop from each neighbor. 

Once the route finding packet arrives at the destination PR, it 
contains the estimated round-trip delay for a route which 
works in both directions. The destination PR will wait long 
enough to receive most of these packets (which may have 
travelled over different routes), will select the route with min­
imum delay, and will store this as the best route. 

2) Route Setup Phase: For efficient channel utilization, a 
short routing field in the header is desirable for normal data 
packets. Since the path discovered above may involve a very 
large number of selectors, it is clear that not all routing in­
formation can be stored in the data packets themselves. Some 
of the routing information must be stored in the intermediate 
PR's along the route. This is accomplished by a route setup 
procedure which is nominally identical to that which is used in 
the operational station case. A route setup packet is sent 
from the digital unit of the destination. PR which traverses 
the route specified in the selected route. This packet causes 
renewal table entries to be written in the intermediate PR's (in 
a table indexed by source and destination). Once this route setup 
packet arrives back at the source PR, the entire route is set up 
in both directions and we proceed to the final phase. 

3) Normal Data Traffic: Normal data traffic is sent using 
the short routing field in the header to specify the next few 
hops. The source PR and each intermediate PR along the 
route overwrite this route information with their stored routing 
information for the destination specified in the packet, giving 
it a fresh route for the next few hops each step of the way. 
As before, the choice of a few next hops rather than a single 
next hop provides the flexibility of permitting alternate 
routing if the next PR in the route is failing. 

There are four major differences in the functioning of a 
stationless network and a network with operational stations: 
First, the station collects connectivity information so that it 
can supply a route without requiring a broadcast search 
procedure involving all radios; this economizes on channeluse 
and contention. Secondly, the station can compare all pos­
sible routes when making its choice, not just the routes which 
happened to be traversed successfully on a single attempt; this 
results in a better route selection. Third, the station can de· 
tect changes in connectivity quality and issue better rl"lut~ 
as appropriate without interrupting on-going communiUltion. 
Finally, the station can perform global congestion control, 
changing PR parameters in a coordinated fashion to relieve 
congestion in different areas of the network. The stationle~ 
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Fig. 11. Communication across a stationless region. 

mode of PRNET operation is primarily envisioned as a fail-soft 
(degraded) mode of operation rather than the normal mode. 

There may be instances in which an initial deployment strat­
egy calls for radios to be made operational before stations and 
where a stationless mode of operation would be very useful. 
It is even possible for a set of radios under station control 
to be within range of another set of radios operating in station­
less mode and to communicate with each other. Normally, the 
station would attempt to label the other set of radios, if it 
could accommodate more radios. If, however, it cannot label 
them for whatever reason, communication can still take place 
between the two sets by a concatenation of the station routing 
with the stationless routing. We do not address this area 
further in this paper, but if two or more station controlled 
sets of radio are connected via a stationless region, they can 
communicate by this same procedure (see Fig. 11 ). 

F. Multidestination Routing 

Many applications require the ability to communicate identi­
cal information to more than one destination (e.g., confer­
encing, data base updating, etc.). This capability could be 
achieved by sending multiple copies of the original information, 
one copy to each destination. The alternative, a multidestina­
tion routing capability could be provided for efficiency and 
low delay. We view broadcasting as a special case of multi­
destination routing where all radios (rather than a subset) 
actively participate. 

The inherent broadcast mode of .the radio channel (the 
"ether") provides an opportunity for efficient multidestination 
routing which is not present in dedicated-channel networks. 
In particular, the "fan-out" required to transmit a message 
from its source to multiple destinations can be provided by 
the inherent fan-out of the radio channel. Each transmission 
may be simultaneously received by many network nodes at no 
additional cost in radio channel utilization. Alternative strat­
egies for multipoint routing include: Minimal Spanning Tree 
Routing, Source-Based Routing, and Multi-Address Routing. 
In the first case, one minimal gpanning tree is def med for the 
network, and all traffic flows on that tree to the selected des­
tinations. In the second case, each radio derives its own mini­
mal spanning tree with itself at the root. In the third case, a 
list of addresses is used to selectively route packets through 
the network (28]. 
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A source-based routing scheme is a good choice for broad­
cast applications and is generally preferable to the use of 
minimal spanning tree routing. The multiaddress routing 
scheme is preferred for conference applications involving 
only a subset of the radios. 

VI. NETWORK AsPECTS OF SPREAD SPECTRUM 

The use of spread spectrum waveforms in a packet radio sys­
tem is motivated largely by the desire to achieve good per­
formance in the fading multipath channels resulting from 
nonsited mobile system users, by the need for coexistence 
with other systems and for antijamming capabilities in tactical 
applications. Once a gpread spectrum waveform is adopted, 
however, a number of other benefits, which in themselves 
suggest the use of spread spectrum, are also available, such as a 
strong capture capability to enhance access efficiency, the 
potential for an integrated position location feature, and the 
ability to operate links, nets, and subnets on pseudo-orthogonal 
waveforms using CDMA. 

These capabilities are not received free of cost, however. 
Use of a fixed spread spectrum waveform adds a modest 
amount of system complexity, while a time varying spread 
spectrum waveform requires some degree of network time 
synchronization to be established and may require added 
system protocols to effect the distribution of variables to 
control waveform generating algorithms. 

The use of spread spectrum, although desirable for many 
applications, is not an a priori requirement for a packet radio 
system. It is worthwhile to distinguish those aspects of net­
work operation which are primarily due to the presence of 
spread spectrum from those which are not. Consequently, 
we have identified six spread spectrum network concepts for 
treatment in this section to separate them from the other more 
generic packet radio concepts. 

A. Synchronization 

Because packet radio networks operate with random access 
transmissions on a common radio channel, a receiver cannot 
anticipate the sender of any particular packet or its exact 
time of arrival. The receiver must use the initial portion of the 
packet (preamble) to detect the arrival of the packet, adjust 
any automatic gain control loops, and acquire synchronization 
with the packet symbol and waveform structure to the degree 
needed to receive the remainder of the packet successfully. 
In systems which use a spread spectrum waveform which 
varies with time, packet radios must acquire and maintain a 
common network time of day, so that the proper reference 
waveforms can be provided to the receiver for reception 
of a packet at any given time. 

The design of a packet preamble and the corresponding re­
ceiver system suitable for achieving rapid synchronization to a 
received packet is a function of the particular spread spectrum 
waveform structure being used. Significant .design differences 
exist depending upon whether PN, FH, or other waveforms 
are used, upon whether or not the waveform used is a function 
of time and, in the case of a fixed waveform, on its repetition 
period. A typical design is discussed in Section Vll which has 
been implemented in an experimental packet radio network. 

1) Unsynchronized Network: In designs where a fixed PN 
or FH spread spectrum pattern is reused for each packet, 
packet radio networks require no common time of day syn­
chronization. If the repetition period of the fixed pattern is 



Authorized licensed use limited to: Harbin Institute of Technology. Downloaded on May 01,2010 at 15:38:12 UTC from IEEE Xplore.  Restrictions apply. 

1486 

chosen correctly, all of the benefits of a spread spectrum wave­
form may be realized, with the exception of the antijamming 
properties needed for military applications. The pattern period 
should exceed the maximum multipath spread expected on the 
channel in order to suppress intersymbol interference. For 
example, the PN waveform used to estimate the multipath 
channel depicted in Fig. 3 had a period three times the multi­
path spread, arid allowed the channel multipath profile to be 
estimated without overlap. It is desirable that the pattern 
not repeat during the duration of a maximum length packet, 
so that overlapping packets interfere with each other to the 
minimum extent. In addition, a strong capture property is 
thereby realized. For ease of packet acquisition and syn­
chronization, the fixed pattern should always be restarted 
from the same point at the beginning of each packet. 

2) Code Slotted Network: In tactical applicatipns, the wave­
form pattern must not be reused if the system antijamming 
properties are to be retained. To coordinate the waveform 
changing process, network time is defined in terms of discrete 
intervals called slots. Each slot is uniquely identified by a 
number. Slots are numbered sequentially, beginning at some 
specified time. Slot number may be viewed as the most signifi­
cant digits of the system time of day. During each slot a spread 
spectrum pattern is defined which is unique to that slot and is 
used both to generate the waveform for any packet transmission 
beginning in that slot and as a reference input to the program­
mable matched filter receiver for incoming packets. 

Since packet radios may operate in a random access mode, 
several radios could iPansmit overlapping packets in a given 
slot with the same pattern. If the slot duration is short enough, 
the probability of overlapping packets with identical patterns 
is small. This advantage from the self interference and anti­
jamming points of view is obtained at the expense of increased 
difficulty of maintaining system synchronization with very 
small slots. Typically, one might choose a slot duration which 
is larger than the average direct path propagation delay by one 
or two orders of magnitude to facilitate synchronization and 
to minimize packet loss due to disagreement between trans­
mitter and receiver as to the current slot number and cor­
responding valid waveform. For a typical ground radio applica­
tion, this implies a sl~t length of a few milliseconds. 

Having made a correspondence between slot number and 
spread spectrum pattern, a choice still remains as to the points 
in time at which packet transmissions may begin. Two modes, 
termed slotted and nonslotted, are of interest. In a slotted 
system, transmission is allowed to begin only at a specified 
point in each slot, and a guard time must be provided in the 
slot to allow the packet to propagate beyond normal radio 
range prior to the end of the slot. In this mode, the packet 
duration is somewhat less than a slot. Individual users make 
the decision independently to transmit in a given slot in 
random access fashion. This independence of the access 
contention process from slot to slot has advantageous con­
sequences in the carrier sense mechanism described later in 
this section. 

In contrast to a slotted system, a nonslotted system allows 
users to transmit at any point within a slot, and the duration 
of a packet transmission may exceed the duration of a single 
slot. The nonslotted mode may reduce system delay since 
the radio does not have to wait for a given time within the slot 
to transmit. We conjecture that this may also provide increased 
efficiency compared to slotted operation due to the presence 
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of capture. We note that this conjecture is the opposite of 
what is known for nonspread systems without capture. In 
particular, the ALOHA and slotted ALOHA [ 19] techniques 
have channel efficiencies of l/2e and 1/e, respectively. These 
efficiencies, however, are based on the assumption, called the 
zero capture model, that no packets are received correctly 
if they are overlapped in time at a receiver, which is not the 
case for spread spectrum waveform reception. 

B. Capture 

By the term capture, we mean the ability of a receiver to 
successfully receive a packet (with nonzero probability) 
even though part or all of the packet arrives at the receiver 
overlapped in time by other packets. The basic mechanism 
for capture is the ability of the receiver to synchronize with 
and lock on to one packet and subsequently reject other 
overlapping packets as noise. A system with perfect capture 
is one in which the first arriving packet at an idle receiver is 
captured with probability one, even if another packet arrives 
after a vanishingly small delay. 

A system cannot achieve perfect capture for a number of 
reasons. If the preamble portions of packets overlap, the 
AGC and packet synchronization process is more likely to 
fail, causing loss of one or both packets. If the relative time of 
arrival of two packets using the same pattern is less than one 
chip in a PN system or less than one frequency hopping 
interval in an FH system, successful reception of any one of 
the packets is unlikely. In general, there is a vulnerable period 
at the beginning of a packet, denoted Tc and called the capture 
interval, during which collision with the same portion of another 
packet results in the loss of both. The magnitude of Tc varies 
both with the waveform structure and the complexity of the 

· receiver synchronization circuitry which can be tolerated in a 
given implementation. Minimizing Tc increases the capture 
probability. 

A second major reason for imperfect capture is a result of 
relative received signal strength. If a packet is captured, but 
a later arriving packet having sufficiently greater signal strength 
overlaps this packet, the captured packet may be destroyed. 
The stronger packet will in effect jam the earlier packet being 
received by overwhelming the interference rejection capability 
of the system. The likelihood that such unintentional self­
jamming occurs depends upon the distribution of users in the 
network area and the distribution of signal strength ratios 
observed at a receiver. With a typical radio implementation 
and assuming a uniform distribution of users in an area the 
probability of such unintentional jamming can be quite low. 
One approach to further reducing this self-interference effect 
is to use transmit power control. By using cooperative network 
protocols, each radio can measure the signal strengths of 
received packets and send this information back to the trans­
mitting radio. Using this feedback, received signal strengths 
may be roughly normalized by adjusting transmit power and 
system self-interference may be reduced. The control problems 
associated with the conflicting requirements of this procedure 
appear to be complex. 

The capture phenomenon exhibits different characteristics 
in slotted and nonslotted systems. In slotted systems, the 
capture interval of the packet Tc arrives in some period of 
duration Tu near the beginning of the slot. If all users transmit 
at the same point in the slot, packets arrive in order of increas­
ing range from the receivers. This leads to discrimination 
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against the more distant users. Packet radios may implement 
a randomizing function which tends to distribute arrivals 
uniformly over the uncertainty interval Tu. If this is done, 
range discrimination is decreased, and capture performance 
improves in proportion to Tu/Tc. Unfortunately, a portion of 
the slot, Tu, has been lost to the communication function as 
a result. This loss, however, may be more than compensated 
for by the increase in capture performance. 

In a nonslotted system, Tu is equal to the slot duration. 
Thus, Tc/Tu is minimum and the capture probability would 
be expected to increase. Offsetting this factor is the potential 
for a packet in a nonslotted system to be interfered with by 
packets from adjoining slots as well as from the slot in which 
the transmisssion began. It is not clear at this point whether 
capture performs best in a slotted or a nonslotted system, or 
under what conditions, and this is expected to be a subject 
for both theoretical and experimental study. 

C. Receiver Addressed Waveforms 

In the code slotted system described earlier, there is a requir­
ment for a waveform generator which produces a different 
spread spectrum pattern for each slot. If one views the mech­
anization of this requirement as a device which has the slot 
number as an input and the pattern as an output, it is easy to 
generalize the concept to include several input parameters 
and an output which is unique for each possible set of inputs. 
An important potential use of such a mechanism is to use the 
unique identifier of the next intended receiver as one input, 
thus generating a waveform which is associated with a particular 
slot and a particular receiver. While in the receive mode, each 
radio would use its own unique identifier to generate the 
reference pattern for its receiver. One benefit of this procedure 
is that contention at a given receiver is reduced to only those 
radios trying to send a packet to that particular receiver in 
the same slot. Another benefit is that the processing overhead 
(and even the incremental routing overhead) can be reduced 
since only those packets intended for a given receiver are 
actually received by it. In networks using point-to-point 
routing, increased network throughput may result. 

A number of difficulties arise, however, if receiver-addressed 
waveforms are used in place of a common code by all radios. 
Echo acknowledgment techniques must be replaced by separate 
acknowledgments if a hop-by-hop acknowledgment protocol 
is used. Network synchronization may require more overhead 
transmissions, since a simple broadcast on a common code 
pattern no longer is received by all PR 's in radio range. The 
discovery of new RF connectivity also becomes more difficult 
without a common code pattern. Potential solutions to these 
problems include the use of dual receive channels to operate 
simultaneously with both a receiver-addressed pattern and a 
common code pattern or a time shared partition of slots into 
a receiver addressed portion and a common code portion. 
The first solution requires additional hardware, while the 
second solution may reduce the efficiency of the shared radio 
channel. 

D. Carrier Sense 

The carrier sense multiple access (CSMA) technique provides 
one way to significantly reduce the number of conflicts due to 
self-mterference on the channel. It achieves this capability 
by inhibiting transmissions which would otherwise cause con-
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tention to occur. The capture effect described earlier provides 
an alternative method to deal with contention. In a way, 
CSMA captures the channel, while spread spectrum allows the 
waveform to be captured at a receiver. Carrier sense is, in 
reality, a misnomer in the spread spectrum context. A better 
term might be "spread spectrum packet acquisition," or 
SSP A. However, we will use the term carrier sense to refer to 
SSPA for compatibility with terminology commonly used in 
the literature. 

In carrier sense operation, a packet radio operates in the 
receive mode until the last possible instant prior to the onset 
of a packet transmission. If channel activity is present, the 
transmission is inhibited and rescheduled for later transmission. 
Perfect. channel sensing is impossible in actual application due 
to finite propagation delay. Nevertheless, carrier sense can 
provide a very efficient access mechanism [ 11, 29] . 

Early models of carrier sense assumed that packet radios 
would implement the sensing function by measuring in-band 
RF energy or by observing an in-lock status indicator associated 
with packet synchronization circuitry. In high interference 
environments, however, sensing RF energy may result in false 
activity sensing and unnecessary transmission delays. In tactical 
environments, the observation of bit synchronization status 
may also result in false sensing if the same waveform is con­
tinually reused in the system, since this would allow a jamming 
transmitter to hold off the other packet radios in an area. 
In code slotted systems, these false sensing problems can be 
avoided, since new waveforms are used in each slot. A number 
of remaining issues related to CSMA in a spread spectrum 
system are addressed below. 

1) Carrier Sense Versus Capture: Even though a packet 
radio system operates with a strong capture mechanism, it 
may still be desirable to use carrier sense to limit contention 
for a number of reasons. In a slotted system, sensing a packet 
on the channel often indicates that the potential recipients of 
a packet to be transmitted are committed to receiving the 
packet which is already on the channel. This is particularly 
true if receiver addressed waveforms are used, and sensing is 
performed using the waveform of the intended receiver as a 
reference. 

While the capture mechanism provided by a spread spectrum 
waveform reduces the adverse effects of contending packets, 
contention may still have undesirable effects. Battery operated 
packet radios may waste energy unnecessarily if they transmit 
when it would have been possible to sense that the intended re­
ceiver was probably busy and delay the transmission. Trans­
mitting densely overlapped packets may not result in zero 
capture, but the code division multiple access and anti-jamming 
performance of the system will be reduced. Thus, even if a 
strong capture mechanism exists, the use of carrier sensing 
procedures may allow the original margin against interference 
to be retained. In a slotted system the presence of carrier 
sense will normally increase system efficiency as well. 

2) Sensing Strategy: Since the spread spectrum patterns in 
a code slotted system are constantly changing, carrier sensing 
can only take place practically during the preamble portion 
of the packet. Two alternatives are apparent. A packet radio 
may detect preambles and continue to receive a packet once 
detected. Thus, collisions with that particular packet are 
avoided, but any packet which arrives at the packet radio 
subsequent to capture of the first packet cannot be detected 
since the preamble will be missed. After the end of the first 
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packet, the channel will probably still be occupied with the 
end of the second packet, but, unfortunately, this will be 
invisible to the radio. Alternatively, if the packet radio is in 
a sensing mode with all local packet buffers full with packets 
waiting to be transmitted but with no outstanding acknowledg­
ments, the packet radio may choose simply to sense preambles 
only. If a preamble is detected, transmission is prohibited for 
some period of time and the remainder of the detected packet 
is intentionally dropped. The receiver then returns to the 
preamble sensing mode once again in search of an idle channel 
interval. If during this time another preamble is sensed, the 
transmission is further prohibited. The difficulty with this 
procedure is that the location of the end of a sensed packet is 
unknown, due to a variable packet length. Thus, the minimum 
delay prior to re-attempting transmission may have to be set 
for a maximum length packet, adding unnecessarily to packet 
delivery delay. 

The sensing strategies discussed above can be applied directly 
to the cases of slotted and nonslotted operation. However, 
the results of the sensing strategy are more precise in slotted 
operation, since packet transmission and reception must end 
before a slot boundary. The slot size would generally be 
selected to accommodate the maximum packet size plus an 
allowance for propagation delay and tlte uncertainty interval 
Tu if used. Thus, the slot is normally capable of accom­
modating only one packet per slot for a given receiver, and the 
sensing process may be restarted at the beginning of each slot 
without danger of missing a preamble due to overlapping 
prior transmissions. 

E. Position Location 

The wide bandwidth of a PN spread spectrum waveform 
or a hybrid PN/FH waveform allows good time resolution for 
measurement of packet time of arrival (TOA). In a code slotted 
system, a certain degree of network synchronization must be 
maintained to support the communication function. This 
degree of synchronization can be further refined to allow 
multiple TOA or pseudoranging measurements to be made 
very accurately at each packet radio with respect to other 
radios, and these measurements can be used in a multilateration 
position location procedure. Periodically, each packet radio 
could broadcast its current estimate of its location in order 
to provide adjacent units with additional data to improve the 
pseudoranging procedure. For typical ground-based mobile 
terminals, these position messages would only need to be 
broadcast a few times per minute, so that the load on the 
channel due to these messages would be a small fraction of 
total capacity. 

In addition to the obvious applications to mobile user naviga­
tion or position reporting, knowledge of geographic relative 
positions and velocity vectors of packet radios could aid 
significantly the process of point-to-point route establish­
ment, mobile terminal route evaluation, and other network 
procedures. However, the value of this tool has yet to be 
established. 

PROCEEDINGS OF THE IEEE, VOL. 66, NO. 11, NOVEMBER 1978 

with false traffic if previously used waveforms are rapidly 
discarded in favor of new waveforms valid in the very next 
slot. The decreased spectral density of spread sprectrum 
signals, lack of waveform predictability, use of multiple access 
and random access, and co-located CDMA networks all con­
tribute to a decreased susceptability to timely detection, 
direction finding, and intercept of signals by nonnetwork 
participants. All of these properties could be important in 
tactical applications of packet radio. 

VII. EXPERIMENTAL PACKET RADIO DEVELOPMENTS 

Although significant analytical progress has been achieved, a 
complete mathematical analysis of a multiple access, multihop 
radio network is not yet possible. Computer simulations hav­
ing reasonable detail are being developed, and show great 
promise, but their practicality and degree of realism have yet 
to be validated. Thus, experimentation with a real network is 
still a primary tool of the network architect. 

Toward this end, the Advanced Research Projects Agency 
(ARP A) initiated in 1973 a theoretical and experimental packet 
radio program. The initial ARPA program objective was to 
develop a geographically distributed network consisting of an 
array of packet radios managed by one or more mini-computer 
based "stations," and to experimentally evaluate the perfor­
mance of the system. The first packet radios were delivered to 
the San Francisco Bay area in mid-1975 for initial testing and 
a quasi-operational network capability was established for the 
first time in September 1976, shortly after the prototype sta­
tion software was developed. Approximately 25 radios are 
currently available for use and about SO radios are expected to 
be available by the end of 1979. As of this writing(June 1978), 
the packet radio network has been in daily operation for ex­
perimental purposes for almost two years. During that period, 
nearly three dozen major demonstrations of the network were 
scheduled and successfully carried out. The location of the 
major elements of the packet radio tested during 1977 is shown 
in Fig. 12. 

The packet radio equipment currently in use in the Bay Area 
testbed is designed to support the development and evaluation 
of fundamental network concepts and techniques. This initial 
radio equipment was designated the Experimental Packet Radio 
(EPR), and is briefly described below. A major new develop­
ment in 1978 has been the completion of an Upgraded Packet 
Radio (UPR) which is simila,r in architecture to the EPR but 
which has, in addition, the ECCM features necessary to verify 
the viability of packet radio concepts in tactical military ap­
plications. Selected features of the EPR and UPR designs are 
described in this section. 

Functions provided within the station software installed in 
1977 included: network routing control; a gateway to other 
networks; a network measurement facility which collects, 
stores, and delivers experimental statistics from any network 
components; a debugging facility which supports examining 
and depositing the contents of memory in the PR units; an 
information service which assists in locating and connecting to 
people currently using the PRNET; and an experiment configur-

F. ECCM Performance ation control module. Of these functions only the network 
A code slotted packet radio network can be designed to pro- - routing control must reside within the station. All the other 

vide an effective electronic counter countermeasure (ECCM) functions can reside in separate hosts attached to the PRNET. 
capability. If the valid waveform for any given slot cannot be This permits convenient expansion of the quantity and quality 
predicted by a network nonparticipant,jammers are constrained of services provided to users of the PRNET. At the same 
to operate as noncoherent rather than coherent noise gen- time the station software itself may be kept small and simple 
erators. Jammers are also unable to "spoof" the network permitting economical replication for high redundancy and 
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Fig. 12. Location of major elements of the packet radio testbed during 
1977. 
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Fig. 13. Experimental packet radio configuration. 
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reliability of network operation. 
The major objectives of the experimental testbed are the 

development and evaluation of efficient network protocols 
and operational techniques and the test use of these capabilities 
by selected communities of real users. Toward this end, tech­
niques have been developed to allow a variety of debugging 
and performance measurement operations to be carried out 

in the network, and these capabilities are also described in this 
section. 

A. An Experimental Packet Radio Unit 

The EPR design which has been implemented for use in the 
testbed is functionally configured as in Fig. 13 (also see 
Fig. 6). An in-depth discussion of the implementation issues 
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and applied technology relevant to the EPR is available [26]. 
The description provided here focuses on the operation and 
evolution of the EPR in the packet radio test bed. 

Each EPR consists of a radio unit, which transmits and 
receives packets, and a microprocessor-based digital unit, which 
controls the radio and provides packet header processing (e.g., 
for routing of packets between nodes). An EPR may operate 
as a repeater, or may be connected to a user's host computer 
or terminal, or to a station. The interface between the user 
equipment and the EPR digital unit is the portal through 
which packets enter and leave the network. 

The EPR radio unit operates with a fixed PN spread spectrum 
pattern which, for simplicity in implementation, is identical 
for each transmitted bit. Two transmission data rates are 
available, I 00 and 400 kbits/s, with corresponding spread spec­
trum patterns of 128 and 3 2 chips per bit, respectively. The 
I 00-kbits/s rate is used for links with potentially large multi­
path spreads because the fixed bit length PN chip pattern does 
not provide the ability to discriminate against intersymbol in­
terference. The radio unit operates in a half duplex mode. 
When a packet is transmitted, the preamble, header and text 
are read from microprocessor memory under direct memory 
access (DMA) control. The radio unit completes the packet 
format previously illustrated in Fig. 8 by adding a 32 bit cyclic 
redundancy checksum (CRC), then differentially encodes the 
data, and adds (modulo two) the appropriate PN chip pattern 
for the selected data rate. The resulting PN modulated stream 
is then applied to a minimum shift keying (MSK) modulator, 
and the signal is up-converted to a selected 20 MHz portion of 
the 1710-1850 MHz band, power amplified, and transmitted 
through an azimuthally omnidirectional antenna. 

When not transmitting, the EPR remains in the receive mode. 
An arriving packet proceeds through RF amplification, down­
conversion, IF amplifier and wide-band (noncoherent) auto­
matic gain control (AGC) functions. Because the PN chip pat­
terns used for the I 00 and 400-kbits/s data rates are chosen for 
low cross correlation performance, two parallel receive chains 
following the IF amplifier/AGC can be simultaneously active. 
A fixed surface acoustic wave (SAW) device is used to match fil­
ter the PN modulated waveform two bits at a time in a differ­
ential detector. The outputs of the differential detector (i.e., the 
correlation pulses) are used to set a narrowband (coherent) 
AGC, and after a phase locked loop bit sync circuit has settled 
and the end of preamble (EOP) bit pattern has been detected, 
the differentially detected data in the active channel is passed to 
mircoprocessor memory under DMA control. The packet 
preamble design illustrated in Fig. 7 allows AGC settling, bit 
sync acquisition, and EOP detection (data sync) to occur prior 
to arrival of the first data bit. The microprocessor executes the 
appropriate protocol software to determine whether the received 
packet should be relayed, delivered to an attached user or 
station, or discarded. 

The EPR digital unit presently uses a National IMP-16 micro­
processor with 4096 16-bit words of RAM and 1024 words of 
PROM. The PROM contains the processor operating system 
and all DMA 1/0 routines. Network protocols and packet 
buffers are stored in RAM. Eventually, the protocol routines 
will also be stored in PROM, but the evolving nature of the 
software in an experimental system requires the use of RAM 
at present. Protocols currently implemented are the channel 
access protocol (CAP), the reliable station to PR protocol 
(SPP), a statistics gathering feature called CUM ST ATS, and a 
debugging package called X-RAY. CAP is responsible for the 
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primary EPR function of transferring packets to or from the 
adjacent EPR on a route through the network. CAP is respon­
sible for monitoring the hop-by-hop echo acknowledgment 
process, retransmission of nonacknowledged packets, invoking 
alternate routing procedures, and determining packet disposi­
tion. CAP currently implements pure ALOHA, CSMA, and a 
variant of pure ALOHA in which random transmission is de­
ferred until the end of an on-going reception process so as not 
to needlessly discard an arriving packet. 

SPP is an end-to-end protocol which is used for reliable delivery 
of network monitor and control packets, such as "labeling 
packets" sent to the EPR. SPP uses CAP as its interface to the 
network. Similarly, an external user device which submits a 
packet to the EPR uses CAP to launch the packet into the net­
work, but is responsible for any user end-to-end protocols 
which might be required to be layered on top of CAP. Cur­
rently, approximately I 000 words of memory are devoted to 
the EPR operating system, 600 words to the DMA 1/0 routines, 
2500 words to CAP, SPP, and CUMSTATS, and 900 words to 
packet buffers. 

B. An Upgraded Packet Radio Unit 

1) Motivation: The EPR was designed to allow experimenta­
tion and verification of the majority of basic packet radio 
protocols and concepts. The need exists, however, for a limited 
number of packet radios having enhanced capabilities in order to 
demonstrate the feasibility and advantages of packet switching 
radio networks in ground-mobile tactical environments. The 
upgraded packet radio (UPR) design which has been developed 
in response to this need differs from the EPR design primarily 
in its enhanced electronic counter measures (ECCM), low 
probability of intercept and position location capabilities. 

In the tactical environment, reuse of the same PN sequence 
would result in vulnerability to jamming and waveform spoof­
ing. In the UPR, a PN pattern, which varies on a bit-by-bit 
basis, is used to spread spectrum modulate each bit. As a 
result, the UPR must have a programmable matched filter to 
receive the PN modulated waveform, and the UPR network 
must maintain a degree of synchronization among network 
elements to enable the receiver to generate the same PN se­
quence as the sender. Timing is provided by means of an accurate 
time of day clock maintained by all the UPR's. In addition to 
varying the PN pattern used, a higher spread factor (or number 
of chips per bit) is used in the UPR than in the EPR. The data 
rate in the UPR is approximately the same as in the EPR, but 
the corresponding bandwidth of the UPR is larger-approxi­
mately 140 MHz (i.e., 1710-1850 MHz). An electroacoustic 
convolver is used in the UPR to provide the wideband, 
programmable matched filtering element. This convolver is a 
single passive device which currently occupies a few cubic 
inches and is equivalent to many conventional matched filters. 
Further discussion of the operation of the convolver is con­
tained in reference [ 3 0] , [ 31 ] . 

Reliable packet transport in the EPR system relies on error 
detection and retransmission strategies. These techniques are 
inadequate in a tactical environment because they allow very 
simple jamming strategies to force large number of packet 
retransmissions with a low attendant throughput. The UPR 
is provided with a forward error correction (FEC) mechanism 
based on convolutional encoding and sequential decoding which 
operates in combination with error detection and packet 
retransmission techniques. 

2) Organization and Basic Operation of the UPR: The func-



Authorized licensed use limited to: Harbin Institute of Technology. Downloaded on May 01,2010 at 15:38:12 UTC from IEEE Xplore.  Restrictions apply. 

KAHN et al.: ADVANCES IN PACKET RADIO TECHNOLOGY 1491 

ANTENNA 

UP 
CONVERTER 

POWER 
AMPLIFIER T/R SWITCH RF 

AMPLIFIER 

FREQUENCY 
sa.ECTIVE 

LIMITER 

DOWN 
CONVERTER 

--------i COOE GENERATOR t----------------+I 

TRANSMIT 
DIRECT MEMORY 

ACCESS INTERFACE 

i RADIO UNIT 

! DIGIT AL UNIT 

SEQUENTIAL 
DECODER 

TIME BASE 

DIGITAL 
PROCESSOR 

TERMINAL/STATION/HOST 
INTERFACE 

PREAMBLE 
PROCESSOR 

DUAL CHANNEL 
RECEIVE DIRECT 
MEMORY ACCESS 

INTERFACE 

AUTOMATIC 
GAIN CONTROL 

LOGIC 

Fig. 14. Upgraded packet radio configuration. 

tional organization of the UPR is illustrated in Fig. 14. As 
in the EPR, the UPR digital unit interfaces with user terminal 
equipment by means of a direct memory access (DMA) channel 
and with the radio unit by means of DMA channels under pro­
cessor control. In addition, the UPR processor controls the 
local time of day clock through addressable registers and 
supervises the activity of the sequential decoder which operates 
into and out of the processor memory by means of three DMA 
channels. 

Network synchronization is achieved through the use of time 
stamped packets. Transmitted packets contain their time of 
transmission as determined from the local time of day clock. 
When packets are received, the time of arrival is stored in 
memory. The processor uses this data to develop timing cor­
rections for the local time base in accordance with network 
timing protocols. 

System time is divided into basic units called slots which have 
a 5-ms duration. For experimental purposes, however, the slot 
duration is adjustable. Slots are uniquely identified by sequen­
tially numbering them. In order for two network UPR ele­
ments to communicate, their time of day clocks must agree on 
the current slot number. There is a one-to-one correspondence 
between a slot number and a PN code sequence used to transmit 
a packet such that when a UPR initiates a packet transmission 
in a particular slot, the PN code sequence used is the one cor­
responding to that slot. The transmission is allowed to begin 
at any point in the slot and the duration of the transmission 
many be many slots. The same strategy is used at a UPR which 
is waiting to receive a packet. At the beginning of each time 
slot, the time base delivers a new slot number to the PN code 
generator. This slot number completely determines the PN 
pattern used to receive any packet whose reception begins 
during that slot. Regardless of the time of arrival of the 

packet within the slot, or its length, the PN code sequence 
used is completely defined by the slot in which reception 
begins. Thus, the UPR implements a code slotted system 
with nonslotted transmission. The hardware is also cap­
able of slotted transmission for experimental purposes. 

When a packet is to be transmitted, the processor activates a 
DMA channel to control and monitor the transmission. Under 
DMA control, the packet is read from the processor memory, 
convolutionally encoded with a constraint length 24 code, and 
loaded into a buffer prior to scrambling (bit order permutation). 
The packet data is read from the buffer bit by bit in pseudo­
random order, differentially encoded, and passed to the spread 
spectrum modulator where each data bit is modulo two added 
to each chip of the PN chip sequence used to encode that bit. 
The PN modulated chip sequence is then passed to an MSK 
modulator, implemented with a SAW device, and having an IF 
output at 300 MHz. This signal is up-converted to 1780 MHz, 
amplified to l O W, and fed to the azimuthally omnidirectional 
antenna. Fig. 15 shows the basic UPR packet and preamble 
format. In the discussion above, only the header and text bits 
of the packet are read from the processor memory. The 
preamble and postamble bits are supplied by the code generator 
circuitry, and are used in combination by the receiver to deter­
mine the receive data rate and coding format of the packet. 

The UPR operates in a half duplex mode. When the UPR is 
not transmitting, received packets pass from the antenna 
through a number of RF amplifier/automatic gain control 
(AGC) stages. The signal is then processed by two frequency 
selective limiter (FSL) stages which provide an adaptive notch­
ing mechanism for narrow-band interference. After down 
conversion to 300 MHz, the signal is processed by a signal 
normalizer which tries to normalize wideband interference to 
the same level as the desired signal prior to spread spectrum 
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processing. The normalizer is a signal processing device which 
operates at IF. When used in conjunction with the spread 
spectrum processing gain, it can nullify the effects of a single 
wideband source of interference. The UPR can also be operated 
with an adaptive antenna array to null wideband jammers. 

The convolver subsystem provides the spread spectrum 
matched filtering function. During the preamble of the packet, 
the convolver outputs are further processed by a preamble 
processor where packet detection and synchronization func­
tions are performed. During the remainder of the packet, the 
convolver outputs are processed by the data detection circuitry 
which makes hard binary bit decisions and provides a matched 
filter function for the postamble sequence. Received packets 
are buffered in one of the receiver's descramblers prior to bit 
reordering and storage of the packet in processor memory 
under control of a DMA channel. Two receive descrambler/ 
DMA channels are provided to allow reception of two succes­
sive packets with minimum interpacket arrival time. When a 
packet has been received and stored in memory, the processor 
initializes DMA transactions with the sequential decoder to 
decode the packet. The decoding process thus takes place 
"off-line" in that additional packets may be received in 
memory while previous packets are still being decoded. As 
soon as the packet header is decoded, i_t may be submitted to 
network protocol processing to determine disposition of the 
packet. 

3) Spread Spectrum Code Selection and Generation: One 
of the fundamental differences between the EPR and UPR 
equipment is the use in the UPR of a direct sequence spread 
spectrum waveform which changes from bit to bit. The selec­
tion of the code and an efficient means for its generation was 
an important consideration in the UPR development. The at­
tributes of the code which influenced the choice were as 
follows. In order to provide good antijamming and antispoof­
ing properties, it should be impossible to predict the PN se­
quence which will be used to encode some future data bit based 
on an observation of the PN code used for encoding past data. 
The PN code sequences of bit duration should also have good 
autocorrelation properties to facilitate detection and synchro­
nization of the packet. Code autocorrelation becomes even 
more important in view of the position location subsystem 
being developed for the UPR which relies on accurate time of 
arrival measurement for its operation. The PN code sequences 
used to encode bits should have low cross-correlation. This 
attribute is important since it provides a capture mechanism 
for the channel access technique and will support multiple 
simultaneous packet transmissions using code division multiple 
access (CDMA). The equipment required to generate the code 
should require low power and occupy low volume. The PN 
chip stream rate is quite high, and low power is therefore 
of particular concern. In the current application, it is de­
sirable to have a code generation algorithm which is easily 
time reversible, since the convolver reference chip stream 
is the reverse of the modulator chip stream over a bit. Any 
code generator can be made reversible by running it in advance, 
storing the chips in a memory, and reading them in reverse 
order. However, a reversible code algorithm may result in 
savings of power and hardware. 

A code generation technique having the desired attributes 
was selected from several candidates for implementation in the 
UPR. For brevity, a code pattern will refer to the length of 
PN chip sequence used to spread spectrum encode one data 
bit. In the initial versions of the UPR, a finite set of approxi-
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mately 2000 code patterns are being used. For any pattern in 
this set, its chip-by-chip binary complement is also in the set. 
This feature makes it more difficult for an unauthorized user 
to extract the data from a packet. For any given transmitted 
packet, a sequence of codes is constructed from this finite code 
set according to a nonlinear secure algorithm. The sequence 
constructed depends on the slot number during which trans­
mission begins and certain other parameters used by the 
algorithm. Use of this technique allows a good algorithm 
operating at low power and low speed to specify a high speed 
chip stream having the desired unpredictability to an observer 
outside of the system. In addition, the autocorrelation and 
cross-correlation properties desired are a function only of the 
finite set of codes selected. For the UPR equipment, the code 
set was constructed from the Gold codes (32], which provide 
the desirable property of reversibility and which can be imple­
mented in a memory structure using parallel operations at low 
speed and low power consumption prior to a final high speed 
parallel to serial operation. 

4) Error Control: The_ UPR employs convolutional encod­
ing and sequential decoding for forward error correction in 
conjunction with the error detection and retransmission tech­
niques used in the EPR (33]. As indicated in Fig. lS(a), only 
the header and text of the packet are encoded. The convolu­
tional encoder is capable of encoding at three rates: 1/4, l/2, 
and 3/4. Two code rates applied to each coded packet. A lower 
rate code is used for the first portion of the packet and a higher 
rate is used for the larger second portion. The length of the 
first portion is under software control and need not be identi­
cally the header. The code rate combinations allowed in the 
header and text, respectively, are (1/4, 1/2), (1/2, 3/4), and 
l/2, 1), where code rate 1 indicates that the encoder is bypassed. 
The UPR processor submits the two distinctly coded portions 
of a received packet to the sequential decoder as separate tasks. 
This allows the processor to decode one or more packet headers 
quickly so that header protocol processing may take place while 
the longer portions of the packet are being decoded. 

If the decoding time of the second portion becomes exces­
sive, the decoding can be aborted by the processor and the 
original packet can be saved in the encoded state pending the 
arrival of a retransmission. If the first portions, which are more 
heavily encoded, of both the original and the duplicate can 
both be decoded, the two packets can be identified as dupli­
cates. Since the encoded second portions of the two packets 
are identical, except for their error sequences, they can be 
combined to form a virtual binary erasure channel. The se­
quential decoder is designed to operate on either binary sym­
metric or binary erasure channel data. The result of this 
procedure is that if the fint portions of the packets were de­
codable at, say, rate 1 /4 as separate binary symmetric channel 
inputs, then the combined second portions will, with high 
probability, be successfully decoded as a rate 1 /2 binary erasure 
channel input. 

It should be pointed out that sequential decoders operate 
best with random channel errors. For this reason, a bit order 
randomization across the entire packet is performed after en­
coding, and the inverse operation is performed prior to 
decoding. The randomization algorithm is a function of both 
slot number and packet length. As a result, a jammer cannot 
impose the same error pattern in two copies of a packet, and 
burst errors in the channel appear as random errors to the 
decoder. This may also significantly increase the power of the 
binary erasure combining technique. 
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Fig. 16. UPR digital section architecture. 

As indicated in Fig. 15, there are four distinct preamble 
bit sync patterns and four distinct postamble patterns. Part 
of the purpose of these patterns is to inform the receiving 
UPR as to which forward error correction encoding for­
mat applies to the packet. The other information imparted is 
the bit rate subsequent to the preamble (90 kbits/s or 360 
kbits/s) and whether or not the bit order descrambling function 
should be bypassed. The latter feature is used in conjunction 
with an uncoded packet format which uses only a cyclic re­
dundancy checksum for error detection, as was the case in the 
EPR. 

5) Processor Architecture: The processor being used in the 
UPR design is considerably more powerful than that used in 
the original EPR. The added capability is driven both by the 
added functions which the UPR processor must perform, and 
the results of network tests in the EPR test bed which indicate 
that system throughput can be processor-limited rather than 
channel limited. Since efficient multiple access use of the 
limited RF spectrum resouce is a key program objective, the 

UPR processor should provide sufficient processing power to 
allow maximum use of the channel. 

Fig. 16 shows the general architecture of the UPR digital 
section. The central processing units (CPU's) are Texas Instru­
ments 9900 microprocessors. These microprocessors have the 
capability for implementing a multiprocessor architecture by 
providing the appropriate monitor and control signals for bus 
sharing. Analysis showed that for the UPR application two 
CPU's could most efficiently share a bus directly, but that for 
larger numbers of CPU's higher net efficiency was obtained 
using bus couplers similar to Texas Instrument's TI-Line 
architecture. The UPR will initially be configured with the 
dual CPU processor, and will have the capability to add addi­
tional processing power using bus couplers and additional CPU 
and memory hardware. The dual CPU processor increases the 
processing power available to the UPR to support additional 
functions such as position location, network synchronization, 
and distribution of spread spectrum keys. A picture of the 
UPR is shown in Fig. 17. 
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Fig. 17. An upgraded packet radio. 

The basic architecture of the multiprocessor digital unit is 
compatible with the EPR radio section and the latest EPR units 
are being constructed using the dual processor design. These 
units will provide the added processing power desired at high 
traffic levels in the EPR test bed. 

6) Mobile Operation: An L-band radio operating from a 
mobile platform in a nonsited, ground environment encounters 
severe fading due to multipath signal components. The EPR 
equipment was originally designed to lock onto a single multi­
path component during the packet preamble and to track this 
component for the remainder of the packet. This was a simple 
and reliable approach for initial experiments which did not 
involve mobile platforms. When operating from a platform 
moving at sufficient velocity, however, fading of the acquired 
multipath component could occur rapidly enough that portions 
of the packet would be lost. In order to combat this fading 
phenomenon, a diversity mechanism based on post-detection 
integration of multipath components is provided in the UPR. 
The simplicity of the mechanism has allowed the EPR equip­
ment to be retrofitted with similar circuitry, so that reliable 
mobile operation is currently available in the EPR test bed. A 
block diagram of the receiver is shown in Fig. 18. 

C. Network Management and Operation 

At the present time two packet radio experimental networks 
are operating: an experimental testbed network covering much 
of the San Francisco Bay Area; and a local distribution net­
work in the Boston Area, which is used for station software 
development. 

1) Network Monitoring and Control: A centralized network 
management facility (NMF) has been developed for managing 
and operating the Bay Area experimental testbed. It is some­
what similar to the ARP ANET network control center (NCC) 
[39] in that it collects and displays relevant PRNET status 
information on a continuous basis. The facilities available at 
the NMF include two stations and a network monitoring sys­
tem employing an Interdata 70 and an EPR to monitor radio 
traffic.(during test and debugging only). From the NMF, the 
network can be debugged, the status of the network can be 
monitored, tests and measurement experiments can be run, 
and faults can be detected, diagnosed, and isolated. 

2) Debugging the Network: All elements of the packet radio 
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network have been designed to be debugged remotely under 
test as well as operational conditions. The memory of any 
packet radio's microprocessor can be remotely examined or 
altered through the use of the X-RAY debugger by a person 
at the station. The X-RAY process is routinely used to alter 
operating parameters in the packet radios (such as power out­
put, frequency, timing, and protocol values) and to examine 
or alter program code. Its operation can also be automated so 
that other station processes can utilize it directly. 

The PRNET is normally connected to the ARP ANET. This 
connection is accomplished using a gateway [ 34] process, 
co-located with the network station processor, to communicate 
with an ARP ANET IMP [ 2] . The station can then be remotely 
debugged from an authorized ARP ANET host using a cross­
intemetwork debugger known as X-NET. By using internet 
protocols to access the station's X-RAY process, even the radios 
can be remotely debugged from the ARPANET. The user's 
terminal interface unit (TIU) also supports both forms of re­
mote debugging_ This feature has proved essential to the Bay 
Area PRNET development in that station software developers 
located in Boston and packet radio software developers in 
Texas can remotely participate in network debugging as the 
need arises, and new software versions can be conveniently 
installed from remote development sites as frequently as 
required. 

3) System Monitoring: Once initialized, each packet radio 
in the network periodically announces its existence by trans­
mitting to the station summary ROP's which contain neighbor 
tables and other status information. Similarly, terminal devices 
periodically send summary TOP's (terminal-on packets), which 
serve much the same function as their counterpart summary 
RO P's. 

Both the station and the network monitor make extensive use 
of summary ROP's and TOP's. The station maintains a con­
nectivity matrix based on the information contained in the 
ROP's for assigning routes. Current network connectivity may 
be displayed at the station upon request, and all state changes 
for nodes and links may be time stamped and logged. When 
active, the independent network monitoring system also listerns 
to ROP's, and maintains a table of the last time that ROP's 
and TOP's were heard, for each packet radio or terminal inter­
face unit ID. Thus, the exact time of failure of any network 
element can be obtained-even if a component of the station 
fails. 

D. Test and Experimentation 

This section describes the measurement capabilities that have 
been designed-in as an integral part of the experimental net-
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work. Measurement facilities have been built into the PR and 
station software. They provide for the collection and delivery 
of measurement data over the radio channel in real-time while 
an experiment is being run; after the experiment has been 
completed, the data are reduced and analyzed at a remote site. 
Operating software in the PRU's, TIU's, and station performs 
the collection of measurement data and uses the system proto­
cols for delivery of this data to a measurement file located at the 
station. No additional hardware is needed to make measure­
ments on throughput, delay and several other parameters, and 
the design goal of the facilities is that the taking of measure· 
ments should have a minimal impact on PRNET performance. 
A discussion of PR measurement techniques is given in Tobagi 
et al. in this issue [29]. 

From the station, parameters in each PR and terminal device 
in the network can be set remotely, selected elements can be 
halted, if appropriate, the collection of statistical data from 
selected devices may be enabled, traffic sources may be turned 
on or off, and data collection may be initiated. At the con· 
clusion of a measurement run, the data can be automatically 
spooled over the ARPANET to a remote site (e.g., UCLA) 
for analysis. 

The four primary measurement tools that have been developed 
are: cumulji.tive statistics (CUMSTATS), snapshots, pickup 
packets, and neighbor tables, CUMST ATS consist of a variety 
of activity counters in each node. Snapshots periodically record 
the disposition of packet buffers and other node resources. 
Pickup packets are "crates" that start out empty at a traffic 
source, and pick up information at each node they traverse 
enroute to their destination, thus providing a trace of their 
history. Neighbor tables are a table of counts of packets 
received from each "neighbor" PR in range. The location 
of these built-in measurement tools are. as follows. 

I) TIU measurement software-provides sources and sinks 
of controlled traffic streams; generates and collects pickup 
packets; collects end-device CUMST ATS; and periodically sends 
collected data to station measurement process. End-device 
cumstats collected consist of packet activity counters, retrans· 
mission histograms, and end-to-end acknowledgment time delay 
spectra. 

2) PRU measurement software-collects subnet CUMSTATS 
and snapshots; enters local data into pickup packets; and 
periodically sends collected data to station measurement pro­
cess. PRU CUMSTATS include counters for packets trans­
mitted, packets received, packets in error, and retransmission 
histograms. 

3) Station measurement software-controls experiments and 
collects the resulting measurement data. Internal packet· 
handling processes (such as the forwarder and gateway) also 
collect cumstats which are written on the measurement file. 
Network connectivity, labeling, and route updates are all writ· 
ten on the measurement file as they occur. 

4) Off-line measurement software-the final destination of 
the PRNET measurement data is the UCLA 360/91 computer. 
The data are sent from the station over the ARPANET and are 
stored at UCLA, for use by several analysis programs. 

These facilities as described provide an advanced set of tools 
for network experimentation. Controlled experiments can be 
run, data collected and transmitted to a general-purpose machine 
for reduction and analysis, all using elements that are a built· 
in, permanent, part of the network under test. Today these 
capabilities are an accepted part of experimental networks; in 
the future, it is likely that many operational networks will have 
similar capabilities as well. 
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VIII. CONCLUSIONS 

Packet radio has emerged as a viable technology for both 
fixed and mobile computer communications. The elements of 
a PRNET are already small enough (the repeater is about a 
cubic foot) to envision the day when a complete packet radio 
terminal will be about the size of a pocket calculator. A packet 
radio is still too expensive for widespread usage outside the 
military. However, the application of recent advances in 
integrated circuit technology and sophisticated signal processing 
techniques is expected to lead to low cost radios within the 
next five to ten years. 

The cost of digital technology and advanced signal processing 
is steadily decreasing. It is very reasonable to expect that 
digital radio technology will be married with the personal com­
puter technology and that a very powerful personal network 
technology will emerge which will be capable of revolutionary 
impact on both the communications and computing fields. 

In the space environment, the packet radio technology is a 
potential candidate for organizing multiple satellites into a 
store-and-forward network. This architecture would entail the 
provision of significantly more processing within each satellite 
than is typical of existing satellites. 

Packet radio will most likely play a major role in achieving 
local distribution of information, particularly when the source 
or destination can be mobile. Numerous cost, fabrication, and 
operational issues are being pursued and various regulatory 
bodies are evaluating the possible role of packet radio in 
achieving efficient spectral utilization for computer communi­
cations. However, the basic technology has now been demon­
strated and it seems likely that packet radio will play a signifi­
cant future role in computer communications and the local 
distribution of information. 
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