a2 United States Patent

AR T 0 00 5 TS

US006601104B1

(10) Patent No.: US 6,601,104 B1

Fallon (45) Date of Patent: Jul. 29, 2003
(54) SYSTEM AND METHODS FOR 3,606,706 A 2/1997 Takamolo et al.
ACCELERATED DATA STORAGE AND 5,615,017 A 3/1997  Choi
RETRIEVAL 5,021,820 A 4/1997 Rynderman et al.
5623623 A 4/1997 Kim et al,
- ) p P ; 5623701 A 4/1997 Bakke el al.
(75) Inventor: James J. Fallon, Bronxville, NY (US) 5627995 A 51997 Miller et al.
(73) Assignee: Realtime Data LLC, New York, NY 5629732 A ™ 5/1997 Moskowilz et al. ........... 348/7
(US) 1:.6%0,1’.!?2 A 5/1997 ('a‘rrclr‘ﬂ et al.
5652857 A 71997 Shimoi et al.
(*) Notice:  Subject to any disclaimer, the term of this 3652917 A 71997 Maupin el al.
%"'S'“‘E‘ 'TS‘;’(‘{S"S;‘L ‘:jra y"’iluswd uxder. 33 (List continued on next page.)
Primary Examiner—David Y. Eng
(21)  Appl. No.: 09/266,394 (74) Attorney, Agent, or Firm—Trank V. DeRosu; I. Chau
22) Filed:  Mar 11, 1999 & Associates, LLP
(57) ABSTRACT
(51) Int. CL7 o GOGF 13700 ) o
Systems and methods lor providing aceelerated dala slorage
153 | ASLEL s a s i maiane IS AL and retrieval utilizing lossless data compression and decom-
pression. A data storage accelerator includes one or a plu-
(58) Field of Search ..o T09/231, 233 rality of high speed data compression encoders that ure
(56) References Cited configured to simultaneously or sequentially losslessly com-
press data at a rate equivalent to or faster than the transmis-
U.S. PATENT DOCUMENTS sion rate of an input data stream. The compressed data is
4574351 A 3/1986 Dang et al. subsequently stored in a largel memory or other slorage
4804959 A 2/1989 Makansi et al, device whose input data storage bandwidth is lower than the
4870415 A 9/1989 Van Maren et al. original input data stream bandwidth. Similarly, a data
4965675 A 10/1990 Hori et al. retrieval accelerator includes one or a plurality of high speed
5.028.0922 A 71991 Huang data decompression decoders that are configured 10 simul-
5046027 A 91991 Taafle et al. tancously or sequentially losslessly decompress dala al a rate
3150430 A 9/1892 Chu. equivalent 1o or faster than the input data stream from the
::;g*;"f; i l{:;:gz_; ?::1'[: :t[ :i largel memory or storage device. The decompressed data is
5237460 A s}lﬁé} Miller et al. l_hc-n outpul al rate data that is greater than the output rate
5937.675 A 81993 Hannom. Jr. [rom the targel memory or data storage device. The data
5247638 A 9/1993 O Brien el al. storage and retrieval accelerator method and system may
5247646 A 0/1993 Osterlund et al. employed: in a disk storage adapter to reduce the time
5287420 A 2/1994  Barrett required to store and retrieve data [rom computer to disk; in
53576014 A 10/1994  Pattisam et al, conjunction with random access memory to reduce the time
5414850 A 5/1995 Whiling required to store and retrieve data from random access
5506872 A ¢ 4!1??(: Mohler -....c.vrumrivennsn 375/240 memory; in a display controller to reduce the time required
:;;:j‘f;:; i ;:ri J;g ll;;?ktle:la] (o send display data 1o the display controller or processor,
5561824 A 10/1996 Carreiro et al. andﬁ:wr in an input/output cnntmllc‘r to reduce the tme
5.574.952 A 11/1996 Brady et al. required 1o store, retneve, or transmit data.
5574953 A 11/1996  Rust et al.
5590306 A 12/1996 Watanabe el al. 35 Claims, 20 Drawing Sheets

Carpem Bas |- 12
thetre

Oracle 1108



US 6,601,104 B1

Page 2
U.S. PATENT DOCUMENTS S.870087 A 21999 Chau

i il & 5889961 A 3/1999 Dobbek
SACBI0 A 5 BT Bikiai 5915079 A 6/1999 Vondran, Jr. el al.
SNG4 BIEST Moshl ol 5036616 A 81999 Torborg, Jr. el al.
5,671,380 A 9/1997 Saliba SOG0465 A 91999 Adams
5694619 A 121997 Konno e o

" 5,968,149 A 10/1999  Jaquetle et al.
5,696,927 A 121997 MacDonald et al.
£ . Pt 5974471 A 10/1999 Belt
5715477 A 2/1998 Kikinis i :

s V. 5.9096,033 A 11/1999  Chiu-I1ao

5.721958 A 2/1998 Kikinis
= £ h - 6000009 A 12/1999 Brady
5.724475 A 3/1998 Kirsten

: 6002411 A 121999 Dye
5778411 A 7/1998 DeMoss el al, g
i X 6011901 A 1/2000  Kirsten
5. 787487 A 7/1998 Haslhimoto et al. . 4
= i 6,014,694 A 1/2000  Aharoni et al.
38086600 A % 9/1998 Sekine et al ooverrieriienn. 3488 . <
ol g T : 6,026,217 A = 22000 Adileta ................. 395/200.77
5800337 A 9/1998 Hannah et al. > :
Z 517 TR0 2 yias 6,028,725 A 202000 Blumenau
3.812.789 A 9/1998 Diaz £ BT 148 1A 50000 Wilk
5838996 A 11/1998 deCarmo ey £
5841979 A " 11/1998 Schulhof et nl. ....... 3957200.67
5847762 A 12/1998 Canfield et al. * cited by examiner



US 6,601,104 B1

Sheet 1 of 20

Jul. 29, 2003

U.S. Patent

-

weans
ejeqg indin0

I 3HNOI

14

(0]°

JojeJa|820y
ELEINEN
ejied

201Ae(]
abeiols
eleq

Jojels|ady
abeliois
eieq

==

weans
ejeq indu)



U.S. Patent Jul. 29, 2003

Receive Initial
Data Block From
Input Data
Stream

l

Compress Data
Block with
Encoder(s)

l

Store Data

-

Sheet 2 of 20 US 6,601,104 B1

~ 200

~ 202

204

Input Stream ?

YES

|

More Data Blocks in

~ 206

No Terminate Storage
Acceleration Process

5
208

Receive Next Data
Block From Input
Stream

~210

FIGURE 2



U.S. Patent

Jul. 29, 2003 Sheet 3 of 20 US 6,601,104 B1

Retrieve Initial
Data Block
From Storage I
Device

l

Decompress Data

300

> Block with ~ 302
Decoder(s)

l

Output Accelerated
Data Block

~ 304

More Data Blocks No Terminate Refirieval
For Output Stream ?, Acceleration Process
$
308

Yes

v

Retrieve Next
Data Block
From Storage
Device

~ 310

FIGURE 3



US 6,601,104 Bl

Sheet 4 of 20

Jul. 29, 2003

U.S. Patent

(z-1) »ooig B1eq
peposul 20

Z %20ig Bjed
pepooug 8J01S

By 3HNOI4

| ¥2o0|g ejed
pepooul 8I0IS

3o0lg ejed
papoou3 ai0iS

(1) doolg Bjeqd € %ooig ejeq Z %oo|g ejed | ¥oo|g e1eq ﬁw_m_ wwa
ssasdwon ssaldwo) ssaJdwoD) ssaidwo) )
ZAOHLIN

1 %0018 E1eQ p Yooig eeg € %oold ejed Z ¥ooig eyeqd | ¥o0|g Bleq 12019 EieQ

pepoous 2I0}S

pepoous ai0iS

papoou3 8i01S

papooud 81018

paposu3 8.0}

papoous 840}S

I y00lg eleg b %00|g Ejeq € %o0|g eleg Z¥ool|g Beq L %o0|8 Eeled v_oo_mn__ Hwo
ssaJdwo) ssaldwo) ssasdwo) ssasdwo) ssaidwo) ssaidwo)
I QOHI3AW
| Yoo|g Ejeq ¥ Yoo|g Bjeq € Yo0|g eleq ZYoolg eed | %ooig Bleq xoohm8wmo
TN LN anB0aYy ane29y ETNEREN| EINEREN| aAls08Y
IL vl £l rA R bl |BAJSIU] BLULL

—_———rt— e e —_——— e — ———— e ——— e ————

|
|
|
|
|
|
|
|
|
|
|
[
I
|
|
|
|
I
|
|
|
|
I
|
|
|
|
|
I
|
|
|
[
_
|
|
|
|
_
1
|
|

|
|
|
[
|
|
|
|
|
_
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
_
|
I
|
|
|
[
|
|
|
|
|
|
|
|
|

|
|
|
|
[
[
I
|
|
|
|
_
|
|
|
|
T
|
|
|
|
|
|
|
I
[
|
|
_
_
I
|
|
|
|
|
I
|
|
|
|
|

|
|
|
|
|
|
[
I
|
|
|
|
|
|
|
|
I
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
I
|
|
|
|
|
|
—
|
|



US 6,601,104 Bl

Sheet 5 of 20

Jul. 29, 2003

U.S. Patent

u

¥o0|g Eled
papooud aJoIg

(b-u)
¥o0ig E1EQ
papoousg 2i0)S

ar 34N9OI14

(z-u)
300|8 Bled
papoaug 2101

!
¥o0ig ejed
pepooul 8I0j3

(1)
¥oo|g Eleq
papooul 8i0lS

y}oolg Bled
pepoou3 2J0}g

_ . _ ) i ih | |

_ _ _ o _ I

_ | _ ¥ _ _

I | | o _ |

I I _ Fi) | _

_ | _ Lo _ |

_ | _ P _ _

_ _ _ 14,4 _ i

I | | 3] . _ ! _ e

_ | yogmea | pogeea | | ogEead | WoEERD | readiod
_ " ssaldwo) _ ssaidwo) “ _ ssaidwon " ssaJdwo) __

| | | % | | ZTORIIW
_ _ _ o | _

/ " " u 5 (z+) _ G+

_ | | woigeeq | | wogmeg | POEEEG | oig Eled
“ “ __ papodug aJoiS " “ papoou3l ai0lS _ papoau3 Qouw_ papooud alojs
_ _ _ £ ) I _

_ . | o I (z+) _ (L+) |

“ _ | wolg Bed | | pojg eled | yoig ElEQ | POl BlEQ
| | | sseldwod | | ssaidwony | ssesdwo) | SS8.dwo)
| | | o _ _

| _ | | _ | TOOHIIN
v — } L —l r

I | | U A _ _

; : : u b (Z+) : (L+) “

| I | ¥oo|g eyeag | | o019 Eeq | Joo|geleg | >0|g Eed
__ _ " BAlB0aY " “ anedey _ BaAI828Y " EINERENS|
. _ I B _ _

I I I | I 1 1
=R Gt T TV (R N 1 Tt < T



US 6,601,104 Bl

Sheet 6 of 20

Jul. 29, 2003

U.S. Patent

eG 34NSI(4
| ke _ ‘ _ _
| 1o | | _ _
| i _ _ I |
| (z)¥ooigeleg | | zxyoigeeg | Logeeq ! _ I 0018 Ejed
| papooaq NdinO | | pepooeq inding | papoosq INdINO | " | papodeq INAINO
_ [ _ | | _
_ Rt ‘ _ | |
| | | | | | |
| ()woigereq | | ewomemea | zwomemea | LpoigeEeq | | 0l Eleg
| ssesdwooag | | ssaidwoosg | ssesdwodsg | ssaidwodsg | | ssaidwodeQ
| I | _ | |
I | “ | “ “ ¢ AOHL3W
| L !
[ =4 _ [ _ [
| i1 | _ _ _
| 13polg Eieg | | poooig eg | €0 Bleq | Z>poig eled | Lo Beg | spoig eleg
| pepooad IndinQ | | pepodaq indinQ | pepodaq inding | pepodaq ndinO | peposeq inding | pepoded INdinO
| (. _ | | _
| T | _ | |
| T | __ “ “
| Y] _
| 1%oo|g eled | | vX¥oold el | €390|g EleqQ | Z¥oolg elead | L ¥oo)g eled 1 )o0(g Eled
__ ssaidwodsq __ “ ssasdwona _ ssaldwooeq _ ssaidwooa " ssaidwodaq __ ssasdwooeq
_ ¥i 1 | | | _
I Il | I I \ T AQOHITN
m 11 | | | |
Iy 4 _ | | |

Iyooig Bleq | | pyooig eled | gdolg Beq | zoid elea | Logeeg | 408 eled
_ sneUidY | | SYENEN : YETNEN " anaLey _ YETNEN [ RAoiReY
| % | | | |
| || | _ _ __
m 1L " " 2 " el _ Al | bL " [eAI9U| SWILL

. |



US 6,601,104 B1

Sheet 7 of 20

Jul. 29, 2003

U.S. Patent

qg 34NOl4
| _ | Il | |
| u _ (1-u) _ (z-u) P ! : (1) "
__ ¥oo|g e1eq | doigeleag | ooigeleg | | ooijgEled | Mooigeled | Moo|g Eled
| P3poo8Q INdINO | Papoded INAING | Pepoaq INdIng | | pepoosQ INdiND | Pep0s INAING | pepodaq INdino
| | | I | |
| | | I 41 I |
| | SO G ) T ok (B (- TR o
| | yooigeled | yooig eled | | Moolgeleqg yoolg Eleq »ooig ejeq
" “ ssaidwode " ssaidwodaq _ " ssaidwooeq _ ssaidwodaq F ssaJdwiodaQ
! _ _ ul _ |  CAOHIIW
| | _ £l \ m
[ _ _ u | (Z+1) _ (L+1) _
_ " | ooigeea | | ogeeg | PoldEeq | oig eleg
“ . | Papo2ad INAINO | | pepodad INdINO | PaPO28Q INdIND | Papodeq INAINO
| * I [ |
| | I || | I
_ | _ u I 4l (2+) [ (1+) _
_ _ | yooig meg | | OPoi@ ElEQ | poig BlEQ | >poig Eleg
[ | | ssaidwodse@ | | Sseidwooeg | ssajdwodseg | ssesdwodsq
| | [ K | [
_ | | 0 _ _ Il AOHLIN
| | | T | m
| | | u U1 Jiige “ (L) |
_ | | wooig Bleg | | ¥oig g | Boojgelegq | ¥ooig Eed
| _ _ oABLY | | eneey " onaumay | aABLIEY
_ I | bt _ _
| 1 “ || " “
| (Z+u)L “ (p+u)L i m i (z+) 1 ! (L+) 1 _ [eAlB)U| BWI |



U.S. Patent

Jul. 29, 2003

Sheet 8 of 20

Receive Initial
Data Block From
Input Data
Stream

;

Time & Count
Data Block

:

Buffer
Data Block

!

Compress Data
Block with
Encoder(s)

y

Time & Count
Data Block

.

A

FIGURE 6a

S

e

600

602

604

606

608

US 6,601,104 Bl



U.S. Patent

Jul. 29, 2003 Sheet 9 of 20

A

;

Buffer
Data Block

;

Determine
Compression Ratio
and Bandwidths

y

Store Data

~ 610

~ 612

~ 614

US 6,601,104 Bl

Compression
Ratio and Input
Bandwidth

Compatible

No-P»

Modify:
Input Bandwidth or
Compression or
Buffering

5
618

—

Receive Next Data
Block From Input

Stream
Yes More Data Blocks in
l § Input Stream ?
624 ~ 620
B

FIGURE 6b

No Terminate Storage
Acceleration Process

5
622



U.S. Patent

Jul. 29, 2003

Sheet 10 of 20

Retrieve Initial
Data Block
From Storage
Device

!

Time & Count
Data Block

v

Buffer
Data Block

I

Decompress Data

Block with ~

Decoder(s)

I

Time & Count
Data Block

|

A

FIGURE 7a

700

702

704

706

708

US 6,601,104 Bl



U.S. Patent

—

Retrieve Next Data
Block From
Storage Device

L §
724

B

Jul.

29, 2003 Sheet 11 of 20 US 6,601,104 Bl

A

|

Buffer
Data Block

'

Determine
Decompression
Ratio and
Bandwidths

!

Qutput Accelerated
Data Block

~ 710

~ 712

~ 714

Modify:
Qutput Bandwidth or
Decompression or

Decompression
Ratio and Output

Bandwidth No-»

Compatible Buffering
5
718
-
Yes
More Data Blocks No Terminate Retrieval
for Qutput Stream ? Acceleration Process
~ 720 5
722

FIGURE 7b



US 6,601,104 Bl

Sheet 12 of 20

Jul. 29, 2003

U.S. Patent

8 3dNOId

414 oy
§ §
(syoameq [*5 | 22ue
T!llll
eS| 5 | )eomeq
€ied ¢—— 2abeiojs
Jjojduoseq /M wesns ejeg pepoous ol
§
_ _
_ 0z Gl _
. u Jajunop/ieyng u3 Japooul ¢ ¢
_ gt e s _
_ § § . ;
_ uopduasag uosuedwo) . lajuno) jayng |
UQ}_._- g juopeuiulslaq < 13jUno 4 18poou 4— 20|88 € Eled ‘.|..l|
_ uolssasdwon onjey uoissaldwo) i Sbymdid® o €3 19p0ol3 eleq induy _ wealjs
eje

_ Z J3junod/ayng 23 Jepooug | =
_ oc ~| | 1=1uned/iayng L3 lepooul ~ g2 _
_ _
_ _
_ -

-lnlillnlnlnlll!lnlllll|Ill|||lltl.illlnlllallll.ilrllll



US 6,601,104 Bl

Sheet 13 of 20

Jul. 29, 2003

U.S. Patent

6 34N9OId

18yng

=L g

weans
ejeqg
indino

indino

08
e, N E LR ey
I_
<9
§
uQ Japooaq c% Mm
L]
o
° Jayng
uolaedixg 3o0l8
£@ JepooaQ < 10}dussaQ ‘ eleq
ndu|
zqa JapooaQ
L 13po23ag

. . e — e O W T . e A e e S e e e  S—— — e — —

Jojduasaq InN /m ejed

weays
ejeq

0% Gy
§ §
soeyB| |e—
&8 o (s)aommag
o abelolg
(s)aoina( 5 ereq
abesols |g——




US 6,601,104 Bl

Sheet 14 of 20

Jul. 29, 2003

U.S. Patent

0L 34NOI4

ol0oL
§

ks

weans

0] 0501 (0)(0]% 0€0l 020i
§ § 5 5 §
HaAU0D
EMMMMM( \_l @:oar”_%% \_I Jossad0.d \_II Kowap \II 1eubiq
0 o)
e N onn N P N O N oy

=

XN
nduy

(shnduj

inding eieg

08pIA



US 6,601,104 Bl

Sheet 15 of 20

Jul. 29, 2003

U.S. Patent

-
o
o
o
o ——

Rl ETg|
Aeidsig ol

LI 34N9Id
0GLL orLlL cELL ocLL OLLL 08
§ ;) 5 ) 5 )
JaAug JepeLulo Ksowe [ sosseo0id [f—] Atowep Lo%bw__mmoo,q
Keydsiq Aeidsiq Indino Reydsig Aeidsiq RS

eleq]

-

wesns
ejeq Aejdsig



US 6,601,104 Bl

Sheet 16 of 20

Jul. 29, 2003

U.S. Patent

Ol

—

weans
Indino ejeq

Jojesajeony
abeloig
BleQ

Zl 34N9I4
Sp2L ovzL 5eZL
§ 5 5
&OENS_ aoelsiy| XN o
_Mﬁm_m ejeq |eues ndu g
. i
eleq |eybig
|jeuss
oszl szzlL 0zzlL
4 b) §
EMMM_E yoie XN “ u
[eNBiq i s “lll_o
eleq [eybia
|o|[esed
GLZL 0LzZL S0Z1L
5 5 §
ejed [enbia Ul o
Bojeuy /_.I| 0} Bojeuy <
eleq Bojeuy




U.S. Patent Jul. 29, 2003 Sheet 17 of 20 US 6,601,104 B1

Select Initial Select Initial e :
: L Select Initial Serial
Analog Data With Parallel Digital :
Input Analog ~ 1300 Data With Input 1306 Data \;:lth Input 1312
ux
Mux Mux
Analog to Digital :
Latch Parallel Convert Serial
Conv_erl Input 1302 Digital Input Data ~1308 Data Format 1314
Signal
Buffer Digitized Buffer Parallel Buffer Serial
Analog Data [~1°04 Digital Data [ ~1310 Digital Data |28

Is New
Analog Data
Available 7

Compress Input Data Block

‘ §

1324

Qutput Encoded
Data Block

1326

FIGURE 13



US 6,601,104 Bl

Sheet 18 of 20

Jul. 29, 2003

U.S. Patent

08

71 3HNSOI4
ShrlL 0]44" SEVI
{ { {
- fows
o Lm_”m_w% s | MEENE] mﬁnﬁ
° BjeQ |leueg BlaS
<«——] teues s
Eled
[enbiQ (eues
OEYL GZrl oZvl
{ { {
AH Jaaug Kowsa
9 | ®umen e x:Emw A Ewaz
AH WG \ |ejbl
eleq
eN6ia [Blleed gL OLpL Sovl
A|o JaAuQ HeAuod Kiowapy
© | BPoH [« mo_mm,q ejeq Bojeuy
¢ Boleuy 0} |e}DIg
ejeq Bojeuy

T

lojesejeay
[eAsL}eY
eleq

=

weans

eieq ndu|




U.S. Patent Jul. 29, 2003 Sheet 19 of 20 US 6,601,104 B1

Receive Initial
Data Block

v

Decompress Data |~ 1502
Block

~ 1500

>

Is Data

Data Digitized Digital Parallel

Analog Data Data ?
~ 1508 ~ 1510
Yes Yes
h 4 h 4
Buffer Digitized Buffer Parallel Buffer Serial

Analog Data Digital Data Digital Data

v . ¥ v .

1514 1516 1518
B C D

FIGURE 15a



U.S. Patent Jul. 29, 2003 Sheet 20 of 20 US 6,601,104 B1

B C D
Digital to Analog | Demux Digital | Format )
ConvertData [~1°2° | Paralleipata |~1°% Serial Data | 1028
Output Analog | Output Parallel | Output Serial |
Data 1522 Digital Data e Digital Data |~ 1°2°

More Data
Blocks in Input

Yes

v

Receive Next
Data Block

.

A

~1534

FIGURE 15b



US 6,601,104 B1

1

SYSTEM AND METHODS FOR
ACCELERATED DATA STORAGE AND
RETRIEVAL

BACKGROUND

1. Technical Field

The present invention relates generally (o data slorage and
retrieval and, more particularly 1o systems and methods for
improving dala storage and retrieval bandwidth utilizing
lossless data compression and decompression.

2. Description of the Related Art

Information may be represented in a variety of manners,
Diserete information such as text and numbers are casily
represented in digital data. This type of data representation
is known as symbolic digital data. Symbolic digital data is
thus an absolute representation of data such as a letier,
figure, character, mark, machine code, or drawing.

Continuous information such as speech, music, audio,
images and video frequently exists in the natural world as
analog information. As is well-known to those skilled in the
art, recent advances in very large scale integration (VLSI)
digital computer technology have enabled both discrete and
analog information 1o be represented with digital data.
Continuous information represented as digital data is often
referred 1o as diffuse data. Dilfuse digital data is thus a
representation of data that is of low information density and
is lypically nol easily recognizable to humans in ils nalive
form.

There are many advaniages associaled with digital data
representation. For instance, digital data is more readily
processed, stored, and transmitied due 1o ils inherently high
noise immunity. In addition, the inclusion of redundancy in

20

digital data representation enables error detection and/or -

correction. Lrror detection and/or correction capabilities are
dependent upon the amount and type of data redundancy,
available error detection and correction processing, and
extent of data corruption.

One outeomne of digital data representation is the continu-
ing need for increased capacity in data processing, storage,
and transmitlal. This is especially true for diffuse data where
increases in fidelity and resolution create exponentially
greater quantities ol data, Data compression is widely used
1o reduce the amoum of data required to process, transmil,
or store a given quantity of information. In general, there are
two tlypes of dala compression lechniques thal may be
utilized either separately or jointly to encode/decode data:
lossy and lossless data compression,

Tossy data compression technigues provide [or an inexact
representation of the original uncompressed data such that
the decoded (or reconstructed) data differs from the original
unencoded/uncompressed data. Lossy dala compression is
also konown as irreversible or noisy compression. Negenl-
ropy 1s defined as the quantity of information in a given set
of data. Thus, one obvious advanlage of lossy data com-
pression is that the compression ratios can be larger than that
dictated by the negentropy limit, all at the expense of
information content. Many lossy data compression lech-
nigues seek to exploit various traits within the human senses
1o eliminate otherwise imperceptible data. For example,
lossy data compression of visual imagery might seck 1o
delete information content in excess of the display resolution
or contrast ratio of the target display device.

On the other hand, lossless data compression lechniques
provide an exact representation of the original uncom-

40

50

b

6

65

2

pressed data. Simply stated, the decoded (or reconstructed)
data is identical 10 the original unencoded/uncompressed
data. Lossless data compression is also known as reversible
or noiseless compression, Thus, lossless data compression
has, as its current limil, a minimum representation defined
by the negentropy of a given data sel.

It is well known within the current art that data compres-
sion provides several unique benefits. First, dala compres-
sion can reduce the time Lo transmit data by more efficiently
utilizing low bandwidth data links, Second, dala compres-
sion cconomizes on data storage and allows more informa-
tion 1o be stored for a fixed memory size by representing
information more efficiently.

One problem with the current arl is that existing memory
storage devices severely limit the performance of consumer,
enlerlainment, office, workstation, servers, and mainframe
computers for all disk and memory intensive operations. For
example, magnetic disk mass slorage devices currently
employed in a varicty of home, business, and scientific
compuling applications suffer from significant seek-time
access delays along with profound read/write data rate
limitations. Currently the fastest available (10,000) rpm disk
drives support only a 17.1 Megabyte per second data rate
(MB/sec). This is in stark contrast o the modern Personal
Computer’s Peripheral Component Interconnect (PCI) Bus's
input/output capability of 264 MB/sec and internal local bus
capability of 800 MB/sec.

Another problem within the current art is thalt emergent
high performance disk interface standards such as the Small
Computer Systems Interface (SCSI-3) and Fibre Channel
olfer only the promise of higher data transfer rates through
intermediate data buffering in random access memory. These
interconnect strategies do not address the fundamental prob-
lem that all modern magnetic disk storage devices for the
personal computer marketplace are still limited by the same
physical media restriction of 17.1 MB/sec. Faster disk
aceess data rates are only achieved by the high cost solution
ol simultaneously accessing multiple disk drives with a
technique known within the art as dala striping.

Additional problems with bandwidth limitations similarly
occur within the art by all other forms of sequential, pseudo-
random, and random access mass storage devices. Typically
mass storage devices include magnetic and optical tape,
magnelic and optical disks, and various solid-stale mass
storage devices. 1t should be noted that the present invention
applies Lo all forms and manners of memory devices includ-
ing storage devices utilizing magneltic, optical, and chemical
technigues, or any combination thereol.

SUMMARY OF THE INVENTION

The present invention is directed to syslems and methods
for providing accelerated data storage and retrieval by
utilizing lossless data compression and decompression. The
present invention provides an effective increase of the data
storage and retrieval bandwidth of a memory storage device.
In one aspect of the present invention, a method [or provid-
ing accelerated data storage and retrieval comprises the steps
of:

receiving a dala stream al an inpul dala lransmission rale

which is greater than a data storage rate of a targel
storage device;

compressing the dala stream at a compression ratio which

provides a data compression rate that is grealer than the
data storage rale;

stonng the compressed dala stream in the largel slorage

device;
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retrieving the compressed data stream from the larget
slorage device al a rale equal 1o a dala access rale of the
target storage device; and

decompressing the compressed data at a decompression

ratio to provide an outpul data stream having an output
transmission rate which is greater than the data access
rite of the target storage device.

In another aspect of the present invention, the method for
providing accelerated data storage and retrieval utilizes a
compression ratio that is at least equal o the ratio of the
input data transmission rate to the data storage rate so as to
provide continuous storage of the input data stream at the
input data transmission rate,

In another aspect of the present invention, the method for
providing accelerated dala storage and retrieval utilizes a
decompression ratio which is equal 1o or greater than the
ratio of the data access rale (0 a maximum accepled output
dala (ransmission rale so as (o provide a contlinuous and
optimal data oulput lransmission rale,

In another aspect of the present invention the dala storage
and retrieval accelerator method and system is employed in
a disk storage adapter to reduce the time required 1o store
and retrieve data from computer to a disk memory device.

In another aspect of the present invention the data storage
and retrieval accelerator method and system is employed in
conjunction with random access memory o reduce Lhe time
required to store and retrieve data [rom random access
memory.

In another aspect of the present invention a data storage

and retrieval accelerator method and system is employed in -

a video data storage system to reduce the time required to
store digital video data.

In another aspect ol the present invention the data slorage
and retrieval aceelerator method and system is employed in

a display controller 1o reduce the time required to send

display data to the display controller or processor.

In another aspect of the present invention the data storage
and retrieval aceelerator method and system is employed in
an imput/output controller to reduce the time required to
store, retrieve, or transmit data various forms ol data.

The present invention is realized due to recent improve-
menls in processing speed, inclusive of dedicated analog and
digital hardware circuits, central processing unils, digital
signal processors, dedicated linite stale machines (and any
hybrid combinations thercof), that, coupled with advanced
data compression and decompression algorithms, are
enabling of ultra high bandwidih data compression and
decompression methods that enable improved data storage
and retrieval bandwidth.

These and other aspects, features and advantages, of the
present invention will become apparent from the following
detailed description of preferred embodiments, that is to be
read in connection with the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of a system for accelerated data
storage and retrieval according to one embodiment of the
present invention;

FIG. 2 is a flow diagram of 4 method for accelerated data
storage in accordance with one aspect of the present inven-
liog;

FIG. 3 is a flow diagram of a method for accelerated data
retrieval in accordance with one aspect of the present
invention;

FIGS. 4a and 4b are liming diagrams ol methods for
accelerated data slorage according 1o the present invention;
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FIGS. 5a and 5b are timing diagrams ol methods [or
accelerated dala retrieval according (o the present invention;

FIGS. 6a and 6b comprise a flow diagram of a method for
accelerated data storage in accordance with a further aspect
of the present invention;

FIGS. 7a and 7h comprise a flow diagram of a method for
acceleraled dala retrieval in accordance with a further aspect
ol the present invention;

FIG. 8§ is a detuiled block diagram of a system for
acceleraled dala storage according o a preferred embodi-
ment of the present invention;

FIG. 9 is a detailed block diagram of a system for
accelerated data retrieval according o a preferred embodi-
ment of the present invention;

FIG, 10 is a block diagram of a system lor accelerated
video storage according 10 one embodiment of the present
invenlion;

FIG. 11 is a block diagram ol a sysiem [or accelerated
retrieval of video data according to one embodiment of the
present invention;

FIG. 12 is a block diagram of an input/output controller
system [or accelerated storage of analog, digital, and serial
data according to one embodiment of the preseat invention;

FIG. 13 is a flow diagram ol a method for accelerated
storage ol analog, digital, and serial dala according (o one
aspeet of the present invention;

FIG. 14 is a block diagram of an input/outpul system [or
accelerated retrieval of analog, digital, and serial data
according to one embodiment of the present invention; and

FIGS. 154 and 15h comprise a flow diagram of method
for accelerated retrieval of analog, digital, and serial data
according 1o one aspect of the present invention.

DLETAILED DESCRIPTION OF PREFERRED
EMBODIMENTS

The present invenlion is direcled to systems and methods
for providing improved data storage and retrieval bandwidth
utilizing lossless data compression and decompression. In
the following descriplion, it is 1o be understood that system
elements having equivalent or similar functionality are des-
ignated with the same reference numerals in the Figures, Tt
is 1o be [urther understood that the present invention may be
implemented in various lorms of hardware, software,
firmware. or a combination thereof. Preferably, the present
invention is implemented on a computer platform including
hardware such as one or more central processing unils
(CPU) or digital signal processors (DSP), a random access
memory (RAM), and input/output (I/O) interface(s). The
compuler platform may also include an operating system,
microinstruction code, and dedicated processing hardware
utilizing combinatorial logic or finile slale machines. The
various processes and functions described herein may be
either part ol the hardware, microinstruction code or appli-
cation programs that are exceuled via the operaling system,
or any combination thereof.

It is 1o be further understood that, beciuse some of the
constituent system components described herein are prefer-
ably implemented as software modules. the actual system
connections shown in the Figures may differ depending
upon the manner in that the systems are programmed. It is
to be appreciated that special purpose microprocessors,
digital signal processors, dedicated hardware, or and com-
bination thereol may be employed to implement the present
invention. Given the teachings herein, one of ordinary skill
in the related art will be able 0 contemplate these and
similar implementations or conligurations ol the present
invention.
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Refernng now 1o FIG. 1, a block diagram illustrates a
system for aceeleraled data storage and reirieval in accor-
dance with an embodiment of the present invention. The
system includes a data storage accelerator 10, operatively
coupled to a data storage device 45, The data storage
acceleralor operates o increase the effective data siorage
rate of the data storage device 45. 1t is o be appreciated Lhat
the data storage device 45 may be any form ol memory
device including all forms of sequential, pseudo-random,
and random aceess storage devices. The memory storage
device 45 may be volatile or non-volatile in nature, or any
combination thercof, Storage devices as known within the
current art include all forms of random access memory,
magnetic and optical tape, magnetic and optical disks, along
with various other forms of solid-state mass storage devices.
Thus it should be noted that the current invention applies (o
all forms and manners of memory devices including, but not
limited 1o, storage devices ulilizing magnetic, optical, and
chemical techniques, or any combination thereof,

The data storage accelerator 10 receives and processes
data blocks from an input data stream. The data blocks may
range in size [rom individual bits through complete files or
collections of multiple files, and the data block size may be
fixed or variable. In order 1o achieve continuous data storage
acceleration, the data storage accelerator 10 must be con-
figured to compress a given input data block at a rate that is
cqual to or laster than receipt of the input data. Thus, to
achieve optimum throughput, the rate that data blocks from
the input data stream may be accepted by the data storage
accelerator 10 is a function of the size of cach input data
block, the compression ratio achieved, and the bandwidth ol
the target storage device, For example, if the data storage
device 45 (e.g.. a typical largel mass storage device) is
capable of storing 20 megabyles per second and the data

storage accelerator 10 1s capable of providing an average -

compression ratio of 3:1, then 60 megabytes per second may
be accepled as inpul and the data slorage acceleration is
precisely 3:1, equivalent fo the average compression ratio.
It should be noted that it is not a requirement of the
present invention 1o configure the storage accelerator 10 1o
compress a given input data block at a rate that is equal to
or faster than receipt of the input data. Indeed, if the storage
accelerator 10 compresses data al a rate that is less than the
input data rate, buffering may be applied 1o accept data from
the input data stream for subsequent compression.
Additionally, il is not a requirement that the data slorage
accelerator 10 utilize dala compression with a ratio that is at
least the ratio of the inpul data stream (o the data slorage
access rale ol the data storage device 45. Indeed, if the

compression ratio is less than this ratio, the inpul data stream s

may be periodically halted 1o effectively reduce the rate of
the input data stream. Alternatively, the input data stream or
the output of the data accelerator 10 may be bullered 1o
temporarily accommodate the mismalteh in data bandwidth.

An additional alternative is to reduce the input data rate 10 s

rate that is equal to or slower than the ratio of the input data
rate 1o the data storage device access rate by signaling the
data input source and requesting a slower data input rate, if
possible.

Referring again 1o FIG, 1, a data retrieval accelerator 80
is operatively connected 1o and receives data from the data
storage device 45. The data reirieval accelerator 80 receives
and processes compressed data from data storage device 45
in data blocks that may range in size from individval bits
through complete files or collections of multiple files.
Additionally, the input data block size may be fixed or
variable. The data retrieval accelerator 80 is configured to
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decompress each compressed data block which is received
[rom the data storage device 45. In order to achieve con-
tinuous accelerated data retrieval, the data retrieval accel-
erator must decompress a given input data block at a rate that
is equal 1o or faster than receipt of the input data,

In & manoer analogous (o the data storage accelerator 10,
achieving optimum throughput with the data retrieval accel-
crator 80 is a fuoction of the rate that compressed data
blocks are retrieved from the data slorage device 45, 1he size
ol each data block, the decompression ratio achieved, and
the limitation on the bandwidth of the output data stream, if
any. For example, if the dala storage device 45 is capable of
continuously supplying 200 megabytes per second and the
data retrieval accelerator B0 is capable of providing an
average decompression ratio of 1:3, then a 60 megabytes per
second oulput data siream is achieved, and the correspond-
ing data retrieval acceleration is precisely 1:3, equivalent Lo
the average decompression ratio.

It is to be understood that it is not required that the data
retricval accelerator 80 utilize data decompression with a
rafio that is at most equal to the ratio of the retneval rate of
the data storage device 45 to the maximum rate data outpul
stream. Indeed, if the decompression ratio is greater than this
ralio, retrieving data from the data storage device may be
periodically halted to effectively reduce the rate of the oulput
dala stream (o be al or below its maximum. Alternatively, the
compressed data retrieved from the data storage device 45 or
the output of the data decompressor may be buffered 1o
temporarily accommodate the mismatch in data bandwidth.
An additional alterpative is to increase the outpul data rate
by signaling or otherwise requesting the data output device
(s) receiving the outpul data stream 1o accept a higher
bandwidth, if possible.

Referring now to Fl1G. 2, a low diagram of a method for
accelerated data storage according to one aspect ol the
present invention illustrates the operation of the data storage
acceleration shown in FIG. 1. As previously slated above,
data compression is performed on a per data block basis,
Accordingly, the initial input data block in the input data
stream (step 200) is inpul inlo and compressed by the data
storage accelerator 10 (step 202). Upon completion of the
encading of the input data block, the encoded data block is
then stored in the data storage device 45 (step 204). A check
or other form of test is performed 10 see if there are
additional data blocks available in the input stream (step
206). Il no more data blocks are available, the storage
acceleration process is terminated (step 208). If more data
blocks are available in the input data stream, the next data
block is received (step 210) and the process repeats begin-
ning with data compression (step 202).

Referring now to FIG. 3, a How diagram of a method for
accelerated data refrieval according 1o one aspect of the
present invention illustrates the operation of the data
retrieval accelerator 80 shown in FIG. 1. Data decompres-
sion is also performed on a per data block basis. The initial
compressed data block is retrieved from the storage device
45 (step 300) and is decompressed by the data retrieval
accelerator 80 (step 302). Upon completion of the decoding
of the initial data block, the decoded data block is then
output for subsequent processing, storage, or transmittal
(step 304). A check or other form of test is performed 10 see
il additional data blocks available from the data storage
device (step 306). If no more data blocks are available, the
data retricval aceeleration process is tferminated (step 308)
If more data blocks are available [rom the data slorage
device, the pext data block is retrieved (step 310) and the
pracess repeals beginning with dala decompression (slep

302).
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Referring now 1o FIGS. 4a and 4b, a timing diagram
illustrates methods lor aceelerated data storage utilizing data
compression in accordance with the present invention. Suc-
cessive lime intervals of equal duration are represented as T1
through T(n+2). Data block 1 is received from an input
stream of one or more data blocks. Similarly, data block 2
through data block n are received during time intervals 12
through Tn. respectively. Por the purposes of discussion,
FIG. 4a and 4b demonstrate one embodiment of the data
storage utilizing a stream of n data blocks. As previously
stated, the input data stream is comprised of one or more
data blocks data blocks that may range in size from indi-
vidual bits through complete files or collections of multiple
files. Addinonally, the input data block size may be fixed or
variable,

In accordance with Method 1, compression of data block
1 and subsequent storage of the encoded data block 1 oceurs
within time interval T1. Similarly, the compression and
storage of each successive dala block occurs within the time
interval the data block is received. Specilically, data blocks

2 .. . n are compressed in time intervals T2 . . . Th,
respectively, and the corresponding encoded data blocks
2 . . . o are stored during the time intervals T2 . . . Th,

respectively. It is to be understood that Method 1 relies on
data compression and encoding techniques that process data
as a contiguous stream, i €., are nol block oriented. It is well
known within the current art that cerlain data compression
techniques including, but not limited to, dictionary
compression, run length encoding, null suppression and
arithmetic compression are capable of encoding data when
received. Method 1 possesses the advantage of introducing
a minimum delay in the time from receipt of input lo storage
ol encoded data blocks.

Referring again 1o FIGS. 47 and 4b, Method 2 illustrates

compressing and storing data utilizing pipelined data pro-

cessing. For Method 2, successive time intervals ol equal
duration are represented as T1 through T(n+2). Data block
1 is received from an input stream of one or more data blocks
during time interval TL Similarly, data block 2 through data
block n are received during time intervals T2 through Tn,
respectively. Compression ol data block 1 oceurs during
time interval T2 and the storage of encoded data block 1
occurs during time interval T3. As shown by Method 2,
compression of cach successive data block occurs within the
next time interval after the data block is received and data
storage of the corresponding encoded data block occur in the
next lime interval alter completion of data compression,

The pipelining of Method 2, as shown, utilizes successive
single time interval delays for data compression and data
storage. Within the current invention, it is permissible to
have increased pipelining 1o facilitate additional data pro-
cessing or slorage delays. For example, data compression
processing for a single input data block may utilize more
than one time interval. Accommodating more than one time
interval for data compression requires additional data com-
pressors 1o process successive dala blocks, e.g., data com-
pression processing of a single data block through three
successive time intervals requires three data compressors,
cach processing a successive input data block. Due to the
principle of causality, encoded data blocks are output only
after compression encoding.

Method 2 provides for block oriented processing of the
input data blocks. Within the current art, block oriented data
compression lechniques provide the opportunity for
increased data compression ratios. The disadvantage of
Method 2 is increased delay from receipt ol input data block
1o storage of encoded data. Depending on factors such as the
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size of inpul data blocks, the rate that they are received, the
time required for data compression processing, the data
compression ratio achieved, the bandwidth of the data
storage device, and the intended application, the delay may
or may not be significant. For example, in a modern database
system, recording data for archival purposes, the opportunity
[or increased data compression may Far outweigh the need
for minimum delay, Conversely, in systems such as a mili-
lary real-time video largeting system, minimizing delay is
often of the essence. It should be noted that Method 1 and
Method 2 are not mutually exclusive, and may be utilized in
any combination.

Referring now to FIGS. 54 and 5b, a timing diagram
illusirates methods for accelerated data retricval utilizing
data decompression in accordance the present invenlion
shown, Successive time intervals of equal duration are
represented as T1 through T(n+2). Data block 1 is retrieved
or otherwise accepled as input from one or more compressed
data blocks retrieved from a data storage device. As shown,
dala block 2 through data block n are retrieved during lime
intervals T2 through Tn, respectively. For the purposes of
discussion, FIGS. 5a and 5b demonstrate one embodiment
of the data retrieval accelerator utilizing a stream of o data
blocks. Once again, the retrieved data stream is comprised of
one or more data blocks that may range in size [rom
individual bits through complete files or collections of
multiple files. Additionally, the retrieved data block size may
be fixed or variable.

In accordance with Method [, decompression of data
block 1 and subsequent outpuiting of the decoded data block
1 oceurs within time interval T1. Similarly, decompression
and outputting of each suceessive data block oceurs within
the time intervals they are retrieved. In particular, data block
2 through data block n are decompressed and decoded data
block 2 through decoded data block n are output during time
intervals T2 . . . Tn, respectively. 1t is 1o be understood that
Meihod 1 relies on data decompression and decoding tech-
nigues that process compressed data as a conliguous stream,
i.¢., are not block oriented. It is well known within the
current art that certain data decompression techniques
including, but not limited lo , dictionary compression, run
length encoding, null suppression and arithmetic compres-
sion are capable of decoding data when received. Method 1
possesses the advantage of introducing a minimum delay in
the time from retrieval ol compressed data to output of
decoded data blocks.

Referring again o FIGS. 5a and 5b, Method 2 involves
decompressing and oulpulting data utilizing pipelined data
processing. For Method 2 | successive time intervals of
equal duration are represented as T1 through T(n+2). Data
block 1 through dala block n are retrieved or otherwise
accepted as ioput from a data storage device during time
intervals T1 through Tn, respectively. Decompression of
data block 1 oceurs during lime interval T2 and the decoded
data block 1 is output during time interval T3. Similarly,
decompression of each successive data block occurs within
the next time interval after the data block is retrieved and the
outputting ol the decoded data block occurs during the next
time interval after completion of data decompression.

The pipelining of Method 2 |, utilizes successive single
time interval delays for data decompression and data ontput
Within the current invention, it is permissible o have
increased pipelining lo facilitate additional data retreval or
data decompression processing delays, For example, data
decompression processing lor a single input data block may
utilize more than one lime interval. Accommodaling more
than one lime interval for data compression requires addi-
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uonal data decompressors Lo process suceessive compressed
data blocks, e.g., data decompression processing ol a single
data block through three successive lime intervals requires
three data decompressors, cach processing a successive
input data block. Due 1o the principle of causality, decoded
data blocks are only output after decompression decoding,

As belore, Method 2 provides for block oriented process-
ing of the retrieved data blocks. Within the current art, block
oriented data decompression techniques provide the oppor-
tunity to utilize data compression encoders that increase data
compression ratios. The disadvantage ol method 2 is
increased delay from retrieval of compressed data block to
output of decompressed data. As previously discussed for
data storage acceleration, depending on the size ol retrieved
data blocks, the rate thal they are retrieved, the time required
for dala decompression processing, the dala decompression
ratio achieved, the bandwidth of the data output, and the
intended application, the delay may or may not be signifi-
canl.

Referring now 1o FIGS, 6a and 6b, a Hlow diagram
illustrates a method for accelerated data storage according Lo
a further aspect of the present invention. With this method,
the data compression rate of the storage accelerator 10 is not
required 1o be equal 1o or greater than the ratio of the input
data rate 10 the data storage access rate. As previously staied
above, data compression is performed on a per data block
basis. Accordingly, the initial input data block in the input
data stream is received (step 600) and then timed and
counted (step 602). Timing and counting enables determi-

nation of the bandwidth of the input data stream. The input

data block is then buffered (step 604) and compressed by the
data storage accelerator 10 (step 606). During and afier the
encoding of the mput data block, the encoded data block is
then timed and counted (siep 608), thus enabling determi-

nation of the compression ratio and compression bandwidth,

The compressed, Umed and counted data block is then
buffered (step 610). The compression ratio and bandwidihs
of the input data stream and the encoder are then determined
(siep 612). The compressed data block is then stored in the
data storage device 45 (step 614). Checks or other forms of
testing are applied to ensure that the data bandwidths of the
input data stream, data compressor, and data storage device
arc compatible (step 616). If the bandwidths are not
compatible, then one or more system parameters may be
modilied to make the bandwidths compatible (step 618), For
inslance. the input bandwidth may be adjusled by either not
accepling inpul dala requests, lowering the duty cyele of
inpul dala requests, or by signaling one or more of the data
sources that transmit the input data stream (o request or
mandate a lower data rate. In addition, the data compression
ratio of the data storage accelerator 10 may be adjusted by
applying a different type of encoding process such as
employing u single encoder, multiple parallel or sequential
cncoders, or any combination thereof. Furthermore, addi-
tional temporary buflering of either the input data stream or
the compressed data stream (or both) may be wiilized.

By way ol example, assuming the input data rate is 90
MB/sec and the data storage accelerator 10 provides a
compression ration of 3:1, then the oulput of the data storage
accelerator 10 would be 30 MB/sec. If the maximum data
storage rate of the data storage device 45 is 20MB/sec
(which is less than the data rate output from the data storage
accelerator 1), data congestion and backup would occur at
the output ol the data storage accelerator ). This problem
may be solved by adjusting any one of the system param-
elers as discussed above, e.g., by adjusting the compression
ratio 1o provide a data oulput rate from the data storage
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aceelerator 10 10 be equal 1o the data storage rate of the data
storage device 45.

On the other hand, if the bandwidths are compatible (or
made compatible by adjusting one or more of the system
parameters), then a check or other form of test is performed
to determine if there are additional data blocks available in
the input stream (step 620). If no more data blocks are
available, the storage acccleration process is terminated
(step 622). I more data blocks are available 1o the input data
stream, the next data block is received (step 624) and the
process repeats beginning with timing and counting of the
input data block (step 602).

Referring now to FIGS. 7a and 7b, a flow diagram
illustrates a method for accelerated data retrieval according
to one aspect of the present invention. With this method, the
dala decompression ratio is nol required lo be less than or
equal (o the ratio ol the dala retrieval access rale Lo the
maxinmum output data rate. As previously stated above, data
decompression is performed on a per data block basis.
Accordingly, the initial input data block is retrieved [rom the
storage device (step 700) and is timed and counted (step
702). Timing and counling enables determination ol the
handwidih of data retrieval. The retrieved data block is then
bulfered (step 704) and decompressed by the data retrieval
accelerator 80 (step 706). During and alter the decoding of
the input data block, the decoded data block is then timed
and counted (step 708), thus enabling determination of the
decompression ratio and decompression bandwidth. The
decompressed, timed and counted data block is then buffered
(step 710). The decompression ratio and bandwidihs of the
retrieved data and the decoder are then defermined (step
712). The decompressed data block is then output (step 714).
Checks or other forms of testing are applied 10 ensure that
the data bandwidths of the retrieved data, data
decompressor, and data output are compatible (step 716). If
the bandwidths are not compatible, then one or more system
parameters may be modified o make the bandwidths com-
patible (step 718). For instance, the data retrieval bandwidth
may be adjusted either not accepling (continuously) data
blocks retrieved from the data storage device or lowering the
duty cyele of data blocks retrieved [rom the data storage
device. In addition, one or more of the output data devices
that reccive the output data stream may be signaled or
otherwise requested Lo aceept a higher data rate. Morcover,
a dillerent type of decoding process may be applied Lo adjust
the data decompression rate by applying, for example, a
single decoder, multiple parallel or sequential decoders, or
any combination thereof. Also, additional temporary buff-
ering ol either the retricved or outpul data or both may be
utilized.

By way of example, assuming the data storage device 45
has a data retrieval rate of 20 MB/sec and the data retrieval
accelerator 80 provides a 1:4 decompression ratio, then the
output of the data retrieval accelerator 80 would be 8i)
MB/sec. If the maximum output data transmission rate that
can be accepied from the data retrieval accelerator 80 is 60
MB/sec (which is lower than the data output data rate of 80
MB/sec of the data retrieval accelerator 80), data congestion
and backup would occur al the output of the data retrieval
accelerator 80, This problem may be solved by adjusting any
one of the system parameters as discussed above, e.g., by
adjusting the decompression ratio to provide a data output
rate from the data storage accelerator 80 10 be equal 1o the
maximum accepled oulpul dala transmission rale.

On the other hand, if the bandwidths are compatible (or
made compatible by adjusting one or more syslem
parameters), then a check or other form of test is performed



US 6,601,104 B1

11

1o see if there are additional data blocks available [rom the
data slorage device (step 720). If no more data blocks are
available for output, the retrieval acceleration process is
terminated (step 722). If more data blocks are available 1o be
retrieved from the data storage device, 1be next data block is
retricved (step 724) and the process repeats beginning with
timing and counting of the retricved data block (return 1o
slep 702),

It is to be understood that any conventional compression/
decompression system and method (which comply with the
above mentioned constraints) may be employed in the data
storage accelerator 10 and data retrieval accelerator 80 for
providing accelerated data storage and retrieval in accor-
dance with the present invention. Preferably, the present
invention employs the data compression/decompression
techniques disclosed i U.S. Ser. No. 09/210491 entitled
“Content Independent Data Compression Method and
System.” filed on Dec, 11, 1998, which 15 commonly
assigned and which is fully incorporated herein by reference.
Il is 10 be appreciated that the compression and decompres-
sion systems and methods disclosed in U.S, Ser. No. (19/210,
491 are suilable for compressing and decompressing data at
rates which provide accelerated data storage and retrieval.

Relerring now to FIG. 8, a detailed block diagram illus-
irates a prelerred system for accelerated data storage which
employs 4 compression system as disclosed in the above-
incorporated U.S, Ser. No. 09/210,491. In this embodiment,
the data storage accelerator 10 accepts data blocks from an
input data stream and stores the input data block in an input

buffer or cache 15. Tt is 1o be understood that the system -

processes the input data stream in data blocks that may range
in size from individual bits through complete files or col-
lections of multiple liles, Additionally, the mput data block
size may be fixed or vanable. A covnter 20 counis or

otherwise enumerates the size of input data block in any

convenient units including bits, bytes, words, double words.
[t should be noted that the input bulfer 15 and counter 20 are
not required elements of the present invention. The input
data buller 15 muy be provided for buflering the input data
stream in order 1o output an uncompressed data stream in the
cvent that, as discussed in further detail below, every
encoder fails to achieve a level of compression that exceeds
an a priori specilied minimum compression ratio threshold.

Data compression is performed by an encoder module 25
which may comprise a set of encoders E1, E2. E3 . | . En.
The encoder set E1, B2, E3 . . . En may include any number
“n” (where n may =1) of those lossless encoding technigues
currently well known within the art such as run length,
Hullman, Lempel-Ziv Dictionary Compression, arithmetic
coding, data compaction, and data null suppression. It is to
be undersiood that the encoding techniques are selected
based upon their ability 1o effectively encode different types
of input data. It is 1o be appreciated that a full complement
of encoders are preferably selected 10 provide a broad
coverage ol existing and future data types.

The encoder module 25 successively receives as inpul
cach of the buffered input data blocks (or unbulfered input
data blocks from the counter module 20). Data compression
is performed by the encoder module 25 wherein cach of the
encoders E1 . . . En processes a given input data block and
outputs a corresponding set of encoded data blocks, It is to
be appreciated that the system affords a user the option to
enable/disable any one or more of the encoders E1 . . . En
prior to operation. As is understond by those skilled in the
art, such feature allows the user to tailor the operation of the
data compression system for specific applications. It is 1o be
further appreciated that the encoding process may be per-
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formed either in parallel or sequentially. In particular, the
encoders E1 through En of encoder module 25 may operate
in parallel (i.c., simultancously processing a given inpul data
block by utilizing task multiplexing on a single central
processor, via dedicated hardware, by executing on a plu-
rality of processor or dedicated hardware systems, or any
combination thereof). In addition, encoders E1 through Ln
may operate sequentially on a given unbulfered or buffered
input data block. This process is intended to eliminate the
complexity and additional processing overhead associated
with multiplexing concurrent encoding techniques on a
single central processor and/or dedicated hardware, set of
central processors and/or dedicated hardware, or any achiev-
able combination, It is 1o be [urther appreciated that encod-
ers ol the identical type may be applied in parallel 1o
enhance encoding speed. For instance, encoder EI may
comprise two parallel Hulllman encoders [or parallel pro-
cessing ol an inpul data block.

A buller/counter module 30 is operatively connecled 10
the encoder module 25 for buffering and counting the size of
cach of the encoded data blocks output from encoder module
25. Specifically, the buffer/counter 30 comprises a plurality
of buffer/counters BC1, BCZ, BC3 . . . BCn, each opera-
tively associated with @ corresponding one of the encoders
El . .. En. A compression ratio module 35, operatively
connected to the output buffer/counter 30, determines the
compression ratio obtained for cach of the enabled encoders
El . .. En by taking the ratio of the size of the input data
block to the size of the output data block stored in the
corresponding buffer/counters BCI . .. BCn. In addition, the
compression ralio module 35 compares each compression
ratio with an a priori-specified compression ratio threshold
limit to determine if at least one of the encoded data blocks
outpul from the enabled encoders E1 . . . En achieves a
compression that exceeds an a priori-specified threshold. As
is understood by those skilled in the arl, the threshold limii
may be specified as any value inclusive of data expansion,
no data compression or expansion, or any arbitrarily desired
compression limil. A descriplion module 38, operatively
coupled to the compression ratio module 35, appends a
corresponding compression type descriptor to cach encoded
data block which is selected for output so as to indicate the
type of compression format of the encoded data block, A
data compression type descriptor is defined as any recog-
nizable data token or deseriptor that indicates which data
encoding lechnique has been applied (o the data. 1t is to be
understood that, since encoders of the 1dentical type may be
applied in parallel 10 enhance encoding speed (as discussed
ahove), the data compression type descriptor identilies the
corresponding encoding technique applied to the encoded
data block, not necessarily the specitic encoder. The encoded
data block having the greatest compression ratio along with
its corresponding data compression type descriptor is then
output for subsequent dila processing, storage, or transmit-
tal. If there are no encoded data blocks having a compression
ratio that exceeds the compression ratio threshold limil, then
the original unencoded input data block is selected for
output and a null data compression lype descriptor is
appended thereto. A null data compression type descriptor is
defined as any recognizable data (oken or descriptor that
indicates no data encoding has been applied to the input data
block. Accordingly, the unencoded input data block with its
corresponding null data compression lype descriptor is then
oulpul lor subsequent dala processing. slorage, or lransmil-
tal.

The data storage acceleration device 10 is connected 10 a
data storage device interface 40, The function of the data
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storage interface 40 is 10 facilitate the formalting and
transfer of data lo one or more data storage devices 45. The
data storage interface may be any of the data interfaces
known to those skilled in the art such as SCSI (Small
Computer Systems Interface), Fibre Channel, “Firewire”,
IEEE P1394, SSA (Serial Storage Architecture), IDE
(Integrated Disk Electronics), and ATA/ATAPI interfaces. It
should be noted that the storage device dala interface 40 is
not required for implementing the present mvention. As
before, the data storage device 45 may be any form of
memory device including all forms of sequential, pseudo-
random, and random access storage devices. The data stor-
age device 45 may be volatile or non-volatile in nature, or
any combination thercof. Storage devices as known within
the current arl include all forms of random access memory
(RAM), magnetic and optical tape, magnetic and optical
disks, along with various other forms of solid-stale mass
storage devices (e.g., ATA/ATAPI 1DE disk). Thus it should
be noted that the current invention applies to all forms and
manners of memory devices including, but not limited o,
slorage devices utilizing magnetic, optical, and chemical
lechniques, or any combinition thercof,

Again, it is 10 be undersiood that the embodiment of the
data storage accelerator 10 of FIG. 8 is exemplary ol a
preferred compression system which may be implemented in
the present invention, and that other compression systems
and methods known to those skilled in the art may be
employed for providing accelerated data storage in accor-
dance with the teachings herein. Indeed, in another embodi-

ment of the compression system disclosed in the above- -

incorporated U.S, Ser, No. 09/210,491, a timer is included to
measure the time eclapsed during the encoding process
against an a priori-specilied time limit, When the time limit
expires, only the dala output from those encoders (in the

encoder module 25) that have completed the present encod- 3

ing cycle are compared to determine the encoded data with
the highest compression ratio, The time limif ensures that the
real-time or pseudo real-time nature of the data encoding is
preserved. In addition, the results from each encoder in the
encoder module 25 may be buffered to allow additional
encoders to be sequentially applied to the output of the
previous encoder, yielding a more optimal lossless data
compression ratio. Such techniques are discussed in greater
detail in the above-incorporated U.S. Ser. No. 09/210491.

Referring now to FIG. 9, a detailed block diagram illus-
trales a preferred system lor accelerated data reitrieval
employing a decompression system as disclosed in the
above-incorporated U.S. Ser. No. 09/210,491. In this
embodiment, the data retrieval accelerator 80 retrieves or
otherwise accepls dala blocks from one or more dala storage
devices 45 and inputs the data via a data storage interface 50.
Itis to be understood that the system processes the input data
stream in data blocks that may range in size from individual
bits through complete files or collections of multiple files.
Additionally, the inpul data block size may be fixed or
variable. As staled above, the memory storage device 45
may be volatile or non-volatile in nature, or any combination
thereof. Storage devices as known within the current art
include all forms ol random access memory, magnetic and
optical tape, magnetic and optical disks, along with various
other forms ol solid-state mass storage devices. Thus it
should be noted that the current invention applies to all
forms and manners of memory devices including storage
devices vlilizing magnetic, optical, and chemical technigues,
or any combination thereof. The dala storage device inter-
lace 50 converts the input data from the slorage device
format 1o a formal useful for data decompression.
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The storage device dala interface 50 is operatively con-
nected (o the data retrieval accelerator 80 which is utilized
for decoding the stored (compressed) data, thus providing
accelerated retrieval of stored data. In this embodiment, the
data retrieval accelerator 80 comprises an input buffer 55
which receives as input an uncompressed or compressed
dala stream comprising one or more data blocks. The data
blocks may range in size [rom individual bits through
complete liles or collections of multiple files. Additionally,
the data block size may be fixed or variable. The input dats
buffer 55 is preferably included (not required) to provide
storage ol input data for various hardware implementations.
A deseriptor extraction module 60 receives the buffered (or
unbuffered) input data block and then parses, lexically,
synlactically, or otherwise analyzes the woput data block
using methods known by those skilled in the arl 1o exiract
the data compression type descriplor associated with the
data block. The data compression lype descriplor may
possess values corresponding to null (no encoding applied),
a single applied encoding technique, or multiple encoding
technigques applied in a specific or random order (in accor-
dance with the data compression system embodimenls and
meihods discussed above).

A decoder module 65 includes one or more decoders
D1 ... Dn for decoding the input data block using a decoder,
set of decoders, or 4 sequential set of decoders correspond-
ing 10 the extracted compression type descriptor. The decod-
ers D1 . . . Do may include those lossless encoding tech-
niques currently well known within the arl, including: run
length, Huffman, Lempel-Ziv Dictionary Compression,
arithmetic coding, data compaction, and data null suppres-
sion. Decoding techniques are sclected based upon their
ability to effectively decode the various dillerent types of
encoded input data gencrated by the data compression
systems described above or originating from any other
desired source,

As with the data compression sysiems discussed in U.S.
application Ser, No. 09/210,491, the decoder module 65 may
include multiple decoders of the same type applied in
parallel so as to reduce the data decoding time. The data
retrieval accelerator 80 also includes an output data buffer or
cache 70 for buffering the decoded data block output from
the decoder module 65. The output buffer 70 then provides
data to the output data stream. It is to be appreciated by those
skilled in the art that the data retrieval acceleralor 80 may
also include an input data counter and outpul dala counter
operatively coupled (o the input and output, respectively, of
the decoder module 65. In this manner, the compressed and
corresponding decompressed data block may be counted 1o
ensure that sufficient decompression is obtained for the input
data block.

Again, it is fo be understood that the embodiment of the
data retrieval aceelerator 80 of FIG. 9 is exemplary of
preferred decompression system and method which may be
implemented in the present invention, and that other data
decompression systems and methods known 1o those skilled
in the art may be employed [or providing accelerated data
retrieval in accordance with the teachings herein.

In accordance with another aspect of the preseni
invention, the data storage and relrieval accelerator system
and method may be employed in for increasing the storage
rate of video data. In particular, referring now 1o FIG. 10, a
block diagram illustrates a system for providing accelerated
video data slorage in accordance with one embodiment of
the present invention. The video dala storage acceleration
syslem accepls as inpul one or more video data streams that
are analog, digital, or any combination thercof in nature. The
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inpul multiplexer LOL0 selects the initial video data stream
for data compression and acceleration. The input multi-
plexer 1010 is operatively connected 1o an analog lo digital
converter 1020 which converts analog video inputs to digital
format of desired resolution, The analog to digital converter
1020 may also include functions to strip video data syn-
chronization to perform other data formatting functions. It
should be noted that the analog to digital conversion process
is not required for digital video inputs. The analog to digital
converter 1020 is operatively connected a video memory
1030 that is, in turn, operatively connected o a video
processor 1040, The video processor 1040 performs
manipulation of the digital video data in accordance with
any vser desired processing [unctions. The video processor
10440 is operatively coupled 1o a video output memory 1050,
that is operatively connected Lo a data storage accelerator 10
which compresses the video data o provide acceleraled
video data to the outpul data stream [or subsequent data
processing, storage, or transmittal of the video data. This
video data acceleralion process is repeated for all data
blocks in the inpul data stream. If more video data blocks are
available in the input data stream, the video mulliplexer
selects the next block of video for accelerated processing,
Again, it is 10 be understood thal the data storage accelerator
10 may employ any compression system which is capable of
compressing data at a rate suilable for providing accelerated
video data storage in accordance with the teachings herein.

In accordance with another aspect of the present
invention, the accelerated data storage and retrieval system

may be employed in a display controller to reduce the time -

required 1o send display data to a display controller or
processor, In particular, referring now 1o FIG. 11, a block
diagram illustrates a display accelerator system in accor-
dance with one embodiment of the present invention. The

video display accelerator accepts as inpul one or more :

digital display data blocks from an input display data siream.
It is to be understood that the system processes the input data
stream in data blocks thal may range in size from individual
bits through complete files or collections of multiple files.
Additionally, the input video data block size may be fixed or
variable. The input data blocks are processed by a data
retrieval accelerator 80 which employs a data decompres-
sion system in accordance with the teachings herein, Upon
completion of data decompression, the decompressed data
block is then output to a display memory 1110 that provides
data to a display processor 1120. The display processor 1120
performs any user desired processing function. 1t is well
known within the current art that display data is often
provided in one or more symbolic {ormals such as Open
Graphics Language (Open GL) or another display or image
language. The display processor 1120 is operatively con-
nected an output memory buffer 1130, The output memory
1130 supplies data 1o a display formatier 1140 thal converts
the data to a format compatible with the output display
device or devices. Data from the display formatier 11440 is
provided to the display driver 1150 that oulpuis data in
appropriate format and drive signal levels to one or more
display devices. It should be noted that the display memory
1110, display processor 1120, output memory 1130, display
formatler 1140, and display driver 1150 arc not required
clements of the present invention,

In accordance with yet another aspect of the present
invention, the data storage and refrieval accelerator system
and method may be employed in an /O controller to reduce
the time for sloring, retrieving or lransmilting parallel dala
streams. In particular, referring now o FIG. 12, a block
diagram illustrates a system for accelerated data storage of
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analog, digital, and serial data in accordance wilh one
embodiment of the present invention. The data slorage
accelerator 10 is capable of accepting one or more simul-
taneous analog, parallel digital, and serial data inputs. An
analog input multiplexer 1205 selects the initial analog data
[or data compression and acceleration. The analog input
multiplexer 1205 is operatively conneeted lo an analog lo
digital converter 1210 that converts the analog input signal
1o digital data of the desired resolution. The digitized data
output of the analog to digital converter 1210 is stored in an
analog data memory bulfer 1215 for subsequent data storage
acceleration. Similarly, a parallel digital data input multi-
plexer 1220 selects the initial parallel digital data for data
compression and acceleration. The parallel digital data input
multiplexer 1220 is operatively connected to an input data
latch 1225 that holds the ioput parallel digital data. The
parallel digital data is then stored in digital data memory
buffer 1245 [or subsequent data storage acceleration. In
addition, a serial digital data input multiplexer 1235 selects
the initial serial digital data for data compression and
acceleration, The serial digital data input multiplexer 1235 is
operatively connecled 1o a serial data interface 1240 that
converts the serial data stream to a format useful for data
aceceleration, The formatted serial digital data is then stored
in serial data memory buffer 1245 for subsequent data
acceleration, The analog data memory 1215, parallel digital
data memory 1230, and serial data memory 1245 are opera-
tively connected 1o the data storage accelerator device 10.
Dala is selected from cach data memory subsystem based
upon a user delined algorithm or other selection criteria. Tt
should be noted that the analog input multiplexer 1205,
analog to digital converter 1210, analog data memory 1215,
parallel data input multiplexer 1220, data latch 1225, digital
dala memory 1230, serial dala input multiplexer 1235, serial
data interface 1240, serial data memory 1245, and counter
20 are nol required elements of the present invention. As
stated above, the data storage accelerator 10 employs any of
the data compression methods disclosed in the above-
incorporated U.S. Ser. No. 09/210,491, or any conventional
data compression method suitable for compressing data at a
rate pecessary for obtaining accelerated data storage. The
data storage accelerator supplies accelerated data 1o the
output data sircam [or subscquent data processing, storage,
or transmittal.

Referring now to FIG. 13, a llow diagram illustrates a
method [or accelerated data storage ol analog, digital, and
serial data according (0 one aspect of the present invention,
The analog inpul multiplexer selects the initial analog data
lor data compression and acceleration (step 1300). The
analog input multiplexer provides analog data 1o the analog
to digital converter that converts the analog inpul signal 1o
digital data of the desired resolution (step 1302). The
digitized data output of the analog to digital converler is then
buffered in the analog data memory buffer (step 1304) for
subsequent data acceleration. Similarly, the parallel digital
data multiplexer selects the initial parallel digital data for
data compression and acceleration (step 1306). The parallel
digital data multiplexer provides data to the input data laich
that then holds the input paralle] digital data (step 1308). The
parallel digital data is then stored in digital data memory
buffer for subsequent data acceleration (step 1310). The
serial digital data mpul multiplexer seleets the initial serial
digital data for data compression and acceleration (step
1312). The serial digital data input mulliplexer provides
serial data 1o the serial data interface that converts the serial
data stream Lo a formal useful for data acceleration (step
1314). The formatted serial digital data is then stored in the
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serial data memory bulfer for subsequent data acceleration
(step 1316). Atest or other check is performed 1o see il new
analog dala is available (step 1318). If no new analog data
is available a second check is performed 1o see if new
parallel data is available (step 1320). If no new parallel data
is available, a third test is performed 1o see if new serial data
is available (step 1322). If no new serial data is available
(step 1322) the test sequence repeats with the test for new
analog data (step 1318). If new analog data block is avail-
able (step 1318), or if new parallel data block is available
(step 1320), or if new serial data block is available (step
1322), the input data block is compressed by the data storage
acceleralor (step 1324) utilizing any compression method
suitable for providing accelerated data storage in accordance
with the teachings herein. Alter data compression is
complete, the compressed data block is then output subse-
quent accelerated dala processing, slorage, or lransmiltal
(step 1326). After outpulling data the process repeals begin-
ning with a test for new analog data (return o step 1318).

Referring now 1o FIG. 14, a block diagram illustrates a
system for accelerated retrieval of analog, digital, and serial
data in accordance with one embodiment of the present
invention. A data retrieval accelerator 80 receives data from
an inpul data siream. It is to be understood that the system
processes the input data stream in data blocks that may range
in size [rom individual bits through complete files or col-
lections of multiple files. Additionally, the input data block
size may be fixed or variable. The data reirieval accelerator
80 decompresses the input data utilizing any of the decom-

pression methods suitable for providing accelerated data -

retrieval in accordance with the teachings herein. The data
retrieval accelerator 80 is operatively connected 1o analog
data memory 1405, digital data memory 1420, and serial
data memory 1435, Dependent upon the type of inpul dala

block, the decoded data block is stored in the appropriate

analog 1405, digital 1420, or serial 1435 data memory.

The analog data memory 1405 is operatively connected to
a digital to analog converter 1410 that converts the decom-
pressed digital data block into an analog signal. The digital
to analog converter 1410 is further operatively connected to
an analog hold and output driver 1415. The analog hold and
output driver 1415 demultiplexes the analog signal output
from the digital to analog converter 1410, samples and holds
the analog data, and buflers the output analog data.

In a similar manner, the digital data memory 1420 is
operatively connecled o a digital data demultiplexer 1425
that routes the decompressed parallel digital data 1o the
oulput data latch and driver 1430. The outpul lalch and
driver 1430 holds the digital data and bullers the parallel
digital outpul,

Likewise, the serial data memory 1435 is operatively
connecied o a scrial data interface 1440 that converts the
decompressed data block 1o an oulput serial dala stream. The
serial data interface 1440 is further operatively connected to
the serial demultiplexer and driver 1445 that routes the serial
digital data to the appropriate outpul and buffers the serial
data outpul.

Referring now to FIGS. 154 and 15h, a Aow diagram
illustrates a method for accelerated retrieval ol analog,
digital, and serial data according to one aspect of the present
invention. An initial data block is reecived (step 1500) and
then decompressed by the data storage retrieval accelerator
(step 1502). Upon completion of data decompression, i lest
or other check is performed 1o see if the data block is
digitized analog data (step 1508). If the data block is not
digitized analog data, a second check is performed to sce if
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the data block is parallel digital data (step 1510). If the data
block is nol parallel digital data, a third test is performed 1o
see il the data block serial data (step 1512). The result of al
least one of the three tesis will be aflirmative.

I the data block is comprised of digilized analog data, the
decoded data block is buffered in an “analog” digital data
memory (step 1514). The decoded data block is then con-
veried to an analog signal by a digital 10 analog converter
(step 1520). The analog signal is then output (step 1522).

If the data block is comprised of parallel digital data, the
decoded data block is buffered in a “parallel” digital data
memory (step 1516). The decoded data block is then demul-
tiplexed (step 1524) and routed to the appropriate the output
data latch and driver. The output lateh and driver then holds
the digital data and buffers the parallel digital output (step
1526).

If the data block is comprised of serial data, the decoded
data block is buflered in “serial” digital data memory (slep
1518). The decoded dala is then formatted (o a serial data
format (step 1528). The serial data is then demultiplexed,
rouled to the appropriate outpul, and outpul 1o a buffer (slep
1530).

Upon outpul of analog data (step 1522), parallel digital
dala (step 1526), or serial digital data (step 1530), a (est or
other form of check is performed for more data blocks in the
inpul stream (step 1532). If no more data blocks are
available, the test repeats (return (o step 1532). If a data
block is available, the next data block is received (step 1534)
and the process repeats beginning with step 1502.

Although illusirative embodiments have been deseribed
herein with reference Lo the accompanying drawings, il is lo
be understood that the present invention is not limited 1o
those precise embodiments, and that various other changes
and modifications may be affected therein by one skilled in
the arl without departing from the scope or spirit of the
invention. All such changes and modifications are intended
to be included within the scope of the invention as defined
by the appended claims.

What is claimed is:

1. A program storage device readable by machine, tangi-
bly embodying a program of instructions execulable by the
machine to perform method steps for providing accelerated
dala storage and retrieval, said method steps comprising:

receiving a dala stream al an input dala transmission rate

which is greater than a data storage rate ol a targel
storage device;

compressing Lhe data stream al a compression rate thal

increases the effective data storage rate of the data
storage device; and

storing the compressed data stream in the target storage

device.

2. The program storage device ol claim 1, wherein the
compression rate is at least equal to the rano of the input data
transmission rale o the data slorage rale so as lo provide
continuous storage of the inpul data stream at the input data
lransmission rate.

3. The program storage device of claim 1, further includ-
ing instructions for performing the steps of:

determining the mput data (ransmission rate and the data

compression rate;

comparing the input data transmission rate, the data

compression rate and the data slorage rate to determine
il they sare compatible; and

adjusting one or more parameters o abtain compatibilily

between the input data transmission rafe, the data
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compression rale and the data storage rate, if they are
determined to be incompatible.

4. The program storage device of claim 3, wherein the
instructions for performing the adjusting step include
instructions for performing one of adjustiog the ioput data
transmission rate, adjusting the compression rale and a
combination thereol.

5. The program storage device of claim 4, wherein the
instructions for performing the adjusting step further include
instructions for temporarily bullering one of the inpul data
stream, the compressed data stream, and a combination
thereof.

6. The program storage device of claim 1, further includ-
ing instructions for performing the steps of:

refrieving the compressed data stream [rom the target

storage device al a rale equal 1o a data access rate of the
largel storage device; and

decompressing the compressed dala al a decompression

rate thal increases the elfective dala access rale of the
targel storage device,

7. The program slorage device ol claim 6, wherein the
decompression rale is equal 1o the ratio of the data access
rate 10 the input data transmission rate so as to oblain an
outpul data transmission rate which is equal to the input data
lransmission rile.

8. The program slorage deviee of claim 6, wherein the
decompression rate is equal (0 or greater than the ratio of the
data access rale 10 a maximum accepled oulput data lrans-
mission.

9. The program storage device ol claim 6, further includ-
ing instructions for performing the steps of:

determining the data retrieval rate and the data decom-

pression rate;

comparing the data retrieval rate, the data decompression

rale and the output data Iransmission rate o delermine

if they are compatible; and

adjusting one or more parameters 10 obtain compatibility
between the data retrieval rate, the data decompression
rale and the output data transmission rate il they are
determined to be incompatible.

10. The program storage device of claim 9, wherein the
instructions for performing the adjusting step include
instructions for performing ooe of adjusting the data
retrieval rate. adjusting the decompression ratio, and a
combination thereofl.

11. The program storage device of claim 9, wherein the
instructions for performing the adjusting step include
mstructions for temporarily buflering one of the retrieved
data stream, the decompressed data stream, and a combina-
lion thereof.

12. The program storage device of claim 1, wherein the
instructions for performing the step of compressing com-
prise instructions for performing lossless compression.,

13. A system for accelerating the rate of data storage and
retrieval of a data storage device, comprising;

means for receiving a data stream having an input data

transmission rate which is greater than a data storage
rate of the dala storage device:

means for compressing the data stream al 4 compression

rate that increases the effective dala storage raie of the
data storage device; and

means for storing the compressed data stream in the data

storage device.

14. The system of claim 13, wherein the compression rate
15 at least equal Lo the ratio of the input data transmission rale
10 the dala slorage rale so as [0 provide conlinuous slorage
of the input data stream at the inpul dala fransmission rale.
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15. The system of ¢laim 13, further comprising:

means [or receiving the compressed data stream from the
storage device at a rate equal to a data access rale of the
storage device; and

means for decompressing the compressed data at a

decompression rate thal increases the effective data
access rale of the storage device.

16. The system of claim 15, wherein the decompression
rate is equal to the ratio of the data access rate (o the input
dala transmission rale so as Lo oblain an output data trans-
mission rate which is equal Lo the input data transmission
rate.

17. The system of claim 13, wherein the data storage
device is random access memory (RAM) device.

18. The system of claim 13, wherein the data storage
device 18 one of a magnetic disk mass storage device, an
optical mass storage device, a chemical mass storage device,
and a combination thereol.

19. The system of claim 15, further including a data
slorage interface device for converting the compressed data
stream fo a format suitable for storage in the storage device
and for converting the stored compressed data to a format
suitable for decompression.

20. 'The system of claim 13, wherein the input data stream
is a video data stream received from a video data processing
system operatively connected (o the receiving means.

21. The system of claim 15, further including a display
controller system operatively connected to the decompres-
sion means, wherein the output data stream comprises a
video data stream for processing by the display controller
syslem.

22, The system ol claim 13, further including an inpul/
output controller system having a plurality ol input/output
ports, operatively connected 10 the compression means,
wherein the inpul data stream comprises one of serial digital
data, parallel digital data, analog daita, and a selected com-
bination thereof.

23. The system of claim 15, further including an input
output controller system having a plurality of input/output
ports, operatively connected to the decompression means,
wherein the output data stream comprises one ol serial
digital data, parallel digital data, analog data, and a selected
combination thereof.

24. The system of claim 13, wherein the means lor
compressing comprises means for performing lossless com-
Pression.

25. A method for providing acceleraled data slorage and
retrieval. comprising the steps of:

receiving & data stream al an input data tfransmission rate

which is greater than a data storage rate of a target
storage device;

compressing the data stream at a compression rafe that

increases the effective data storage rate ol the dats
storage device: and

storing the compressed data stream in the larget storage

device.

26. The method of claim 25, wherein the compression rale
is at least equal 1o the ratio of the input data transmission rate
to the data storage rate so as lo provide conlinuous slorage
of the input data stream al the input data transmission rafe,

27. The method of claim 25, further including the steps of;

determining the input data transmission rate and the data

compression rate;

comparing the input data transmission rate, the data

compression rate and the data slorage rate o delerming
if they are compatible; and
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adjusting one or more paramelers Lo obtain compatibility
between the input data transmission rate, the dala
compression rate and the data storage rate, if they are
determined to be incompatible.

28. The method of claim 27, wherein the adjusting step
includes one of adjusting the input data transmission rate,
adjusting the compression rate, and a combination thereof.

29. The method of claim 27, wherein the adjusting step
includes temporarily buflering one of the input dita stream,
the compressed data stream, and a combination thereof.

30. The method of claim 25, further including the steps of:

retrieving the compressed data stream [rom the target

storage device al a rate equal 1o a data access rate of the
targel storage device; and

decompressing the compressed dala al a decompression

rate that increases the effective data access rate of the
largel storage device.

31. The method ol claim 30, wherein the decompression
rate 1s equal (o the ratio of the data access rale to the input
data transmission rale so as Lo obtain an oulpul dala trans-
mission rate which is equal to the input data transmission
rale.

32, The method ol claim 30, wherein the decompression
rate is equal 1o or greater than the ratio of the data access rate

n
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1o & maximum accepled output data transmission rale so as
to provide a continuous and optimal data oulput transmis-
sion rale.

33, The method of elaim 30, further including the steps of;

determining the data retrieval rate and the data decom-

pression rile;

comparing the data retrieval rate, the data decompression

rate and the output data transmission rate to determine
it they ware compatible; and

adjusting one or more parameters (o obtain compatibility

between the data retrieval rate, the data decompression
rale and the output data transmission rate il they are
determined (0 be incompatible.

34. The method of claim 33, wherein the adjusting slep
includes one of adjusting the data retrieval rale, adjusting the
decompression rale, and a combination thereof.

35. The method of claim 33, wherein the adjusting slep

20 includes temporarily buffering one of the retrieved data

siream, the decompressed data stream, and a combination
thereof.
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Systems and methods for providing accelerated data storage
and retrieval utilizing lossless data compression and decom-
pression. A data storage accelerator includes one or a plural-
ity of high speed data compression encoders that are config-
ured to simultaneously or sequentially losslessly compress
data at a rate equivalent 1o or faster than the transmission rate
of an mput data stream. The compressed data is subse-
quently stored in a target memory or other storage device
whose input data storage bandwidth is lower than the origi-
nal input data stream bandwidth. Similarly. a data retrieval
accelerator includes one or a plurality of high speed data
decompression decoders that are configured to simulta-
neously or sequentially losslessly decompress data at a rate
equivalent to or faster than the input data stream from the
targel memory or storage device. The decompressed data 1s
then output at rate data that is greater than the output rate
from the target memory or data storage device. The data
storage and retrieval accelerator method and system may
employed: in a disk storage adapter to reduce the time
required Lo store and retrieve data from computer to disk; in
conjunction with random access memory to reduce the time
required to store and retrieve data from random access
memory: in a display controller to reduce the time required
o send display data to the display controller or processor;
and/or in an input/output controller to reduce the time
required to store, retrieve. or transmit data.
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AS A RESULT OF REEXAMINATION, IT HAS BEEN
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