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[57] ABSTRACT 

A method of encoding a speech signal is presented. This 
method improves the excitation codebook and search 
procedure of the conventional Code Excited Linear 
Prediction (CELP) speech encoders. Use is made of a 
dynamic codebook (201, 202) based on the combination 
of two modules: a sparse algebraic code generator (201) 
associated to a filter (202) having a transfer function 
varying in time. The generator (102) is a structured 
codebook with codewords having very few non zero 
components. The filter (202) shapes the spectral charac­
teristics whereby the resulting excitation codebook 
(201, 202) exhibits favorable perceptual properties. The 
search complexity in fmding the best codeword is 
greatly reduced by bringing the search back to the 
algebraic code domain thereby allowing the sparsity of 
the algebraic code to speed up the necessary computa­
tions. 
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{§TART 

1 
INPUT NEXT BLOCK OF SPEECH SAMPLES 

1--
X 

301 

t 
COMPUTE & QUANTIZE SPECTRAL PARAMETERS: 1--

STP 
302 

t 
COMPUTE RESIDUAL: 

1--. 
R 

303 

t 
COMPUlE AND QUANTIZE PITCH PARAMETERS: 304 v. 

LTP 

t 
COMPUTE FIL1ER RESPONSES CHARAC1ERIZATION: 1-: ;]05 

FRC 

t 
COMPUTE LONG TERM PREDICTION PART OF THE 308 1.---; 

EXCITATION: E 
t 

COMPUTE SIGNAL TARGET: ~ 

X 
307 

t 
BACKWARD FILTER TO OBTAIN TARGET IN A-CODE SPACE: 

0 
r :308 

• FIND BEST CODE & GAIN AND GENERATE SCALED CODE: ~ 
_gCk 

309 

• COMPUTE INITIAL FILTER STATE: v 310 
FS 

1 t=:r• (STOP.) 
I 
I -
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SET INITIAL STATE OF PERCEPTUAL FILTER 107 TO FS 
401 ----~ WHICH IS PROVIDED BY MODULE 11 0 

~------------~--------------~ 

402 

403 

COMPUTE TARGET SIGNAL Y 
BY FILTERING R THROUGH PERCEPTUAL FILTER 107 

EXTEND BEYOND KNOWN EXCITATION USING RESIDUAL 
FOR n=1 TO L-Tmin + 1 

DO E(n)=R(n) 

SET MAX = 0 --- 404 
SET 't= Tmin 

WITH ZERO INITIAL STATE PROCESS SHIFTED EXCITATION, 
E(n--r), THROUGH PERCEPTUAL FILTER 107 AND OBTAIN Z 

COMPUTE p SUCH THAT 405 yzT 
p=~ 406 

409 

407 

SET THE L TP PERIOD T = 't" 
SET MAX = p 410 
SET <Xp =I z I 

411 

412 

COMPUTE & QUANTIZE L TP GAIN, b, WHERE 
b = MAX/cxp 

Page 5 of 12
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DYNANUCCODEBOOKFORE~OENTSPEECH 
CODING BASED ON ALGEBRAIC CODES 

2 
sound signal, comprising the steps of generating a code­
word signal in response to an index signal associated to 
this codeword signal, such signal generating step using 
an algebraic code to generate the codeword signal, and 

BACKGROUND OF THE INVENTION 

1. Field of the Invention 
5 fJJ.tering the so generated codeword signal to produce 

the excitation signal. 
The present invention relates to a new technique for 

digitally encoding and decoding in particular but not 
exclusively speech signals in view of transmitting and 
synthesizing these speech signals. 10 

2. Brief Description of the Prior Art 
Efficient digital speech encoding techniques with 

good subjective quality !bit rate tradeoffs are increas­
ingly in demand for numerous applications such as 
voice transmission over satellites, land mobile, digital 15 
radio or packed network, for voice storage, voice re­
sponse and secure telephony. 

One of the best prior art methods capable of achiev­
ing a good quality !bit rate tradeoff is the so called Code 
Excited Linear Prediction (CELP) technique. In accor- 20 
dance with this method, the speech signal is sampled 
and converted into successive blocks of a predeter­
mined number of samples. Each block of samples is 
synthesized by flltering an appropriate innovation se­
quence from a codebook, scaled by a gain factor, 25 
through two fllters having transfer functions varying in 
time. The first fllter is a Long Term Predictor filter 
(L TP) modeling the pseudoperiodicity of speech, in 
particular due to pitch, while the second one is a Short 
Term Predictor fllter (STP) modeling the spectral char- 30 
acteristics of the speech signal. The encoding procedure 
used to determine the parameters necessary to perform 
this synthesis is an analysis by synthesis technique. At 
the encoder end, the synthetic output is computer for all 
candidate innovation sequences from the codebook. 35 
The retained codeword is the one corresponding to the 
synthetic output which is closer to the original speech 
signal according to a perceptually weighted distortion 
measure. 

The first proposed structured codebooks are called 40 
stochastic codebooks. They consist of an actual set of 
stored sequences of N random samples. More efficient 
stochastic codebooks propose derivation of a codeword 
by removing one or more elements from the beginning 
of the previous codeword and adding one or more new 45 
elements at the end thereof. More recently, stochastic 
codebooks based on linear combinations of a small set of 
stored basis vectors have greatly reduced the search 
complexity. Finally, some algebraic structures have also 
been proposed as excitation codebooks with efficient 50 
search procedures. However, the latter are designed for · 
speed and they lack flexibility in constructing code­
books with good subjective quality characteristics. 

OBJECTS OF THE INVENTION 
55 

The main object of the present invention is to com­
bine an algebraic codebook and a filter with a transfer 
function varying in time, to produce a dynamic code­
book offering both the speed and memory saving ad­
vantages of the above discussed structured codebooks 60 
while reducing the computation complexity of the Code 
Excited Linear Prediction (CELP) technique and en­
hancing the subjective quality of speech. 

SUMMARY OF THE INVENTION 

More specifically, in accordance with the present 
invention, there is provided a method of producing an 
excitation signal that can be used in synthesizing a 

65 

Advantageously, the algebraic code is a sparse alge­
braic code. 

The subject invention also relates to a dynamic code­
book for producing an excitation signal that can be used 
in synthesizing a sound signal, comprising means for 
generating a codeword signal in response to an index 
signal associated to this codeword signal, which signal 
generating means using an algebraic code to generate 
the codeword signal, and means for fJJ.tering the so 
generated codeword signal to produce the excitation 
signal. 

In accordance with a preferred embodiment of the 
dynamic codebook, the filtering means comprises a 
adaptive prefilter having a transfer function varying in 
time to shape the frequency characteristics of the excita-
tion signal so as to damp frequencies perceptually an­
noying the human ear. This adoptive prefilter comprises 
an input supplied with linear predictive coding parame­
ters representative of spectral characteristics of the 
sound signal to vary the above mentioned transfer func-
tion. 

In accordance with other aspects of the present in­
vention, there is also provided: 

(1) a method of selecting one particular algebraic 
codeword that can be processed to produce a sig­
nal excitation for a synthesis means capable of syn­
thesizing a sound signal, comprising the steps of (a) 
whitening the sound signal to be synthesized to 
generate a residual signal, (b) computing a target 
signal X by processing a difference between the 
residual signal and a long term prediction compo­
nent of the signal excitation, (c) backward filtering 
the target signal to calculate a value D of this target 
signal in the domain of an algebraic code, (d) calcu-
lating, for each codeword among a plurality of 
available algebraic codewords Ak expressed in the 
algebraic code, a target ratio which is function of 
the value D, the codeword Ak, and a transfer func­
tion H=D/X, and (e) selecting the said one partic-
ular codeword among the plurality of available 
algebraic codewords in function of the calculated 
target ratios. 

(2) an encoder for selecting one particular algebraic 
codeword that can be processed to produce a sig­
nal excitation for a synthesis means capable of syn­
thesizing a sound signal, comprising (a) means for 
whitening the sound signal to be synthesized and 
thereby generating a residual signal, (b) means for 
computing a target signal X by processing a differ-
ence between the residual signal and a long term 
prediction component of the signal excitation, (c) 
means for backward filtering the target signal to 
calculate a value D of this target signal in the do­
main of an algebraic code, (d) means for calculat-
ing, for each codeword among a plurality of avail­
able algebraic codewords Ak expressed in the 
above mentioned algebraic code, a target ratio 
which is function of the value D, the codeword 
Ak, and a transfer function H= D/X, and (e) means 
for selecting the said one particular codeword 
among the plurality of available algebraic code-
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4 
words in function of the calculated target ratios. In 
accordance with preferred embodiments of the 
encoder, the target ratio comprises a numerator 
given by the expression P2(k)=(DAkl)2 and a 
denominator given by the expression a2k- 5 
= II AkHT 112, where Ak and Hare under the form 
of matrix, each codeword Ak is a waveform com­
prising a small number of non-zero impulses each 
of which can occupy different positions in the 
waveform to thereby enable composition of differ- 10 
ent codewords, the target ratio calculating means 
comprises means for calculating into a plurality of 
embedded loops contributions of the non-zero im­
pulses of the considered algebraic codeword to the 
numerator and denominator and for adding the so 15 
calculated contributions to previously calculated 
sum values of these numerator and denominator, 
respectively, the embedded loops comprise an 
inner loop, and the codeword selecting means com­
prises means for processing in the inner loop the 20 
calculated target ratios to determine an optimized 
target ratio and means for selecting the said one 
particular algebraic codeword in function of this 
optimized target ratio. 

(3) a method of generating at least one long term 25 
prediction parameter related to a sound signal in 
view of encoding this sound signal, comprising the 
steps of (a) whitening the sound signal to generate 
a residual signal, (b) producing a long term predic­
tion component of a signal excitation for a synthesis 30 
means component of a signal excitation for a syn­
thesis means capable of synthesizing the sound 
signal, which producing step including estimating 
an unknown portion of the long term prediction 
component with the residual signal, and (c) calcu- 35 
lating the long term prediction parameter in func­
tion of the so produced long term prediction com­
ponent of the signal excitation. 

(4) a device for generating at least one long term 
prediction parameter related to a sound signal in 40 
view of encoding this sound signal, comprising (a) 
means for whitening the sound signal and thereby 
generating a residual signal, (b) means for produc­
ing a long term prediction component of a signal 
excitation for a synthesis means capable of synthe- 45 
sizing the sound signal, these producing means 
including means for estimating an unknown por­
tion of the long term prediction component with 
the residual signal, and (c) means for calculating 
the long term prediction parameter in function of 50 
the so produced long term prediction component 
of the signal excitation. 

The objects, advantages and other features of the 
present invention will become more apparent upon 
reading of the following, non restrictive description of a 55 
preferred embodiment thereof, given with reference to 
the accompanying drawings. 

FIG. 4 is a flow chart showing the different opera­
tions carried out by a pitch extractor of the encoding 
device of FIG. 1, for extracting pitch parameters in­
cluding a delay T and a pitch gain b; and 

FIG. 5 is a schematic representation of a plurality of 
embedded loops used in the computation of optimum 
codewords and code gains by an optimizing controller 
of the encoding device of FIG. 1. 

DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENT 

FIG. 1 is the general block diagram of a speech en­
coding device in accordance with the present invention. 
Before being encoded by the device of FIG. 1, an ana­
log input speech signal is filtered, typically in the band 
200 to 3400 Hz and then sampled at the Nyquist rate 
(e.g. 8 kHz). The resulting signal comprises a train of 
samples of varying amplitudes represented by 12 to 16 
bits of a digital code. The train of samples is divided into 
blocks which are each L samples long. In the preferred 
embodiment of the present invention, L is equal to 60. 
Each block has therefore a duration of 7.5 ms. The 
sampled speech signal is encoded on a block by block 
basis by the encoding device of FIG. 1 which is broken 
down into 10 modules numbered from 102 to 111. The 
sequence of operation performed by these modules will 
be described in detail hereinafter with reference to the 
flow chart of FIG. 3 which presents numbered steps. 
For easy reference, a step number in FIG. 3 and the 
number of the corresponding module in FIG. 1 have the 
same last two digits. Bold letters refer to L-sample-long­
blocks (i.e. L-component vectors). For instance, S 
stands for the block [S(1), S(2), ... S(L)]. 

Step 301: The next block S of L samples is supplied to 
the encoding device of FIG. 1. 

Step 302: For each block of L samples of speech 
signal, a set of Linear Predictive Coding (LPC) 
parameters, called STP parameters, is produced in 
accordance with a prior art technique through an 
LPC spectrum analyser 102. More specifically, the 
latter analyser 102 models the spectral characteris­
tics of each block S of samples. In the preferred 
embodiment, the parameters STP comprise a num­
ber M= 10 of prediction coefficients [a1, a2, ... 
aM]. One can refer to the book by J. D. Markel & 
A. H. Gray, Jr: "Linear Prediction of Speech" 
Springer Verlag (1976) to obtain information on 
representative methods of generating these param­
eters. 

Step 303: The input block S is whitened by a whiten­
ing filter 103 having the following transfer function 
based on the current values of the STP prediction 
parameters: 

M . 
A(z) = _2 a;z-1 

z=O · 

(1) 

BRIEF DESCRIPTION OF THE DRAWINGS where ao= 1, and z represents the variable of the poly-
In the appended drawings: 60 nomi~ A(z). . 
FIG. 1 is a schematic block diagram of the preferred As illustrated m FIG. 1, the filter 103 produces a 

embodiment of an encoding device in accordance with residual signal R. 
the present invention; C?f course, as the processing is performed on a block 

FIG. 2 is a schematic block diagram of a decoding basis, unless otherwise stated, all the filters are assumed 
device using a dynamic codebook in accordance with 65 to store their fmal state for use as initial state in the 
the present invention; following block processing. . 

FIG. 3 is a flow chart showing the sequence of opera- The purpose of step 304 IS to compute the s~e~ch 
tions performed by the encoding device of FIG. 1; periodicity characterized by the Long Term Prediction 
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(L TP) parameters including a delay T and a pitch gain 
b. 

Before further describing step 304, it is useful to ex­
plain the structure of the speech decoding device of 
FIG. 2 and understand the principle upon which speech 
is synthesized. 

As shown in FIG. 2, a demultiplexer 205 interprets 
the binary information received from a digital input 
channel into four types of parameters, namely the pa­
rameters STP, L TP, k and g. The current block S of 10 
speech signal is synthetized on the basis of these four 
parameters as will be seen hereinafter. 

The decoding device of FIG. 2 follows the classical 
structure of the CELP (Code Excited Linear Predic­
tion) technique insofar as modules 201 and 202 are con- 15 
sidered as a single entity: the (dynamic) codebook. The 
codebook is a virtual (i.e. not actually stored) collection 
ofL-sample-long waveforms (codeword) indexed by an 
integer k. The index k ranges from 0 to NC-1 where NC 
is the size of the codebook. This size is 4096 in the pre- 20 
ferred embodiment. In the CELP technique, the output 
speech signal is obtained by first scaling the kth entry of 
the codebook by the code gain g through an amplifier 
206. An adder 207 adds the so obtained scaled wave­
form, gCk, to the output E (the long term prediction 25 
component of the signal excitation of a synthesis filter 
204) of a long term predictor 203 placed in a feedback 
loop and having a transfer function B(z) defined as 
follows: 

6 
the transfer function F(z) is given by the following 
relationship: 

(3) 

where YJ=0.7 and Y2=0.85. 
There are many ways to design the generator 201. An 

advantageous method consists of interleaving four sin­
gle-pulse permutation codes as follows. The codewords 
Ak are composed of four non zero pulses with fixed 
amplitudes, namely S(1)= 1, S(2)= -1, S(3)= I, and 
S(4)4= -I. The positions allowed for S(i) are of the 
form p;=2i + 8m;-l, where m;=O, 1, 2, ... 7. It should 
be noted that for m3= 7 (or II14=7) the position p3(or p4) 
falls beyond L = 60. In such a case, the impulse is simply 
discarded. The index k is obtained in a straightforward 
manner using the following relationship: 

(4) 

The resulting Ak-codebook is accordingly composed 
of 4096 waveforms having only 2 to 4 non zero im­
pulses. 

Returning to the encoding procedure, it is useful to 
discuss briefly the criterion used to select the best exci­
tation signal Ck. This signal must be chosen to mini­
mize, in some ways, the difference S-S between the 

B(z)=bz-T (2) 

where b and T are the above defmed pitch gain and 
delay, respectively. 

30 synthesized and original speech signals. In original 
CELP formulation, the excitation signal Ck is based on 
a Mean Sguared Error (MSE) criteria applied to the 
error D.= S'-S', where S', respectively S', is S, respec-

The predictor 203 is a filter having a transfer function 35 
influenced by the last received L TP parameters b and T 
to model the pitch periodicity of speech. It introduces 
the appropriate pitch gain b and delay of T samples. 
The composite signal gCk+E constitutes the signal 
excitation of the sythesis filter 204 which has a transfer 40 
function 1/ A(z). The filter 204 provides the correct 
spectrum shaping in accordance with the last received 
STP parameters. More specifically, the filter 204 mod-
els the resonant frequencies (formants) of speech. The 
output block S is the synthesized (sampled) speech sig- 45 
nal which can be converted into an analog signal with 
proper anti-aliasing filtering in accordance with a tech­
nique well known in the art. 

In the present invention, the codebook is dynamic; it 
is not stored but is generated by the two modules 201 50 
and 202. In a first step, an algebraic code generator 201 
produces in response to the index k and in accordance 
with a Sparse Algebraic Code (SAC) a codeword Ak 
formed of a L-sample-long waveform having very few 
non zero components. In fact, the generator 201 consti- 55 
tutes an inner, structured codebook of size NC. In a 
second step, the codeword Ak from the generator 201 is 
processed by a adaptive prefilter 202 whose transfer 
function F(z) varies in time in accordance with the STP 
parameters. The filter 202 colors, i.e. shapes the fre- 60 
quency characteristics (dynamically controls the fre­
quency) of the output excitation signal Ck so as to damp 
a priori those frequencies perceptually more annoying 
to the human ear. The excitation signal Ck, sometimes 
called the innovation sequence, takes care of whatever 65 
part of the original speech signal left unaccounted by 
either the above defined formant and pitch modelling. 
In the preferred embodiment of the present invention, 

tively S, processed by a perceptual weighting filter of 
the form A(z)/ A(zy-1) where y=0.8 is the perceptual 
constant. In the present invention, the same criterion is 
used but the computations are preformed in accordance 
with a backward filtering procedure which is now 
briefly recalled. One can refer to the article by J. P. 
Adoul, P. Mabilleau, M. Delprat, & S. Morissette: "Fast 
CELP coding based on algebraic codes", Pro c. IEEE 
INT'l conference on acoustics speech and signal pro­
cessing, pp 1957-1960 (April 1987), for more details on 
this procedure. Backward filtering brings the search 
back to the Ck-space. The present invention brings the 
search further back to the Ak-space. This improvement 
together with the very efficient search method used by 
controller 109 (FIG. 1) and discussed hereinafter ena­
bles a tremendous reduction in computation complexity 
with regard to the conventional approaches. 

It should be noted here that the combined transfer 
function of the filters 103 and 107 (FIG. 1) is precisely 
the same as that of the above mentioned perceptual 
weighting filter which transforms S into S', that is trans­
forms S into the domain where the MSE criterion can 
be applied. p1 Step 304; To carry out this step, a pitch 
extractor 104 (FIG.1) is used to compute and quantize 
the L TP parameters, namely the pitch delay T ranging 
from Tmin to Tmax (20 to 146 samples in the preferred 
embodiment) and the pitch gain b. Step 304 itself com­
prises a plurality of steps as illustrated in FIG. 4. Refer-
ring now to FIG. 4, a target signal Y is calculated by 
filtering (Step 402) the residual signal R through the 
perceptual filter 107 with its initial state set (step 401) to 
the value FS available from an initial state extractor 
110. The initial state of the extractor 104 is also set to 
the value FS as illustrated in FIG. 1. The long term 
prediction component of the signal excitation, E(n), is 
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not known for the current values n= 1, 2, .... The 
values E(n) for n=1 to L-Tmin+1 are accordingly 
estimated using the residual signal R available from the 
filter 103 (step 403). More specifically, E(n) is made 

8 
applies to a can now be stated in the following 
matrix notations. 

equal to R(n) for these values of n. In order to start the 5 min II 1:111 2 min II S' - S'll 2 = min II S' - [P- gAkHTJII 2 (
6
) 

k search for the best pitch delay T, two variables Max and k 

T are initialized to 0 and Tmin respectively (step 404). 
With the initial state set to zero (step 405), the long term 
prediction part of the signal excitation shifted by the 
value T, E(n-r), is processed by the perceptual filter 107 10 
to obtain the signal Z. The crosscorrelation p between 
the signals Y and Z is then computed using the expres­
sion in block 406 of FIG. 4. If the crosscorrelation p 
greater than the variable Max (step 407), the pitch delay 
T is updated to r, the variable Max is updated to the 15 
value of the crosscorrelation p and the pitch energy 
term ap equal to II Z II is stored (step 410). If T is 
smaller than Tmax (step 411), it is incremented by one 
(step 409) and the search procedure continues. When T 

reaches Tmax, the optimum pitch gain b is computed 20 
and quantized using the expression b=Max/ap (step 
412). 

Step 503: in step 305, a filter responses characterizer 
105 (FIG. 1) is supplied with the STP and LTP 
parameters to compute a filter responses character- 25 
ization FRC for use in the later steps. The FRC 
information consists of the following three compo­
nents where n= 1, 2, ... L. It should also be noted 
that the component f(n) includes the long term 
prediction loop. 30 

.f{n): impusle response of F(z) --
1
--T 

1-bz-

h(n): response of--1- 1- to .f{n) 
A(zy-) 

with zero initial state. 
.u(i,j): autocorrelation of h(n); i.e.: 

(Sa) 

35 

(Sb) 

40 

min II X- gAkHTII 2 

k 

where H accounts for the global filter transfer function 
F(z)/(1-B(z))A(zy-1). It is an LXL lower triangular 
Toeplitz matrix formed from the h(n) response. 

Step 308: This is the backward filtering step per­
formed by the filter 108 of FIG. 1. Setting to zero 
the derivative of the above equation (6) with re­
spect to the code gain g yields to the optimum gain 
as follows: 

a II t.ll2 
---=0 ag 

X(AkHT)T 

g = II AkHTII 2 

With this value for g the minimization becomes: 
where D=(XH) and a2k= IAkHTI2. 

minllt.11 2=m'_{ IIXI1 2 

k :\ 

(X(AkHT)T)2 

=~ II AkHTII 2 

(DAk Ty 
max---

k ak2 

(7) 

(8) 

L 
u(i.J) = ~ h(k - i + l)h(k - j + 1); for 1 ;:§ i ;:§ L 

k=l 

and i::§j::§L; h(n)=O for n<1 

(Sc) In step 308, the backward filtered target signal 
D=(XH) is computed. The term "backward filtering38 

45 for this operation comes from the interpretation of (XH) 
as the filtering of time-reversed X. 

The utility of the FRC information will become obvi­
ous upon discussion 'of the forthcoming steps. 

Step 306: The long term predictor 106 is supplied 50 
with the signal excitation E+ gCk to compute the 
component E of this excitation contributed by the 
long term prediction (parameters L TP) using the 
proper pitch delay T and gain b. The predictor 106 
has the same transfer function as the long term 55 
predictor 203 of FIG. 2. 

Step 307: In this step, the initial state of the perceptual 
filter 107 is set to the value FS supplied by the 
initial state extractor 110. The difference R-E cal­
culated by a subtractor 121 (FIG. 1) is then sup- 60 
plied to the perceptual filter 107 to obtain at the 
output of the latter filter a target block signal X. As 
illustrated in FIG. 1, the STP parameters are ap­
plied to the filter 107 to vary its transfer function in 
relation to these parameters. Basically, X=S' -P 65 
where P represents the contribution of the long 
term prediction (L TP) including "ringing" from 
the past excitations. The MSE criterion which 

Step 309: In this step performed by the optimizing 
controller 109 of FIG. 1, equation (8) is optimized 
by computing the ration (DAkTfak)2=P2fa2k for 
each sparse algebraic codeword Ak. The denomi­
nator is given by the expression: 

(9) 

where U is th Toeplitz matrix of the autocorrelations 
defmed in equation (Sc). Calling S(i) and p;respectively 
the amplitude and position of th ith non zero impulse 
(i= 1, 2, ... N), the numerator and (squared) denomina­
tor simplify to the following: 

(lOa) 

N N-1 N (lOb) 
ak2 = ~ s2(z)U(p;,p;) + 2 ~ ~ S(z)S(j)U(p;,p;) 

i=l i=l j=i+l 

where P(N)=DAkT 
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A very fast procedure for calculating the above de­
fined ratio for each codeword Ak is described in FIG. 5 
as a set of N embedded computation loops, N being the 
number of non zero impulses in the codewords. The 
quantities S2(i) and SS(i,j)=S(i)SG), for i= 1, 2, ... N 
and i <j ~ N are presto red for maximum speed. Prior to 
the computations, the values for P2opt and a2opt are ini­
tialized to zero and some large number, respectively. As 
can be seen in FIG. 5, partial sums of the numerator and 
denominator are calculated in each one of the outer and 10 
inner loops, while in the inner loop the largest ratio 
P2(N)fa2(N) is retained as the ratio P20p1fa2opt· The 
calculating procedure is believed to be otherwise self­
explanatory from FIG. 5. When theN embedded loops 
are completed, the code gain is computed as g=Popt· 15 

f2opt (cf. equation (7)). The gain is then quantized, the 
index k is computed from stored impulse positions using 
the expression (4), and the L components of the scaled 
optimum code gCk are computed as follows: 

N 
gCk(n) =g.}; f{n - p;); I ~ n ~ L 

1=1 

20 

(11) 

prefllters, are obviously within the scope of the subject 
invention. 

We claim: 
1. A method of producing an excitation signal to be 

used by a sound signal synthesis means to synthesize a 
sound signal, comprising the steps of: 

generating a codeword signal in response to an index 
signal associated to said codeword signal, said sig­
nal generating step using an algebraic code to gen­
erate said codeword signal; and 

prefiltering the generated codeword signal to pro­
duce said excitation signal, said preflltering step 
comprising processing the codeword signal 
through an adaptive prefilter having a transfer 
function varying in time in relation to parameters 
representative of spectral characteristics of said 
sound signal to thereby shape frequency character­
istics of the excitation signal so as to damp frequen­
cies perceptually annoying a human ear. 

2. A method as defined in claim 1, wherein said signal 
generating step comprises using a sparse algebraic code 
to generate said codeword signal. 

3. A method as defined in claim 1, wherein said prefil-
withf{n) = 0; for n < 1 

Step 310: The global signal excitation signal E+gCk 

25 tering step comprises varying the transfer function of 
the adaptive prefilter in relation to linear predictive 
coding parameters representative of spectral character­
istics of said sound signal. is computed by an adder 120 (FIG. 1). The initial 

state extractor module 110, constituted by a per­
ceptual filter with a transfer function 1/ A(zy-1) 

30 
varying in relation to the STP parameters, sub­
tracts from the residual signal R the signal excita­
tion signal E+gCk for the sole purpose of obtain­
ing the fmal filter state FS for use as initial state in 
filter 107 and module 104. 35 

The set of four parameters STP, L TP, k and g are 
converted into the proper digital channel format by a 
multiplexer 111 completing the procedure for encoding 
a block S of samples of speech signal. 

Accordingly, the present invention provides a fully 40 
quantized Algebraic Code Excited Linear Prediction 
(ACELP) vocoder giving near toll quality at rates rang­
ing from 4 to 16 kbits. This is achieved through the use 
of the above described dynamic codebook and associ-
ated fast search algorithm. 45 

The drastic complexity reduction that the present 
invention offers when compared to the prior art tech­
niques comes from the fact that the search procedure 
can be brought back to Ak-code space by a modification 
of the so called backward filtering formulation. In this 50 
approach the search reduces to fmding the index k for 
which the ratio IDAk7 l/ak is the largest. In this ratio, 
Ak is a fixed target signal and ak is an energy term the 
computation of which can be done with very few oper­
ations by codeword when N, the number of non zero 55 
components of the codeword Ak, is small. 

Although a preferred embodiment of the present 
invention has been described in detail hereinabove, this 
embodiment can be modified at will, within the scope of 
the appended claims, without departing from the nature 60 
and spirit of the invention. As an example, many types 
of algebraic codes can be chosen to achieve the same 
goal of reducing the search complexity while many 
types of adaptive prefilters can be used. Also the inven­
tion is not limited to the treatment of a speech signal; 65 
other types of sound signal can be processed. Such 
modifications, which retain the basic principle of com­
bining an algebraic code generator with a adaptive 

4. A dynamic codebook for producing an excitation 
signal to be used by a sound signal synthesis means to 
synthesize a sound signal, comprising: 

means for generating a codeword signal in response 
to an index signal associated to said codeword 
signal, said means for generating a codeword signal 
using an algebraic code to generate said codeword 
signal; and 

means for prefiltering the generated codeword signal 
to produce said excitation signal, said preflltering 
means comprising an adaptive prefilter having a 
transfer function varying in time in relation to pa­
rameters representative of spectral characteristics 
of said sound signal to thereby shape frequency 
characteristics of the excitation signal so as to 
damp frequencies perceptually annoying a human 
ear. 

5. A codebook as defined in claim 4, wherein said 
means for generating a codeword signal comprises 
means responsive to a sparse algebraic code to generate 
said codeword signal. 

6. A codebook as defined in claim 4, wherein said 
adaptive prefilter has a transfer function varying in time 
in relation to linear predictive coding parameters repre­
sentative of spectral characteristics of said sound signal. 

7. A method of encoding a sound signal in view of 
subsequently synthesizing said sound signal through a 
signal excitation produced by the method of claim 1 and 
applied to a sound signal synthesis means, comprising 
the steps of: 

whitening said sound signal with a whitening filter to 
generate a residual signal R; 

computing a target signal X by processing with a 
perceptual fJlter a difference between said residual 
signal R and a long-term prediction component E 
of previously generated segments of said signal 
excitation; 

backward filtering the target signal X with a back­
ward filter to produce a backward filtered target 
signal D; 
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calculating, for each codeword among a plurality of 
available algebraic codewords Ak expressed in an 
algebraic code, a ratio involving the signal D, the 
codeword Ak, and a transfer function H varying in 
time with parameters representative of spectral 5 
characteristics of said sound signal; and 

selecting among said plurality of available algebraic 
codewords one particular codeword correspond­
ing to the largest ratio calculated, wherein said 
selected codeword is representative of a signal 10 
excitation to be applied to the synthesis means for 
synthesizing said sound signal. 

8. The method of claim 7, wherein said ratio calculat­
ing step comprises calculating, for each codeword, a 
ratio comprising a numerator given by the expression 15 
p2(k)=(DAk)l)2and a denominator given by the expres­
sion a2k= I AkHTI2, where Ak and H are under the _ 
form of matrix. 

9. The method of claim 8, comprising providing 
codewords Ak each in the form of a waveform compris- 20 
ing a small number of non-zero impulses each of which 
can occupy different positions in the waveform to 
thereby enable composition of different codewords. 

10. The method of claim 9, in which said ratio calcu­
lating step uses a calculating procedure including em- 25 
bedded loops in which are calculated contributions of 
the non-zero impulses of the considered algebraic code­
word to the said numerator and denominator and in 
which the so calculated contributions are added to pre­
viously calculated sum values of said numerator and 30 
denominator, respectively. 

11. The method of claim 10, wherein said codeword 
selecting step comprises processing in an innermost 
loop of said embedded loops said calculated ratios to 
determine the largest ratio. 35 

12. The method of claim 7, in which said backward 
fJ.Itering step is carried out in relation to said transfer 
function H. 

13. An encoder for encoding a sound signal in view of 
subsequently synthesizing said sound signal through a 40 
signal excitation produced by the dynamic codebook of 
claim 5 and applied to a sound signal synthesis means, 
comprising: 

a whitening fJ.Iter for whitening said sound signal in 
order to generate a residual signal R; 45 

a perceptual fJ.Iter for computing a target signal X by 
processing a difference between said residual signal 

50 

55 

60 

65 

12 
R and a long-term-prediction component E of pre­
viously generated segments of said signal excita­
tion; 

a backward fJ.Iter for fJ.Itering the target signal X in 
order to produce a backward fJ.Itered target signal 
D; 

means for calculating, for each codeword among a 
plurality of available algebraic codewords Ak ex­
pressed in an algebraic code, a ratio involving the 
signal D, the codeword Ak, and a transfer function 
H varying in time with parameters representative 
of spectral characteristics of said sound signal; and 

means for selecting among said plurality of available 
algebraic codewords one particular codeword cor­
responding to the largest ratio calculated, wherein 
said selected codeword is representative of a signal 
excitation to be applied to the synthesis means for 
synthesizing said sound signal. 

14. The encoder of claim 13, wherein said ratio calcu­
lating means comprises means for calculating, for each 
codeword, a ratio comprising a numerator given by the 
expression p2(k)=(DAkl)2and a denominator given by 
the expression a2k= IAkHtl2, where Ak and H are 
under the form of matrix. 

15. The encoder of claim 14, wherein each codeword 
Ak is a waveform comprising a small number of non­
zero impulses each of which can occupy different posi­
tions in the waveform to thereby enable compositions of 
different codewords. 

16. The encoder of claim 15, in which said ratio cal­
culating means comprises means for calculating into a 
plurality of embedded loops contributions of the non­
zero impulses of the considered algebraic codeword to 
the said numerator and denominator and for adding the 
so calculated contributions to previously calculated 
sum values of said numerator and denominator, respec­
tively. 

17. The method of claim 16, wherein the embedded 
loops comprise an innermost loop, and wherein the said 
codeword selecting means for processing in the inner­
most loop the said calculated ratios to determine the 
largest ratio. 

18. The encoder of claim 13, in which said backward 
fJ.Iter comprises means for fJ.Itering said target signal in 
relation to said transfer function H. 

* * * * * 

Page 12 of 12




