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ABSTRACT 

The excitation for LPC speech synthesis usually consists of two 
separate signals - a delta-function pulse once every pitch period for 
voiced speech and white noise for unvoiced speech. This manner of 
representing excitation requires that speech segments be classified 
accurately into voiced and unvoiced categories and the pitch period of 
voiced segments be known. It is now well recognized that such a rigid 
idealization of the vocol excitation is often responsible for the unna­
tural quality as.wcioted with synthesized speech. This paper describes 
a new approach to the excitation problem that does not require a priori 
knowledge of either the voiced-unvoiced decision or the pitch period. 
All classes of sounds are generated by exciting the LPC filter with a 
sequence of pulses; the amplitudes and locations of the pulses are 
determined using a non-iterative analysis-by-synthesis procedure. This 
procedure minimizes a perceptual-distance metric representing 
subjectively-important differences between the waveforms of the origi­
nal and the synthetic speech signals. The distance metric takes 
account of the finite-frequency resolution as well as the differential 
sensitivity of the human ear to errors in the formant and inter-formant 
regions of the speech spectrum. 

INTRODUCTION 

Synthesis of natural-sounding speech at low "bit rates has been 
a topic of considerable interest in speech research. Speech coding 
methods can be classified into two broad categories: The first type 
of coders are the waveform coders [1] which attempt to mimic the 
speech waveform as faithfully as possible. The second type of 
coders are vocoders [2-4] which synthesize speech using a 
parametric model of speech production. Typical examples of 
waveform coders are pulse code modulation systems and their 
differential generalizations [1], adaptive predictive [5] and 
transform coders [6]. The waveform coders are capable of pro­
ducing high quality speech but only at bit rates above about 16 
kbitsfsec. The vocoders are efficient at reducing the bit rate to 
much lower values [7] but do so only at the cost of lower speech 
quality and intelligibility. The speech quality from vocoders can­
not generally be improved by increasing the bit rate. 

A mcdel of speech production for synthesizing speech at low 
bit rates is shown in Fig. 1. The model performs two basic func­
tions. It has a linear filter to model the characteristics of the 
vocal tract and the spectral shaping of the vocal source. The 
second part provides the excitation to the linear filter. The model 
assumes that the speech signal can be classified into one of two 
classes, voiced and unvoiced, and that the pitch period of the 
voiced speech segment is known. For voiced speech, the excita­
tion is a quasi-periodic pulse train with delta functions located at 
pitch period intervals. For unvoiced speech, the excitation is 
white noise. 

This idealized model of speech production is widely used for 
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Fig. I. Block diagram of an LPC speech synthesizer using a periodic 
pulse train for synthesizing voiced speech and white noise for 
synthesizing unvoiced speech. 

synthesizing speech at low bit rates. However, it is difficult to 
produce high-quality speech with this model, even at high bit 
rates. The model is used, because it is perhaps the only way at 
present to synthesize speech at bit rates below about 4 kbits/s. 

Why it is so difficult to produce high-quality speech from this 
model? The central problem is the highly inflexible way in which 
the excitation is generated in the model. The introduction of 
linear predictive coding (LPC) techniques to speech analysis and 
synthesis did provide an alternate way of representing· the spectral 
information by all-pole filter parameters [8]. However, "the model 
for the excitation of the filter was still carried over from the chan­
nel vocoders [3]. The invention of voice-excited vocoders [9] was 
directed to the solution of the excitation problem but did not pro­
vide an entirely satisfactory solution. Accurate separation of 
speech into two classes, voiced and unvoiced, is difficult to 
achieve in practice. There are more than two modes in which the 
vocal tract is excited and often these modes are mixed. An exam­
ple of a short segment of speech waveform, shown in Fig. 2, illus­
trates this problem. Of course, there are some easily recognizable 
voiced and unvoiced portions. But, there are regions where it is 
not clear whether the signal is voiced or unvoiced and what the 
pitch period is. It is indeed a difficult task·- using either manual 
or automatic means - to classify short segments of waveform reli­
ably into voiced and unvoiced categories. 

Fig. 2. An example of a short segment of the speech waveform. 

Even when the speech waveform is clearly periodic, it is a 
gross simplification to assume that there is only one point of exci­
tation in the entire pitch period [10]. There is some evidence 
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that, apart from the main excitation which occurs at glottal clo­
sure, there is secondary excitation, not only at glottal opening and 
during the open phase, but also after the closure [10]. These 
results suggest that the excitation for voiced speech should consist 
of several pulses in a pitch period rather than just one at the 
beginning of the period. The main difficulty so far in using a 
multi-pulse model has been our inability to develop a satisfactory 
procedure for determining these pulses. 

We present in this paper a multi-pulse model for the excita­
tion of LPC synthesizers and describe a simple procedure for 
determining the locations and amplitudes of the pulses. We find 
that this model is flexible enough to provide high quality speech 
even at low bit rates. We make no a priori assumption about the 
nature of the excitation signal. The excitation consists of a 
sequence of pulses for all speech classes • including voiced and 
unvoiced speech. We make no attempt to make it periodic or 
non-periodic. 

Of course, if the number of pulses is increased to arbitrarily 
large value so that there is a pulse at every sampling instant, it 
should be possible to duplicate the original speech waveform (at 
the expense of a high bit rate). What we find interesting is that 
only a few pulses (typically 8 pulses every 10 msec) are sufficient 
for generating different kinds of speech sounds, including voiced 
and unvoiced, with little audible distortion. Thus, we do not need 
any prior knowledge of either the voiced-unvoiced decision or the 
pitch period for synthesizing speech. The periodic (or non­
periodic) nature of the speech signal does not play a crucial role 
in analysis or synthesis, although the periodicity could be used to 
decrease the bit rate to lower values. 

MULTI-PULSE EXCITATION MODEL 

Fig. 3 shows the block diagram of an LPC speech synthesizer 
with multi-pulse excitation. It is quite similar to the traditional 
LPC synthesizer except for the absence of the pulse and white 
noise generators and the voiced-unvoiced switch. The excitation 
for the all-pole filter is generated by an excitation generator that 
produces a sequence of pulses located at times t.,t2, · · · ,tN, · · · 
with amplitudes a.,a2, • • • ,an, · · · , respectively. The all-pole 
filter could be replaced by a pole-zero filter if desired. The sam­
pled output of the all-pole filter is passed thro11gh a low-pass filter 
to produce a continuous speech waveform i(t). We will now dis­
cuss an analysis-by-synthesis procedure for determining the loca­
tions and amplitudes of the excitation pulses. 

Analysis-by-Synthesis Method of Determining Excitation 

An analysis-by-synthesis procedure for determining the loca­
tions and the amplitudes of the pulses is shown in the block 
diagram of Fig. 4. The LPC synthesizer produces samples iN of 
synthetic speech signal in response to the excitation v n. The syn­
thetic speech samples are compared with the corresponding 
speech samples of the original (natural) speech signal to produce 
an error signal en· This error is not very meaningful and must be 
modified to take account of how the human perception treats the 
error. Our knowledge in this area is not perfect but phenomena 
like masking and the limited freq11ency resolution of the ear must 
be considered [11,12]. Broadly speaking, the error in the formant 
regions must be de-emphasized. This is done by a linear filter 
which suppresses the energy in the error signal in the formant 
regions. The error signal .is thus weighted to produce a 
subjectively-meaningful measure of the difference between the 
signals iN and Sn. The weighted error is squared and averaged 
over a short time interval 5 to 10 msec in duration to produce the 
mean-squared weighted error E. The locations and amplitudes of 
the pulses are chosen to minimize the error E. 
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Fig. 3. Block diagram of an LPC speech synthesizer with multi­
pulse excitation. 
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Fig. 4. Block diagram of an analysis-by-synthesis procedure for 
determining locations and amplitudes of pulses for the multi-pulse 
excitation. 

Perceptual Criteria for Selecting the Error-Weighting Filter 

The error-weighting procedure needs further explanation. As 
suggested earlier, the error en is not a valid measure of the per­
ceptual difference between the original and the synthetic speech 
signals. To obtain a better measure of this difference, we define a 
frequency-weighted error as 

'· . E = J
0 

IS(f)-S(f)l2 W(f)df, (1) 

where S(f) and S(f) are the Fourier transforms of the original 
and the synthetic speech signals, respectively, W(f) is a 
suitably-chosen weighting function, f is the frequency variable, 
and f. is the sampling frequency. Due to the relatively high con­
centration of speech energy in formant regions, we can tolerate 
larger errors in the formant regions in comparison to the in­
between formant regions. The weighting function W(f) is 
chosen to de-emphasize formant regions in the error spectrum. 
Let 1-P(z) be the LPC inverse filter in the z-transform nota­
tions. Then, the short-time spectral envelope of the speech signal 
is given by 

(2) 

where K is the mean-squared prediction error. The inverse filter 
1-P (z) is given in terms of the inverse filter coefficients ak as 

.l... -k l.. -2)•/klf 1-P(z) = 1-zjakz = 1- .zjake •. (3) 
k-1 k-1 

If we now represent the transfer function .of the error-weighting 
filter by W(z), then a suitable choice for W(z) is given by 

W(z) = [1- ± akz-"1/[1- ± ak'Y"z-k], (4) 
k-1 k-1 

where 'Y is a fraction between 0 and 1 and controls the increase in 
the error in the formant regions. The filter W(z) changes from 
W(z)=l for -y=l to W(z)=l-P(z) for -y=O. The value of 'Y is 
determined by the degree to which one wishes to de-emphasize 
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the formant regions in the error spectrum. The optimum value of 
'Y must be determined by suitable listening tests. We find that the 
choice of 'Y is not too critical - a typical value is approximately 0.8 
at a sampling frequency of 8 kHz. Figure 5 shows an example of 
the speech spectrum and the frequency response of the 
corresponding error-weighting filter. 

Fig. 5. An example of the speech spectrum and the frequency 
response of the corresponding error-weighting filter. 

EmJr-Minimization Procedure 

The weighted error is used in an error minimization pro­
cedure to select the optimal locations and amplitudes of the pulses 
in the excitation signal. In general, such a procedure would be 
extremely complex if one seeks to determine all the pulses at 
once. We find that an efficient solution is obtained by determin­
ing the location and amplitude of pulses - one puJse at a time. No 
doubt, it is a sub-optimal procedure, but our experience so far 
suggests that it is a reasonable one. · 

In finding the locations and amplitudes of the pulses - one 
pulse . at a time - we have converted a problem with many 
unknowns to just two unknowns. Moreover, the amplitude of the 
pulses appears as a linear factor in the error and as a quadratic 
factor in the mean-squared error. A closed-form solution for the 
pulse amplitude is obtained by setting the derivative of the 
mean-squared error with respect to the unknown amplitude to 
zero. The mean-squared error is then a function of only the loca­
tion of the pulse. The optimum location is found by computing 
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the error for all possible pulse locations in a given time interval 
and by locating the minimum of the error. The procedure can be 
further refined by observing that the unknown amplitudes of aU 
the pulses can be determined in a single step by solving a set of 
linear equations provided locations of the pulses are known. We 
determine the pulse locations first, one pulse at a time, and then 
use the resulting locations to determine the amplitudes in a single 
step. 

The procedure for finding the locations and amplitudes of 
various pulses in any given time interval can be summarized as 
follows: At the beginning, without any excitation pulse, the syn­
thetic speech output is entirely generated from the memory of the 
all-pole filter from previous synthesis intervals. The contribution 
of this past memory is subtracted out from the speech signal and 
the location and amplitude of one single pulse, which minimizes 
the mean-squared weighted error, is determined. A new error 
signal is now computed by subtracting out the contribution of the 
pulse just determined. The process of locating new pulses to 
reduce the mean-squared weighted error is continued until the 
error is reduced to acceptable limits. Figure 6 iUustrates the error 
minimization procedure. The waveform in the first row of Fig. 6 
is that of the original speech signal, about 5 msec in duration. At 
the beginning, the excitation is zero and the synthetic speech sig­
nal is produced by the memory hangover from the previous syn­
thesis intervals. The error of course is large and is reduced by 
placing a pulse in the excitation as shown in Fig. 6 (b). This pro­
cess is continued by adding more pulses; the results with two 
pulses are shown in Fig. 6 (c). The error is decreased further. 
The rate of improvement usually slows down after a few pulses 
have been placed. The results with three and four pulses are also 
shown in Fig. 6. The process of adding pulses can be continued 
but in practice we find that only minimal improvements are 
achieved after about 8 pulses have been placed in a lO msec inter­
val. 

RESULTS 

Several examples of the original and the synthetic speech 
waveforms are shown in Figs. 7-9. The duration of the speech 
segment is 0.1 sec in each figure. An all-pole filter with 16 poles 
was used to synthesize speech. The parameters of the all-pole 
filter were determined once every 10 msec using the stablized 
covariance method of LPC analysis with high-frequency--correction 
[5]. The covariance matrix was computed by averaging speech 
data over 20 msec long time intervals. : The pulse locatiqns and 
amplitudes were determined by minimizing the error over succes­
sive 5 msec time intervals. 

Fig. 6. Illustration of the waveform matching procedure. The wav.eforms of _th~ origi~al speech, th~ e~ci­
tation, the synthetic speech, and the error signals are shown (a) m the begmnmg with.ou~ any exCitation 
pulse, (b) with one excitation pulse, (c) with two excitation pulses, (d) with three exCitation pulses, and 
(e) with four excitation pulses. 
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The figures show the waveforms of the original speech signal, 
the synthetic speech signal, the excitation signal, and the error 
between the original and the synthetic waveforms. As can be 
seen, the multi-pulse excitation is able to follow rapid changes in 
speech waveforms, such as those occuring in rapid transitions. 
For voiced speech, the quasi-periodic nature of the excitation is 
produced by the error~minimization procedure without any 
knowledge of whether the segment is voiced or unvoiced and 
what its pitch period is. Similarly, the random excitation pattern 
is also produced automatically by the matching procedure. Mixed 
excitation comes out naturally depending upon the nature of the 
speech signal. 

Informal listening tests show that the synthetic speech signal 
is perceptually close to the original speech signal. The synthetic 
speech signal from the multi-pulse excitation model does not have 
the unnatural or buzzy characteristics so often associated with 
synthetic speech from vocoders. 

CONCLUSIONS 

Our work on developing a new model of LPC excitation for 
producing high quality speech is as yet very preliminary. We find 
that speech quality can be significantly improved by using multi­
pulse excitation signal. Moreover, the locations and amplitudes of 
the pulses in the multi-pulse excitation can be determined by 
using a computationally efficient non-iterative analysis-by­
synthesis procedure that can minimize the perceptual difference 
between the natural and the synthetic speech waveforms. The 
difficult problems of voiced-unvoiced decision and pitch analysis 
are eliminated. 
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Fig. 7. Waveforms ol tne original speech, the synthetic speech, the 
excitation, and the error signals. 

Fig. 8. Another example of the waveforms of the original speech, 
the synthetic speech, the excitation signal, and the error. 
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Fig. 9. Another example of the waveforms of the original speech, 
the synthetic speech, the excitation signal, and the error. 
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