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[57) ABSTRACf 

A linear predictive speech codec arrangement includ­
ing: a spectrum synthesizer for providing reconstructed 
speech generation in response to excitation signals; a 
distortion analyzer for comparing the reconstructed 
speech with an original speech, and providing a distor­
tion analysis signal in response to such comparison; and 
an excitation model circuit for providing excitation 
signals to the spectrum synthesizer, with the excitation 
model circuit receiving and utilizing the distortion anal­
ysis signal in an analysis-by-synthesis operation, for 
determining ones of excitation signals which provide an 
optimal reconstructed speech. The excitation model 
circuit can include: a voiced excitation generator and a 
Gaussian noise generator, both of which should opti­
mally provide a plurality of available excitation signal 
models. The voiced excitation generator and Gaussian 
noise generator can be in the form of a codebook of a 
plurality of possible pulse trains and Gaussian sequen­
ces, respectively, or alternatively, the voiced excitation 
generator can be in the form of a first order pitch syn­
thesizer. The optimal excitation signal and/or the pitch 
value and the pitch filter coefficient are determined 
using an analysis-by-synthesis technique. 

9 Claims, 3 Drawing Sheets 
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ANALYSIS·BY·SYNTHESIS 2,4 KBPS LINEAR 
PREDICTIVE SPEECH CODEC 

the background of the invention and/or illustrating the 
state of the art. 

A 2.4 kbps linear predictive speech coder, with an 
excitation model as shown in FIG. 1 (indicated as 100), 

This is a continuation of application Ser. No. S has found wide-spread military and commercial appli-
07/617,331 filed Nov. 23, 1990 now abandoned. cations. A spectrum synthesizer 102 (e.g., a lOth-order 

FIELD OF THE INVENTION 
all-pole filter), used to mimic a subject's speech genera­
tion (i.e., vocal) system, is driven by a signal from a G 

The subject invention is directed to a speech codec gain amplifier 104, to produce reconstructed speech. 
(i.e., coder/decoder) with improved speech quality and 10 The gain amplifier 104 receives and amplifies a signal 
noise robustness, and more particularly, is directed to a from a voiced/unvoiced (V IUV) determination means 
speech codec in which the excitation signal is optimized 106. With respect to an operation of the voiced/un-
through an analysis-by-synthesis procedure, without voiced determination means, for each individual speech 
making a prior V fUV decision or pitch estimate. frame, a decision is made as to whether the frame of 

15 interest is a voiced or an unvoiced frame. 
BACKGROUND OF THE INVENTION The voiced/unvoiced determination means makes a 

Speech coding approaches which are known in the "voiced" determination, and correspondingly switches 
art include: a switch 107 to a "voiced" terminal, during times when 
Taguchi (U.S. Pat. No. 4,301,329) Itakura et al. (U.S. the sounds of the speech frame of interest are vocal cord 

Pat. No. 4,393,272) Ozawa et al. (U.S. Pat. No. 20 generated sounds, e.g., the phonetic sounds of the let­
ters "b", "d", "g", etc. In contrast, the voiced/unvoiced 4,716,592) Copperi et al. (U.S. Pat. No. 4,791,670) 
determination means makes an "unvoiced" determina­Bronson et al. (U.S. Pat. No. 4,797,926) Atal et al. 

(R U S P N 32 590) tion and correspondingly switches the switch 107 to an e. . . at. o. , f 
c. G. Bell et al., "Reduction of Speech Spectra by "unvoiced" terminal during times when the sounds o 

Analysis-by-Synthesis Techniques," J Acoust Soc Am, 25 the speech frame of interest are non-vocal cord gener­
Vol 33, Dec. 1961, pp. 1725-l736 ated sounds, e.g.; the phonetic sounds of the letters "p", 

"t", "k", "s", etc. For a voiced frame, a pulse train F. ltakura, "Line Spectrum Representation of Linear 
Predictive Coefficients of Speech Signals," J Acoust generator 108 estimates a pitch value of the speech 

frame of interest, and outputs a pulse train, with a per-
Soc Am, Vol. 57, Supplement No. l, 1975• P· 535 30 iod equal to the pitch value, to the voiced/unvoiced 

G. S. Kang and L. J. Fransen, "Low-Bit-Rate Speech determination means for use as an excitation signal. For 
Encoders Based on Line Spectrum Frequencies an unvoiced frame, a Gaussian noise generator 110 gen-
(LSFs)", Naval Research Laboratory Report No. erates and outputs a white Gaussian sequence for use as 
8857, Nov. 1984 an excitation signal. 

S. Maitra and C. R. Davis, "Improvements on the Clas- 35 A typical bit allocation scheme for the above-
sica! Model for Better Speech Quality," IEEE Inter- described model is as follows: For a speech signal sam-
national Conference on Acoustics, Speech, and Sig- pled at 8KHz, and with a frame size of 180 samples, the 
nal Processing, ~P· 23-27, 1980 .. . available data bits are 54 bits per frame. Out of the 54 

M. Yong, G. Davtdson and A .. Gersh~, Encodmg. of bits, 41 bits are allocated for the scalar quantization of 
LPC Spectral Paramet~rs _Ds~g Swttched-Adapttve 40 ten spectrum synthesizer coefficients (5,5,5,5,4,4,4,4,3 
lnterfr.ame Vector Pred1ct10n .' pp .. 402-40~, Dept. ~f and 2 bits for the ten coefficients, respectively), 5 bits 
Ele~tncal and Computer Engmeenng, Umv. of Cah- are used for gain coding, 1 bit to specify a voiced or an 
fom1a, Santa Barbara, 1988 " . . unvoiced frame, and 7 bits for pitch coding. 

M. R. ~c~roeder and B. ~· Atal, ~e-Exctted Lmear This above-described approach is generally referred 
Pred1ct10n (CELP) Htgh-Quahty Speech at Very 45 to in the art as an LPC-10. Such LPC-10 coder is able to 
Low Bit Rates", pp. 937-940, 1985 produce intelligible speech, which is very useful at a 

B. S. A tal and J. R. Remde, "A New Model of LPC low data rate. However, the reconstructed speech is not 
Excitation for Producing Natural-Sounding Speech natural enough for many other applications. 
at Low Bit Rates", pp. 614-617, 1982 The major reason for the LPC-10's limited success is 

L. R. Rabiner, M. J. Cheng, A. E. Rosenberg and C. A. so the rigid binary excitation model which it adopts. How-
McGonegal, "A Comparative Performance Study of ever, at 2.4 kbps, use of an over-simplified excitation 
Several Pitch Detection Algorithms", IEEE Trans. model is a necessity. As a result of the arrangement of 
Acoust., Speech, and Signal Process., vol. ASSP-24, the LPC-10, performance depends critically on a cor-
pp. 399-417, Oct. 1976 rect V /UV decision and accurate pitch estimation and 

J.P. Campbell, Jr,. T. E. Termain, "Voiced/Unvoiced 55 tracking. Many complicated schemes have been pro-
Classification of Speech With Applications to the posed for the V /UV decision and pitch estimation/-
U.S. Government LPC-10E Algorithm", ICASSP tracking; however, no completely satisfactory solutions 
86, TOKYO, pp. 473-476, (undated) have been found. This is especially true when the de-

P. Kroon and B. S. Atal, "Pitch Predictors with High sired speech signal is corrupted by the background 
Temporal Resolution", Proc. IEEE ICASSP, 1990, 60 acoustic noises, or when a multi-talker situation occurs. 
pp. 661-664 Another drawback of the LPC-10 approach is that 

F. F. Tzeng, "Near-Toll-Quality Real-Time Speech when a frame is determined as unvoiced, the seven bits 
Coding at 4.8 KBIT /s for Mobile Satellite Communi- allocated for the pitch value are wasted. Also, since 
cations:, pp. 1-6, 8th International Conference on open-loop methods are used for the V /UV decision and 
Digital Satellite Communications, April 1989 65 pitch estimation/tracking, the synthesized speech is not 
The teachings of the above and any other references perceptually reconstructed to mimic the original 

mentioned throughout the specification are incorpo- speech, regardless of the complexity of the V /UV deci-
rated herein by reference for the purpose of indicating sion rule and the pitch estimation/tracking strategy. 
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Accordingly, the above-described scheme. provides no 
guarantee of how close the synthesized .speech will be 
to the original speech in terms of some pre-defmed 
distortion measures. 

SUMMARY OF THE INVENTION 

The present invention is directed toward providing a 

4 
It should be noted that the new schemes achieve better 
speech quality and stronger noise robustness at the cost 
of a moderate increase in computational complexity. 
However, the coder complexity can still be handled 

5 using a single digital signal processor (DSP) chip. 

BRIEF DESCRIPTION OF THE DRAWINGS 

codec scheme which addresses the aforementioned FIG. 1 is a schematic diagram of a conventional 
shortcomings, and provides improved distortion perfor- LPC-10 scheme with binary excitation. 
mance and increased efficiency of data bit use. 10 FIG. 2 is a schematic diagram an encoder utilizing 

Analysis-by-synthesis methods (e.g., see Bell, supra.), the analysis-by-synthesis approach of the present inven-
or closed-loop analysis methods, have long been used in tion. 
areas other than speech coding (e.g., control theory). FIG. 3 is a schematic diagram of a decoder utilizing 
The present invention applies an analysis-by-synthesis the analysis-by-synthesis approach of the present inven-
(i.e., feedback) method to speech coding techniques. IS tion. 
More particularly, the invention is directed to a speech FIG. 4 is a schematic diagram of a first excitation 
codec utilizing an analysis-by-synthesis scheme which model of the speech coder of the present invention. 
provides improved speech quality, noise robustness, and FIG. 5 is a schematic diagram showing how to per-
increased efficiency of data bit use. In short, the ap- form closed-loop excitation analysis which is applicable 
proach of the subject invention significantly reduces 20 to all the excitation models. 
distortion over that obtainable using any other V /UV FIG. 6 is a schematic diagram of a second excitation 
decision rule and pitch estimation/tracking strategy, no model of the speech coder of the present invention. 
matter how complicated. FIG. 7 is a schematic diagram of a third excitation 

The present linear predictive speech codec arrange- model of the speech coder of the present invention. 
ment comprises: a spectrum synthesizer for providing 25 FIG. 8 is a schematic diagram of a fourth excitation 
reconstructed speech generation in response to excita- model of the speech coder of the present invention. 
tion signals; a distortion analyzer for comparing the FIG. 9 is a schematic diagram of a fifth excitation 
reconstructed speech with an original speech, and pro- model of the speech coder of the present invention. 
viding a distortion analysis signal in response to such 
comparison; and, an excitation model circuit for provid- 30 
ing the excitation signals to the spectrum synthesizer 
means, with the excitation model circuit receiving and 
utilizing the distortion analysis signal in an analysis-by­
synthesis operation, for determining ones of the excita­
tion signals which provide an optimal reconstructed 3S 
speech. 

The excitation model means can comprise: a voiced 
excitation generator and a Gaussian noise generator, 
both of which should optimally provide a plurality of 
available excitation signal models. The voiced excita- 40 
tion generator and Gaussian noise generator can be in 
the form of a codebook of a plurality of possible pulse 
trains and Gaussian sequences, respectively, or alterna­
tively, the voiced excitation generator can be in the 
form of a first order pitch synthesizer. The optimal 45 
excitation signal and/or the pitch value and the pitch 
filter coefficient are determined using analysis-by-syn­
thesis. 

While a speech is being reconstructed, the spectrum 
synthesizer memory may also impress some inherent so 
effects or characteristics on the reconstructed speech. 
The distortion analyzer means can comprise an arrange­
ment negating such effects or characteristics before a 
reconstructed speech comparison is performed, i.e., the 
distortion analyzer means can comprise a "speech minus 55 
spectrum synthesizer memory" arrangement for storing 
a residual speech for closed-loop excitation analysis. 
Further included in the distortion analyzer means is a 
subtracter for receiving a reconstructed speech and 
subtracting therefrom the residual speech delivered 60 
from the "speech minus spectrum synthesizer memory" 
arrangement. 

Further, a perceptual weighting circuit can be used to 
introduce a perceptual weighting effect on the mean­
squared-error (MSE) distortion measure with regard to 65 
a reconstructed speech. 

In addition to disclosure of the basic theory of the 
present invention, five excitation models are disclosed. 

DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENTS OF THE 

INVENTION 

A schematic diagram of a speech coder of the present 
invention is shown in FIG. 2. A spectrum synthesizer 
202 (e.g., a lOth-order all-pole filter), used to mimic a 
subject's speech generation (i.e., vocal) system, is driven 
by a signal from an excitation model circuit 204, to 
produce reconstructed speech. A distortion analyzer 
230 receives the reconstructed speech and an original 
speech, compares the two, and outputs a distortion 
analysis. The distortion analysis is delivered to the exci­
tation model circuit 204 via a feedback path 250, to 
provide closed-loop excitation analysis (i.e., distortion 
feedback). 

The excitation model circuit 204 can use the excita­
tion analysis from such closed-loop method to compare 
distortion results from a plurality of possible excitation 
signals, and thus, in essence, implicitly performs optimi­
zation of a V /UV decision and pitch estimation/track­
ing, and selection of excitation signals which produce 
optimal reconstructed speech. However, it should be 
noted that neither a prior V /UV decision, nor a prior 
pitch estimation is made. Accordingly, the above­
described scheme provides (via feedback adjustment) a 
guarantee of how close the synthesized speech will be 
to the original speech in terms of some predefmed dis­
tortion measures. More particularly, with a perceptu­
ally meaningful distortion measure, the analysis part of 
a speech coding scheme can be optimized to minimize a 
chosen distortion measure. The preferred distortion 
measure is a perceptually weighted mean-squared error 
(WMSE), because of its mathematical tractability. 

Once the excitation model 204 has utilized the excita­
tion analysis to select an excitation signal which pro­
duces optimal reconstructed speech, data as to the exci­
tation signal is forwarded to a receiver (e.g., decoder 
stage) which can utilize such data to produce optimal 
reconstructed speech. 
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For each speech frame, the coefficients of the spec-
trum synthesizer are computed and each cOdeword in 
both the voiced and unvoiced codebooks is used to-
gether with its corresponding gain term to determine a 

6 

_&L 
W(z) = A.(z/'y) 

(2) 

codeword/gain term pair that will result in a minimum 5 where O<Y <I is a constant controlling the amount of 
perceptually-weighted distortion measure. This implic- spectral weighting. 
itly performs the voiced/unvoiced decision while opti- For spectrum ftlter coding, a 26-bit interframe predic-
mizing this .d~i.si?n ~d th7 resulting pitch value in tive scheme with two-stage vector quantization is used. 
terms of mmumzmg diStortion for a current speech Th · t ..... ed" t be fi ul ted' fi 11 fram 10 e m eurame pr 1c or can orm a as o ows. 

FI';j. l's speech coder includes an output circuit for Given the parameter Set of the current frame, 
providing (via wireless or satellite transmission, etc), for 
speech reconstruction at a decoder, coded output sig­
nals according to a 54 bit per speech frame coding 
scheme. In a preferred embodiment, 26 bits of the 54 are 15 for a lOth-order spectrum filter, the predicted parame-
used to defme parameters for the spectrum synthesizer ter set is 

(3) 
once per frame, and 28 bits are utilized to defme a se­
lected optimum excitation signal model once or twice 
per frame. A preferred bit allocation of the 28 bits will 
be discussed below with respect to each model example. 20 where the optimal prediction matrix, M, which mini-

In summary of FIG. l's speech coder, with an as- mizes the mean-squared prediction error, is given by 
sumed excitation model, given original speech and spec­
trum synthesizer, a closed-loop analysis method is used 
to compute the parameters of the excitation model that 
are to be coded and transmitted to the receiver. The 25 
computed parameter set is optimal in the sense of mini­
mizing the predefmed distortion measure between the 
original speech and the reconstructed speech. The sim­
plicity of a preferred WMSE distortion measure re­
duces the amount of computation required in the analy- 30 
sis. It is also subjectively meaningful for a large class of 
waveform coders. For low-data-rate speech coders, 
other distortion measures (e.g., some spectral distortion 
measures) might be more subjectively meaningful. Nev­
ertheless, the design approaches proposed here are still 35 
directly applicable. 

FIG. 3 shows a speech decoder (i.e., receiver) of the 
present invention. In such decoder, a spectrum synthe­
sizer 302 (e.g., a lOth-order all-pole filter), used to 
mimic a subject's speech generation (i.e., vocal) system, 40 
is driven by a signal (54 bit per speech frame coding 
scheme) for an excitation model instructed from FIG. 
2's encoder. Signals from the spectrum synthesizer 302 
are delivered to an adaptive post-fl.lter 304. As the exci­
tation signals utilized by the decoder include the opti- 45 
mal V /UV decision and pitch estimation/tracking data, 
FIG. 3's decoder arrangement can produce optimal 
reconstructed speech. 

The analysis-by synthesis decoder of FIG. 3 is similar 
to that of a conventional LPC-10, except that an adapt- 50 
ive post-fl.lter has been added to enhance the perceived 
speech quality. The transfer function of the adaptive 
post-fl.lter is given as 

(4) 

where E is the expectation operator. 
Because of their smooth behavior from frame to 

frame, the line-spectrum frequencies (LSFs) (see 
ltakura, supra.) are chosen as the parameter set. For 
each frame of speech, a linear predictive analysis is 
performed to extract 10 predictor coefficients, which 
are then transformed into the corresponding LSF pa­
rameters. For interframe prediction, a mean LSF vector 
(which is precomputed using a large speech database) is 
first subtracted from the LSF vector of the current 
frame. Then, a 6-bit codebook of predictor matrices 
(which is also precomputed using the same speech data­
base) is exhaustively searched to fmd the predictor 
matrix, M, that minimizes the mean-squared prediction 
error. The predicted LSF vector for the current frame 
F, is then computed. The residual LSF vector, which 
results as the difference vector between the current 
frame LSF vector F 11 and the predicted LSF vector 
(F,), is then quantized by a two-stage vector quantizer. 
Each vector quantizer contains 1,024 (10-bit) vectors. 

To improve coding performance, a perceptual 
weighting factor is included in the distortion measure 
used for the two-stage vector quantizer. The distortion 
measure is defmed as 

10 
D = :I wl_x; - y;'? 

i=l 

(S) 

(I - ,..z- 1)A(z/a) 
Q(z) = A.(z!b) 

where 

(I) 55 where x;, y;denotes the component of the LSF vector 
to be quantized, and the corresponding component of 
each codeword in the codebook, respectively. The cor­
responding perceptual weighting factor, w;, is defined 

10 
A.(z) = I - :I a;z-1 

i=l 

60 as (see Kang, supra.) 

is the transfer function of the spectrum fl.lter; O<a<­
b< 1 are design parameters; and IJ.=CKI. where 
O<c< 1 is a constant and K1 is the flrst reflection coeffi- 65 
cient. 

The perceptual weighting fl.lter, W(z), used in the 
WMSE distortion measure is defined as 

{ 

uifi) ~ D;!Dmax , 1.375 ;;§! D; ;;§! Dmax 

w; = uif;) d;/ ~ 1.37S Dmax , D; < 1.375 

where 

(6) 
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from the residual speech delivered from the "speech 
minus spectrum synthesizer memory" arrangement. 

{ 

1,/; < l,OOOHz 

ulfi) = -O.S < < 
3(j(jQ""" (f; - 1,000) + I, 1,000 = /; = 4,000Hz 

(7) 
The output from the subtractor 412 is then applied to 

a perceptual weighting MSE circuit 416 which intro-
5 duces a perceptual weighting effect on the mean­

squared-error distortion measure, which is important in 
low-data-rate speech coding. The output from the per-

The factor u(f;) accounts for the human ear's insensitiv- ceptual weighting MSE circuit 416 is delivered to the 
ity to the high-frequency quantization inaccuracy; f; excitation model circuit 470 via a feedback path 450, to 
denotes the i-th component of the LSFs for the current 10 provide closed-loop excitation analysis (i.e., distortion 
frame; D;denotes the group delay for f;in milliseconds; feedback). 
and Dmax is the maximum group delay, which has been According to FIG. 4's embodiment, there is not only 
found experimentally to be around 20 ms. The group a codebook of 128 different pulse trains (i.e., voiced 
delay (D;) accounts for the specific spectral sensitivity excitation models), but also an unvoiced codebook of 
of each frequency (f;), and is well related to the formant 15 128 different random Gaussian sequences (i.e., unvoiced 
structure of the speech spectrum. At frequencies near excitation models). More particularly, one difference 
the formant region, the group delays are·larger. There- between FIG. 4's coder arrangement and that of FIG. 
fore, those frequencies should be more accurately quan- l's, is the use of a codebook (i.e., having a menu of 
tized, and hence the weighting factors should be larger. possible excitation signal models) arrangement for the 

The group delays (D;) can easily be computed as the 20 voiced excitation generator 408 and the Gaussian noise 
gradient of the phase angles of the ratio fllter (See. generator 410. For an analysis-by-synthesis operation, a 
Kang, supra.) at -mr(n= 1, 2, ••• , 10). These phase voiced excitation generator 408 outputs each of a plu-
angles are computed in the process of transforming the rality of possible codebook pulse trains, with each possi-
predictor coefficients of the spectrum fllter to the corre- ble codebook pulse train having a different pitch period. 
sponding LSFs. 25 Similarly, the Gaussian noise generator 410 outputs 

Five excitation models are proposed for the analysis- each of a pl~r~ity ~f possi~le Gaussian ~quences for 
by-synthesis LPC-10 of the present invention. use as an exc1tat10n s1gnal, w1th each Gauss1an sequence 

Excitation Model 1 

FIG. 4 is a schematic diagram of a first excitation 30 
model of the speech coder of the present invention. A 
spectrum synthesizer 402 (e.g., a lOth-order all-pole 
fllter), used to mimic a subject's speech generation (i.e., 
vocal) system, is driven by a signal from a G gain ampli­
fier 404, to produce reconstructed speech. The gain 35 

amplifier 404 receives and amplifies a signal from an 
excitation model circuit 470. With respect to an opera­
tion of the excitation model circuit, the excitation model 
circuit sequentially applies (using a switching means 
407) each possible excitation signal of a plurality of 40 

possible excitation signal to the gain amplifier. The 
excitation model circuit receives a distortion analysis 
signal for each applied excitation signal, compares the 
distortion analysis signals, and determines ones of the 45 
excitation signals which provide an optimal recon­
structed speech. 

The excitation model circuit can comprise: a voiced 
excitation generator and a Gaussian noise generator, 
both of which provide a plurality of available excitation 50 
signals. The pulse train generator and Gaussian noise 
generator (FIG. 4) are in the form of a codebook of a 
plurality of possible pulse trains and Gaussian sequences 
(i.e., codewords), respectively. The optimal excitation 
signal and/or the pitch value and the gain are deter- 55 
mined using analysis-by-synthesis. 

As mentioned previously, while a speech is being 
reconstructed, the spectrum synthesizer 402 memory 
may also impress some inherent effects or characteris­
tics on the reconstructed speech. As further circuit 60 
components, the embodiment in FIG. 4 can comprise an 
arrangement negating such effects or characteristics 
before a reconstructed speech comparison is performed, 
i.e., FIG. 4's embodiment can comprise a "speech minus 
spectrum synthesizer memory" arrangement 414 for 65 
producing or storing a residual speech for closed-loop 
excitation analysis. A subtractor 412 also is included for 
receiving a reconstructed speech and subtracting there-

having a different random sequence. 
A further difference from FIG. l's LPC-10 is that one 

bit is used, not to specify a voiced or an unvoiced 
speech frame, but rather to indicate which excitation 
codebook (voiced or unvoiced) is the source of the best 
excitation codeword. For the voiced codebook, 7 bits 
are used to specify a total of 128 pulse trains, each with 
a different value of periodicity which corresponds to 
different pitch values with a range from 16 to 143 sam-
ples, and six bits are used to specify the corresponding 
power gain. For the unvoiced codebook, the 7 bits are 
used to specify a total of 128 random sequences, and 5 
bits are used to encode the power gain. (In the case of 
unvoiced sound with FIG. l's LPC-10 arrangement, the 
7 bits, used in the present invention to select from the 
voiced codebook, are wasted.) The foregoing data bit 
arrangement evidences the fact that present invention is 
also advantageous over FIG. l's LPC-10 arrangement 
in terms of efficiency of use of available data bits. In a 
preferred embodiment, excitation information is up­
dated twice per frame. 

For each speech frame, the coefficients of the spec­
trum synthesizer are computed. Then, FIG. 4's embodi­
ment performs (within the time period of one frame, or 
in a preferred embodiment, one-half frame) a series of 
analysis operations wherein each codeword (C;) in both 
the unvoiced and voiced excitation codebooks is used, 
together with its corresponding gain term (G), as the 
input signal to the spectrum synthesizer. Codeword C;, 
together with its corresponding gain G, which mini­
mizes the WMSE between the original speech and the 
synthesized speech, is selected as the best excitation. 
The perceptual weighting fllter is given in equation (2) 
above. 

In FIG. 4's embodiment, 28 bits are utilized to defme 
a selected optimum excitation signal model twice per 
frame, with each of two 14 bit groups from said 28 bits 
being allocated as follows: 1 bit to designate one of a 
voiced and unvoiced excitation model; if a voiced 
model is designated, 7 bits are used to defme a pitch 
value and 6 bits are used to define a gain; and, if an 
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10 
unvoiced model is designated, 8 bits being used to desig­
nate an excitation signal model from an unvoiced code­
book, and S bits being used to defme a gain. 

FIG. 5 is a schematic diagram showing how to per­
form closed-loop excitation analysis which is applicable 5 
to all the excitation models. A spectrum synthesizer 502 
(e.g., a lOth-order all-pole fllter), used to mimic a sub­
ject's speech generation (i.e., vocal) system, is driven by 
a signal from a gain amplifier 504, to produce recon­
structed speech. The gain amplifier 504 receives an 10 
excitation signal from excitation model circuit 570, 
which, for example, may contain FIG. 4's arrangement 
of the switch 407, voice excitation generator 408 and 
Gaussian noise generator 410. 

As further circuit components, the output from the 15 
spectrum synthesizer 502 is applied to a perceptual 
weighting circuit 516'. The output from a "speech 
minus spectrum synthesizer memory" arrangement 514 
is applied to a perceptual weighting circuit 516". A 
subtractor 512 receives the outputs from the perceptual 20 
weighting circuits 516' and 516", and the output from 
the subtractor is delivered through an MSE compute 
circuit 520 to the excitation model circuit 570. Such 
arrangement can be utilized to minimize a distortion 
measure. 

The minimization of the distortion measure can be 25 

formulated (see FIG. 5) as 

sure for the current speech frame, irrespective of 
whether the speech of interest is clean speech, noisy 
speech, or multitalker speech. 

b. The perceptual weighting effect, which is important 
in low-data-rate speech coding, is easily introduced. 

c. Speech coder performance is further improved by 
using 8 bits to specify 256 random sequences for the 
unvoiced codebook, instead of wasting them and 
using only one random sequence. 

Excitation Model 2 

FIG. 6 is a schematic diagram of a second excitation 
model of the speech coder of the present invention. A 
spectrum synthesizer 602 (e.g., a lOth order all-pole 
ftlter), used to mimic a subject's speech generation (i.e., 
vocal) system, is driven by a signal from an excitation 
model circuit 670, to produce reconstructed speech. 
With respect to an operation of the excitation model 
circuit, for each individual speech frame, the excitation 
model circuit sequentially applies (using a switching 
means 607) each possible excitation signal model of a 
plurality of possible excitation signal models to the gain 
amplifier. The excitation model circuit receives a distor­
tion analysis signal for each applied excitation signal 
and then compares the distortion analysis signals for 
determining ones of the excitation signals which pro-
vide an optimal reconstructed speech. 

N 
Minimize E..{G, C;) = l: [S..{n)- GY..{n)]2 

n=l 

(8) FIG. 6's excitation model circuit comprises a pitch 

30 synthesizer and a Gaussian noise generator, both of 
which provide a plurality of available excitation signal. 
The Gaussian noise generator is in the form of a code­
book of a plurality of possible Gaussian sequences (i.e., 
codewords), such as that shown and described with 
respect to FIG. 4. FIG. 6's voiced excitation generator 
is in the form of a first order pitch synthesizer. The 
optimal Gaussian sequence (i.e., codeword) and/or the 
pitch value and the pitch fllter coefficient are deter­
mined using analysis-by-synthesis. 

where N is the total number of samples in an analysis 
frame; Sw(n) denotes the weighted residual signal after 
the memory of the spectrum synthesizer has been sub­
tracted from the speech signal; and Y w(n) denotes the 35 
combined response of the fllter 1/ A(Z) and W (Z) to the 
input signal C;, where C; is the codeword being consid­
ered. The optimum value of the gain term, G, can be 
derived as 

40 As further circuit components, the embodiment in 
N N 

G = l: S,.{n)Y..{n)l l: y.,2(n) 
(9) FIG. 6 can comprise an arrangement negating spectrum 

synthesizer 602 memory induced effects or characteris­
tics before a reconstructed speech comparison is per­
formed, i.e., FIG. 6's embodiment can comprise a 
"speech minus spectrum synthesizer memory" arrange­
ment 614 for storing a residual speech for closed-loop 

n=l n=l 

The excitation codeword (C;) which maximizes the 
following term is selected as the best excitation code- 45 
word: 

2 (10) 

excitation analysis. Further included, is a subtractor 612 
for receiving a reconstructed speech and subtracting 
therefrom the residual speech delivered from the 

E..{C;) = [ ~ S..{n)Y..{n) J I ~ Y.,2(n) 
n=l n=l so "speech minus spectrum synthesizer memory" arrange­

ment. 

It should be noted that the random sequences used in 
the unvoiced excitation codebook can be replaced by 
the multipulse excitation codewords. Also, techniques 
which modify the voiced excitation signals in the 55 
voiced excitation codebook can be employed without 
modifying the proposed approach. These techniques are 
used in the LPC-10 scheme (e.g., the selection of the 
position of the first pulse, and the insertion of small 
negative pulses into the positive pulse train to eliminate 60 
the positive bias). 

The distinctive features of the model 1 speech coder 
scheme are as follows: 
a. The V /UV decision and the pitch estimation/track­

ing are implicitly performed by minimizing the per- 65 
ceptually weighted distortion measure. Also, the 
V /UV decision and the pitch value thus found are 
optimum in terms of minimizing the distortion mea-

The output from the subtractor 612 is then applied to 
a perceptual weighting MSE circuit 616 which intro­
duces a perceptual weighting effect on the mean­
squared-error distortion measure, which is important in 
low-data-rate speech coding. The output from the per­
ceptual weighting MSE circuit 616 is delivered to the 
excitation model circuit 670 via a feedback path 650, to 
provide closed-loop excitation analysis (i.e., distortion 
feedback). 

According to FIG. 6's embodiment, there is an un­
voiced codebook 610 of 128 different random Gaussian 
sequences. FIG. 6's scheme is similar to model1 (FIG. 
4), except that a first-order pitch synthesizer 608 (where 
m and b denote the pitch period and pitch synthesizer 
coefficient, respectively) replaces the voiced excitation 
codebook. The bit allocation remains the same; how­
ever, the power gain associated with the voiced code-
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12 
book now becomes the pitch synthesizer coefficient b. 
Five bits usually are enough to encode the coefficient of 
a frrst-order pitch synthesizer. With 6 bits assigned, it is 
possible to extend the fli'St-order pitch synthesizer to a 
third-order synthesizer. The three coefficients are then 5 
treated as a vector and quantized using a 6-bit vector 
quantizer. 

unvoiced codebook, and 5 bits being used to defme a 
gain. 

Excitation Model 3 

FIG. 7 is a schematic diagram of a third excitation 
model of the speech coder of the present invention. A 
spectrum synthesizer 702 (e.g., a lOth-order all-pole 
filter), used to mimic a subject's speech generation (i.e., 
vocal) system, is driven by a signal from a pitch synthe-

The closed-loop analysis method for a pitch synthe­
sizer is similar to the closed-loop excitation analysis 
method described above. The only difference is that, in 
FIG. 6, the power gain (G) and the excitation codebook 
are replaced by the pitch synthesizer 1/P(z), where 
P(z)= 1-bz-m. The analysis method is described be­
low. 

10 sizer 708, to produce reconstructed speech. The pitch 
synthesizer 708 receives a signal from gain amplifier 704 
which receives a signal from a block circuit 770 which 
may be in the form of FIG. 6's unvoiced codebook 610. 

Assuming zero input to the pitch synthesizer, the 15 
input signal X(n) to the spectrum synthesizer is given by 
X(n) = bX(n-m). Let Y ,..(n) be the combined response of 
the fl.lters 1/ A(z) and W(z) to the input X(n), then 
Y,..(n)=bY,..(n-m). The pitch value, m, and the pitch 
fl.lter coefficient, b, are determined so that the distortion 20 
between Y ,..(n) and S,..(n) is minimized. Here, S,..(n) is 
again defmed as the weighted residual signal after the 
memory of fl.lter 1/ A(Z) has been subtracted from the 
speech signal. The distortion measure between Y ,..(n) 
and S,..(n) is defmed as 25 

EJ,m, b) 
N 
l: [S.,.(n) - Y .,.(n)j2 

n=l 

(11) 

FIG. 7's remaining components 712, 714,716 and 750 
operate similarly to FIG. 6's components 612, 614, 616 
and 650, except that the feedback path 750 provides 
closed-loop excitation analysis to the pitch synthesizer 
708, gain amplifier 704 and the block circuit 770. 

The excitation signal applied to the spectrum synthe­
sizer 702 is formed by filtering the selected random 
sequence through the selected pitch synthesizer 708. 
For the closed-loop excitation analysis, a suboptimum 
sequential procedure is used. This procedure fli'St as­
sumes zero input to the pitch synthesizer and employs 
the closed-loop· pitch synthesizer analysis method to 
compute the parameters m and b. Parameters m and b 
are fixed, and a closed-loop method is then used to fmd 
the best excitation random sequence (C;) and compute 

N 

11~ 1 [S.,.(n)- bY.,.l,n- m)) 30 the corresponding gain (G). 
The bit assignment for this scheme is as follows: 10 

bits are used to specify 1,024 random sequences for the 
where N is the analysis frame length. 

For optimum performance, the pitch value m and 
pitch fl.lter coefficient b should be searched simulta- 35 
neously for a minimum E,..(m, b). However, it was 
found that a simple sequential solution of m and b does 
not introduce significant performance degradation. The 
optimum value of b is given by 

excitation codebook, 7 bits are allocated for pitch m, 
and 5 bits each are allocated for the power gain and the 
pitch synthesizer coefficient, respectively. The excita­
tion inforniation is updated only once per frame. More 
particularly, for FIG. 7's embodiment, 28 bits are uti­
lized to defme a selected optimum excitation signal 
model once per frame, with said 28 bits being allocated 

40 as follows: 7 bits are used to defme a pitch value; 6 bits 
N 
l: S.,.l,n)Y.,.l,n - m) 

n-1 
b= N 

l: Y.,2(n - m) 
n=1 

(12) are used to defme a pitch fl.lter coefficient; 10 bits being 
used to designate an excitation signal model from an 
unvoiced codebook, and 5 bits being used to defme a 
gain. 

and the minimum value of E,..(m, b) is given by 

2 (13) 

45 Excitation Model 4 

FIG. 8 is a schematic diagram of a fourth excitation 
model of the speech coder of the present invention. A 
spectrum synthesizer 802 (e.g., a lOth-order all-pole 

[ ~ S.,.l,n)Y.,.l,n - m) J 
N n=1 

E.,.l,m) = 11~1 s.,2(n)-=--N~----~ 
l: Y.,2(n- m) 

11=1 

50 fl.lter), used to mimic a subject's speech generation (i.e., 
vocal) system, is driven by a signal from an excitation 
model circuit 870, to produce reconstructed speech. 
FIG. 8's remaining components 812, 814, 816 and 850 

Since the frrst term is fixed, minimizing E,..(m) is 
equivalent to maximizing the second term. The second 55 
term is computed for each value of m in the given range 
(16 to 143 samples), and the value which maximizes the 
term is chosen as the pitch value. The pitch fl.lter coeffi­
cient, b, is then found from equation (12). 

In FIG. 6's embodiment, 28 bits are utilized to defme 60 
a selected optimum excitation signal model twice per 
frame, with each of two 14 bit groups from said 28 bits 
being allocated as follows: one bit to designate one of a 
voiced and unvoiced excitation model; if a voiced 
model is designated, 7 bits are used to defme a pitch 65 
value and 6 bits are used to defme a pitch fl.lter coeffici­
ent; and, if an unvoiced model is designated, 8 bits being 
used to designate an excitation signal model from an 

operate similarly to FIG. 6's components 612, 614, 616 
and 650. 

According to FIG. 8's embodiment, there is an un­
voiced codebook 810 of 128 different random Gaussian 
sequences the output of which is delivered to a gain 
amplifier 804. FIG. 8's embodiment is somewhat similar 
to FIG. 6's embodiment in that a pitch synthesizer 808 
is included instead of a voiced codebook. The excitation 
signal is formed by using a summer 880 and summing 
the selected random sequence output from the gain 
amplifier 804 and the selected pitch synthesizer signal 
output from the pitch synthesizer 808. For the closed­
loop excitation analysis, a sequential procedure is used. 
This procedure frrst assumes zero input to the pitch 
synthesizer and employs the closed-loop pitch synthe-
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14 
sizer analysis method to compute the parameters m and 
b. Parameters m and b are fixed, and the response of the 
spectrum synthesizer due to the pitch synthesizer as the 
source is subtracted from the original speech. A closed­
loop method is then used to fmd the best excitation S 
random sequence {C;) and compute the corresponding 
gain (G). 

· The bit assignment for this scheme is as follows: 10 
bits are used to specify 1,024 random sequences for the 
excitation codebook, 7 bits are allocated for pitch m, 10 
and S bits each are allocated for the power gain and the 
pitch synthesizer coefficient, respectively. The excita­
tion information is updated only once per frame. More 
particularly, for FIG. 8's embodiment, 28 bits are uti-

15 lized to defme a selected optimum excitation signal 
model once per frame, with said 28 bits being allocated 
as follows: 7 bits are used to define a pitch value; 6 bits 
are used to define a pitch ffiter coefficient; 10 bits being 
used to designate an excitation signal model from an 20 
unvoiced codebook, and S bits being used to defme a 
gain. 

Excitation Model S 

FIG. 9 is a schematic diagram of a fifth excitation 25 
model of the speech coder of the present invention. 
FIG. 9's embodiment is arranged similarly to FIG. 7's, 
with the change that the excitation model circuit 970 
comprises only a pitch synthesizer 908, and excludes 
FIG. 7's gain amplifier 704 and sub-excitation model 30 
circuit 770'. 

The excitation model of FIG. 9 uses the pitch ffiter 
memory as the only excitation source. The pitch ffiter is 
a first-order ffiter, and is updated twice per frame. Each 
candidate excitation signal corresponds to a different 35 
pitch memory signal due to a different pitch lag. To 
achieve the interpolation effect of a third-order pitch 
ffiter, fractional pitch values (see Kroon, supra.) are 
included. Nine bits are allocated to specify 256 different 
integer and fractional pitch lags, and 256 center-clipped 40 
versions of the excitation signal corresponding to these 
pitch lags. The best choice of the excitation signal is 
found by the analysis-by-synthesis method which mini­
mizes the WMSE distortion measure directly between 
the original and the reconstructed speech. As the pitch 45 
fllter memory varies with time, the excitation codebook 
becomes an adaptive one. 

Accordingly, 28 bits are utilized to defme a selected 
optimum excitation signal model twice per frame, with 

50 each of two 14 bit groups of said 28 bits being allocated 
as follows: 1 bit being used to designate one of normal 
and center-clipped excitation signals; 8 bits are used to 
defme a pitch value; and 5 bits are used to defme a pitch 
ffiter coefficient. 55 

In conclusion, the approach of the subject invention 
provides improved performance over the standard 
LPC-10 approach. The voiced/unvoiced decision and 
the estimated pitch in the corresponding excitation 
models are optimized through an analysis-by-synthesis 60 
procedure. A perceptual weighting effect which is ab­
sent in the LPC-10 approach is also added. The com­
plexity of the subject invention is increased over that of 
the standard LPC-10; however, implementation of the 
same is well within the capability of DSP chips. Ac- 65 
cordingly, the subject invention is of importance for 
low bit rate voice codecs. 

What is claimed is: 

1. A linear predictive speech codec arrangement for 
performing a closed loop analysis-by-synthesis opera­
tion, comprising: 

an excitation model means for generating a plurality 
of excitation signals comprising voiced excitation 
generator means in the form of a codebook for 
providing a plurality of possible pulse trains for use 
as an excitation signal; and Gaussian noise genera­
tor means in the form of a codebook for providing 
a plurality of possible random sequences for use as 
an excitation signal, wherein said voiced excitation 
generator means and said Gaussian noise generator 
means are provided in parallel arrangement; 

sequencing means, coupled to an output of said 
voiced excitation generator means and said Gauss­
ian noise generator means, for providing all possi­
ble pulse trains and random sequences in sequence 
as possible excitation signals; 

spectrum synthesizer means, coupled to said sequenc­
ing means, for providing reconstructed speech 
generation in response to each of said plurality of 
excitation signals; 

distortion analyzer means, coupled to an output of 
said spectrum synthesizer means, for comparing 
said reconstructed speech with original speech, and 
providing a: distortion analysis signal for each of 
said excitation signals; and 

means for comparing the distortion analysis signal for 
each of said excitation signals and selecting the 
excitation signal that produces the reconstructed 
speech with a minimum distortion analysis signal so 
as to provide optimal reconstructed speech. 

2. A speech codec arrangement as claimed in claim 1, 
further comprising: 

output means for providing, for speech reconstruc­
tion at decoder means, coded output signals ac­
cording to a 54 bit per speech frame coding 
scheme, wherein 26 bits are used to defme parame­
ters for said spe~trum synthesizer means once per 
frame, and 28 bits are utilized to defme a selected 
optimum excitation signal model twice per frame, 
with each of two 14 bit groups from said 28 bits 
being allocated as follows: 1 bit to designate one of 
a voiced and unvoiced excitation model; if a voiced 
model is designated, 7 bits are used to defme a pitch 
value and 6 bits are used to defme a gain; and, if an 
unvoiced model is designated, 8 bits being used to 
designate an excitation signal model from an un­
voiced codebook, and 5 bits being used to defme a 
gain; and, 

decoder means for receiving and utilizing said coded 
output signals, for producing said optimal recon­
structed speech. 

3. A speech codec arrangement as claimed in claim 1 
wherein said distortion analyzer means comprises: 

residual speech means for providing a residual speech 
which negates effects induced by a memory of said 
spectrum synthesizer means before a reconstructed 
speech comparison is performed; and, 

subtractor means for receiving a reconstructed 
speech and subtracting therefrom, said residual 
speech delivered from said residual speech means. 

4. A speech codec arrangement as claimed in claim 1 
wherein said distortion analyzer means comprises: 

perceptual weighting means which introduces a per­
ceptual weighting effect on the mean-squared­
error distortion measure with regard to a recon­
structed speech. 
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5. A speech codec arrangement as claimed in claim 1, 

wherein said spectrum synthesizer means is a lOth-order 
all-pole filter. 

6. A linear predictive speech codec arrangement for 
performing a closed loop analysis-by-synthesis opera- 5 
tion, comprising: 

an excitation model means for generating a plurality 
of excitation signals comprising voiced excitation 
generator means in the form of a fust order pitch 

10 
synthesizer for providing a plurality of possible 
voiced excitation signals for use as an excitation 
signal; and Gaussian noise generator means in the 
form of a codebook for providing a plurality of 
possible random sequences for use as an excitation 15 
signal, wherein said voiced excitation generator 
means and said gaussian noise generator means are 
provided in parallel arrangement; 

sequencing means, coupled to an output of said 
voiced excitation generator means and said Gauss- 20 
ian noise generator means, for providing all possi­
ble pulse trains and random sequences in sequence 
as possible excitation signals; 

spectrum synthesizer means, coupled to said sequenc­
ing means, for providing reconstructed speech 25 

generation in response to each of said plurality of 
excitation signals; 

distortion analyzer means, coupled to an output of 
said spectrum synthesizer means, for comparing 30 
said reconstructed speech with original speech, and 
providing a distortion analysis signal for each of 
said excitation signals; and 

means for comparing the distortion analysis signal for 
each of said excitation signals and selecting one of 35 
said possible random sequences, or selecting a pitch 
value and pitch filter coefficient of said frrst order 
pitch synthesizer so as to provide optimal recon­
structed speech. 

7. A speech codec arrangement as claimed in claim 6, 40 
further comprising: 

output means for providing, for speech reconstruc­
tion at decoder means, coded output signals ac­
cording to a 54 bit per speech frame coding 
scheme, wherein 26 bits are used to defme parame- 45 

ters for said spectrum synthesizer means once per 
frame, and 28 bits are utilized to defme a selected 
optimum excitation signal model twice per frame, 
with each of two 14 bit groups from said 28 bits 50 
being allocated as follows: one bit to designate one 
of a voiced and unvoiced excitation model; if a 
voiced model is designated, 7 bits are used to defme 
a pitch value and 6 bits are used to defme a pitch 
filter coefficient; and, if an unvoiced model is desig- 55 
nated, 8 bits being used to designate an excitation 
signal model from an unvoiced codebook, and 5 
bits being used to defme a gain; and, 

60 

65 

decoder means for receiving and utilizing said coded 
output signals, for producing said optimal recon­
structed speech. 

8. A linear predictive speech codec arrangement for 
performing a closed loop analysis-by-synthesis opera­
tion, comprising: 

an excitation model means for generating a plurality 
of excitation signals comprising voiced excitation 
generator means in the form of a first order pitch 
synthesizer for providing a plurality' of possible 
voice excitation signals for use as an excitation 
signal; and Gaussian noise generator means in the 
form of a codebook for providing a plurality of 
possible random sequences for use as an excitation 
signal, wherein said voice excitation generator 
means and said Gaussian noise generator means are 
provided in parallel arrangement; 

sequencing means, coupled to an output of said 
voiced excitation generator means and said Gauss­
ian noise generator means, for providing all possi­
ble pulse trains and random sequences in sequence 
as possible excitation signals; 

speetrum synthesizer means, coupled to said sequenc­
ing means, for providing reconstructed speech 
generation in response to each of said plurality of 
excitation signals; 

distortion analyzer means, coupled to an output of 
said spectrum synthesizer means, for comparing 
said reconstructed speech with original speech, and 
providing a distortion analysis signal for each of 
said excitation signals; and 

means for comparing the distortion analysis signal for 
each of said excitation signals and selecting one of 
said possible random sequences and a pitch value 
and pitch filter coefficient of said frrst order pitch 
synthesizer, and computing a summation of excita­
tion signals according to the selected random se­
quence and pitch value and pitch filter coefficient 
so as to provide optimal reconstructed speech. 

9. A speech codec arrangement as claimed in claim 8, 
further comprising: -

output means for providing, for speech reconstruc­
tion at decoder means, coded output signals ac­
cording to a 54 bit per speech frame coding 
scheme, wherein 26 bits are used to defme parame­
ters for said spectrum synthesizer means once per 
frame, and 28 bits are utilized to defme a selected 
optimum excitation signal model once per frame, 
with said 28 bits being allocated as follows: 7 bits 
are used to defme a ·pitch value; 6 bits are used to 
defme a pitch filter coefficient; 10 bits being used to 
designate an excitation signal model from an un­
voiced codebook, and 5 bits being used to defme a 
gain; and, 

decoder means for receiving and utilizing said coded 
output signals, for producing said optimal recon­
structed speech. 

• • • • • 
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