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Regular-Pulse Excitation-A Novel Approach to 
Effective and Efficient Multipulse Coding of Speech 
PETER KROON, STUDENT MEMBER, IEEE, ED F. DEPRETTERE, MEMBER, IEEE, AND ROB J. SLUYTER 

Abstract-This paper describes an effective and efficient time do­
main speech encoding technique that has an appealing low complexity, 
and produces toll quality speech at rates below 16 kbits/s. The pro­
posed coder uses linear predictive techniques to remove the short-time 
correlation in the speech signal. The remaining (residual) information 
is then modeled by a low bit rate reduced excitation sequence that, 
when applied to the time-varying model filter, produces a signal that 
is "close" to the reference speech signal. The procedure for finding 
the optimal constrained excitation signal incorporates the solution of a 
few strongly coupled sets of linear equations and is of moderate com­
plexity compared to competing coding systems such as adaptive trans­
form coding and multipulse excitation coding. The paper describes the 
novel coding idea and the procedure for finding the excitation se­
quence. We then show that the coding procedure can be considered as 
an "optimized" baseband coder with spectral folding as high-fre­
quency regeneration technique. The effect of various analysis param­
eters on the quality of the reconstructed speech is investigated using 
both objective and subjective tests. Further, modifications of the basic 
algorithm, and their impact on both the quality of the reconstructed 
speech signal and the complexity of the encoding algorithm, are dis­
cussed. Using the generalized baseband coder formulation, we dem­
onstrate that under reasonable assumptions concerning the weighting 
filter, an attractive low-complexity/high-quality coder can be obtained. 

I. INTRODUCTION 

AN interesting application area for digital speech cod­
ing can be found in mobile telephony systems and 

computer networks. For these applications, toll quality 
speech at bit rates below 16 kbits/s is a prerequisite. Many 
of the conventional speech coding techniques [1] fail to 
obey this condition. However, a class of coders, the so­
called delayed decision coders (DOC) [1, ch. 9], seems 
to be promising for these applications. Coders that belong 
to this class utilize an encoding delay to find the "best" 
quantized version of the input speech signal or a trans­
formed version of it. Quite effective algorithms can be 
designed by combining predictive and DOC techniques to 
yield low bit rate waveform matching encoding schemes. 
A powerful and common approach is to use a slowly time-
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varying linear predictive (LP) filter to model the short­
time spectral envelope of the quasi-stationary speech sig­
nal. The problem that remains is how to describe the re­
sulting prediction residual that contains the necessary in­
formation to describe the fine structure of the underlying 
spectrum. In other words, what is the "best" low-capac­
ity model for the speech prediction residual subjected to 
one or more judgment criteria. These may include objec­
tive and subjective quality measures (such as rate distor­
tions and listening scores, respectively), but coder com­
plexity can also be taken into account. Although certain 
models have been shown to behave very satisfactorily [2]­
[4], the question of optimality remains difficult to answer. 

In this paper we address the problem of finding an ex­
citation signal for an LP speech coder that not only en­
sures a comparable quality with existing approaches, but 
is also structurally powerful. By the latter we mean that a 
fast realization algorithm and a corresponding high 
throughput (VLSI) implementation can be obtained. We 
propose a method in which the prediction residual is mod­
eled by a signal that resembles an upsampled sequence 
and has, therefore, a regular (in time) structure. Because 
of this regularity, we refer to this coder as the regular­
pulse excitation (RPE) coder [5]. The values of the non­
zero samples in this signal are optimally determined by a 
least -squares analysis-by-synthesis fitting procedure that 
can be expressed in terms of matrix arithmetic. 

In Section II we describe in more detail the regular­
pulse excitation coding procedure and the algorithm for 
finding the excitation sequence. In Section III we show 
that the proposed encoding procedure can be interpreted 
in terms of optimized baseband coding. In Section IV, the 
influence of the various analysis parameters on the quality 
of the reconstructed speech is investigated. Further, to ex­
ploit the long-term correlation in the speech signal, the 
use of a pitch predictor is discussed. Modifications to the 
basic procedure, to attain a further reduction in complex­
ity without noticeable quality loss, are described in Sec­
tion V. Finally, in Section VI, we describe the effect of 
quantization on the quality of the reconstructed speech 
signal. 

II. BASIC CODER STRUCTURE 

The basic coder structure can be viewed as a residual 
modeling process, as depicted in Fig. 1. In this figure, the 
residual r(n) is obtained by filtering the speech signal s(n) 
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Fig. 1. Block diagram of the regular-pulse excitation coder: (a) encoder, 
(b) decoder. 

k = 1 ' I .. I . I ... I .. I .. I .. I .. I .. I .. I 

k = 2, .I ... I .I ... I ... I .. I .. 1 ... I .. I .. 1 .. 

k = 3' .. I .. I .. I .. I .. I .. 1 .. 1 ... I. I .. I. 

k = 4, .. I. .I ... i .. 1 ... I. .I .. I .. I .. I ... I 

Fig. 2. Possible excitation patterns with L = 40 and N = 4. 

through a pth-order time-varying filter A(z), 

p 

A(z) = 1 + 2:; akz -k, 
k=l 

(1) 

which can be determined with the use of linear prediction 
(LP) techniques as described in, e.g., [6]. The difference 
between the LP-residual r(n) and a certain model residual 
v(n) (to be defined below) is fed through the shaping filter 
1/A(z/-y), 

0:5"f:5l. (2) 

This filter, which serves as an error weighting function, 
plays the same role as the feedback filter in adaptive pre­
dictive coding with noise shaping (APC-NS) [7] and the 
weighting filter in multi pulse excitation (MPE) coders [2]. 
The resulting weighted difference e(n) is squared and ac­
cumulated, and is used as a measure for determining the 
effectiveness of the presumed model v (n) of the residual 
r(n). 

The excitation sequence v (n) is determined for adjacent 
frames consisting of L samples each, and is constrained 
as follows. Within a frame, it is required to correspond to 
an upsampled version of a certain "optimal" vector b = 
(b(1), · · · , b(Q)) of length Q(Q < L). Thus, each seg­
ment of the excitation signal contains Q equidistant sam­
ples of nonzero amplitude, while the remaining samples 
are equal to zero. The spacing between nonzero samples 
is N = L/Q. For a particular coder, the parameters Land 
N are optimally chosen but are otherwise fixed quantities. 
The duration of a frame of size Lis typically 5 ms. Each 
excitation frame can support N sets of Q equidistant non­
zero samples, resulting in N candidate excitation se­
quences. Fig. 2 shows the possible excitation patterns for 
a frame containing 40 samples and a spacing of N = 4. 
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In this figure, the locations of the pulses are marked by a 
vertical dash and the zero samples by dots. If k (k = I, 
2, · · · , N) denotes the phase of the upsampled version 
of the vector b<k>, i.e., the position of the first nonzero 
sample in a particular segment, then we have to compute 
for every value of k the amplitudes b(k)( ·) that minimize 
the accumulated squared error. The vector that yields the 
minimum error is selected and transmitted. The decoding 
procedure is then straightforward, as is shown in Fig. 
l(b). 

A. Encoding Algorithm 

Denoting by Mk the Q by L position matrix with entries 

mij = I if j = i*N+ k - 1 

0:5i:5Q-1 
mij = 0 otherwise 

0 :5 j :5 L - 1, 
(3) 

the segmental excitation row vector v<kl, corresponding to 
the kth excitation pattern, can be written as 

v<kl = b(k)Mk. (4) 

Let H be an uppertriangular L by L matrix whose jth row 
(j = 0, · · · , L - 1) contains the (truncated) response 
h(n) of the error weighting filter 1/A(zi'Y) caused by a unit 
impulse o(n - j). That is, 

H= 

h(O) h(l) 

0 h(O) 

0 0 

0 0 0 

h(L - 1) 

h(L- 2) 

h(L- 3) 

h(O) 

(5) 

If e0 denotes the output of the weighting filter due to the 
memory hangover (i.e., the output as a result of the initial 
filter state) of previous intervals, then the signal e(n) pro­
duced by the input vector b(k) can be described as 

where 

e<kl = e<Ol - b(k)Hb k = 1, · · · , N, (6) 

e<Ol = e0 + rH, (7) 

(8) 

and the vector r represents the residual r(n) for the current 
frame. The objective ~s to minimize the squared error 

(9) 

where t denotes transpose. For a given phase the optimal 
amplitudes b(k)( ·) can be computed from (6) and (9), by 
requiring e<klH~ to be equal to zero. Hence, 

b(k) = e(O)HHHkHi) -I. (10) 

By substituting (10) in (6) and thereafter the resulting 
expression in (9), we obtain the following expression for 
the error: 
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The vector b(k) that yields the minimum value of E(k) over 
all k is then selected. The resulting optimal excitation 
vector v<kl is entirely characterized by its phase k and the 
corresponding amplitude vector b(kl. The whole procedure 
comprises the solution of N sets of linear equations as 
given by (10). A fast algorithm to compute theN vectors 
b(k) simultaneously has been presented in [8] and [9]. We 
shall show in Section V that a further reduction in com­
plexity can be obtained by exploiting the nature of the 
matrix product HkHL in (10). 

III. GENERALIZED BASEBAND CODING 

It may be observed that the regular-pulse excitation se­
quence bears some resemblance to the excitation signal of 
excited baseband coder (BBC) using spectral folding as 
high-frequency regeneration technique [4], [10]. In this 
section we show that the RPE coder can be interpreted as 
a generalized version of this baseband coder. For this pur­
pose we use the block diagram of Fig. 3. The blocks 
drawn with solid lines represent the conceptual structure 
of a residual excited BBC coder with spectral folding. For 
this coder, the index k has no significance and is set to 
zero. In this scheme, the LP-residual signal r(n), ob­
tained by filtering the speech signal through the filter A(z), 
is band-limited by an (almost) ideal low-pass filter F0(z), 
downsampled to b<0l(n) and transmitted. At the receiver, 
this signal is upsampled to v<0l(n) to recover the original 
bandwidth, and is fed through the synthesis filter to re­
trieve the speech signal s(n). When the dashed blocks are 
included in Fig. 3, one provides a possibility to optimize 
the filter Fk(z), i.e., to replace the ideal low-pass filter 
F0(z) by another filter, which is more tailored to "opti­
mal" waveform matching, where the optimality criterion 
is to minimize the (weighted) mean-squared error between 
the original and the reconstructed signal. 

We shall now show that for this "optimized" BBC ver­
sion, the output of the filter Fk(z), after down- and upsam­
pling, is exactly the excitation signal v<kl(n) as computed 
by the RPE algorithm. Thus, let there exist for each k, (k 

r ( n)l 
ulkl(n) b(kl(n) vlkltnl 1 

-}~ ------..+· ' ..... ,...../ 
I 

r-------------, e(n) r----------, I 
L I ERROR I I I I I 
--- i MINIMIZATION r------j A(z/y) :-o--J 

L------------~ l __________ j 

Fig. 3. Block diagram of a BBC coder (solid lines), and an RPE coder 
(solid and dashed lines). 

= 1, · · · , N), an FIR filter Fk(Z) such that the weighted 
least-squares error En e\n) over the interval Lis minimal. 
Define Fk(Z) as 

and 

L-1 

Fk(Z) = ~ j}klz-i, 
i=O 

(12) 

j<kl = [J<kl(O) fkl(1) ... j<kl(L - 1)]. (13) 

Let r +(n) and r _(n) (n = 0, · · · , L - 1) denote the 
residual samples of the current frame and those of the pre­
vious frame, respectively. Then we can write for the out­
put u<kl(n) of the filter Fiz) 

r +(0) r +(1) r +(L - 1) 

r _(L - 1) r +(0) r +(L - 2) 

u<kl = j<kl r _(L - 2) r _(L - 1) r +(L - 3) 

r _(1) r_(2) 

(14) 

The vector b(k), which is the downsampled version of 
u<kl (with downsampling factor N), can be written as 

b(k) = f(k) RML 

(15) 

with 

r +(k - 1) r +(N - 1 + k) 

r _(L - 2 + k) r +(N - 2 + k) 

Rk = r _(L - 3 + k) 

r +((Q - 1)N - 1 + k) 

r +((Q - 1)N - 2 + k) 

(16) 

r _(k) r _((Q - 1)N + k) 

where Mk is the position matrix as defined in (3), and 
where the definition r _(L + k) = r +(k). The excitation 
vector v<kl can be expressed as the product 

0 

0 

0 r +(k - 1) 0 

0 r _(L - 2 + k) 0 

0 r +((Q - 1)N - 1 + k) 0 0 

0 r +((Q - 1)N - 2 + k) 0 0 

0 0 r_(k) 
'---.---' 

k - 1 

0 ... 0 
~ 

N-k 

0 ... 0 
~ 

N-k (17) 
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Fig. A. Power spectra I F,(eji)l 2 for different values of k, obtained from a 
5 ms speech segment. 

Hence, with the matrix H and the initial error e<Ol as de­
fined in the previous section, 

e(kl e<Ol - pklJi.kMkH 

= e<0l j<k>RkHk. (18) 

Minimizing e<kVklt, we obtain as solution 

/(kl = e<0l(Rt;Hk)1[RkHk(RkHk)trt. (19) 

Substituting this result in (15), we obtain the vector b(k), 

which is equal to the pulse amplitude vector b(k) obtained 
via the procedure described in Section II (see the proof in 
the Appendix). . 

Fig. 4 gives an example of the spectra \ FK(e 18)\
2 ob­

tained from real speech data. From this figure we see that 
the filters Fk(z) are rather different from the one (F0(z)) 
used in the classical baseband coder, and have a more all­
pass character. 

Although the RPE algorithm and the optimal BBC al­
gorithm are conceptually equivalent, the optimized BBC 
variant will in general not offer any computational advan­
tage over the RPE approach. However, in Section V, it is 
demonstrated that under certain reasonable assumptions 
concerning the weighting filter, the BBC approach can 
provide an attractive alternative in practice. 

IV. EVALUATION OF THE RPE ALGORITHM 

Fig. 5 shows a typical example of the waveforms as 
produced by the RPE coder, using the analysis parameters 
listed in Table I. The corresponding short-time power 
spectra of the speech signal s(n) (solid line) and the re­
constructed signal s(n) (dashed line) are shown in Fig. 6. 
To give an impression of the signal-to-noise ratio over a 
complete utterance, we show in Fig. 7 the segmental SNR 
(SNRSEG) computed every 10 ms for the utterance "a 
lathe is a big tool" spoken by both a female and a male 
speaker. 

A. RPE Analysis Parameters 
The RPE analysis parameters that could affect the final 

speech quality are listed below: 
1) predictor parameters, 

(a) l~ltJ~\{v~1V~IflriVwVvjvw~ 

(b) ~~\wlvvJ\A~JVvyv\rf~~ltivvJ\~ 
(c) 

(d) 

16 32 

TIME (ms) 

48 64 
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Fig. 5. (a) Speech signal s(n), (b) reconstructed speech signal s(n); (c) 
excitation signal v (n), and (d) difference signal s(n) - s(n) in the RPE 
coding procedure. 

TABLE I 
DEFAULT PARAMETERS RPE ANALYSIS 

Parameter 

sampling frequency 
LP analysis procedure 
order (p) 
update rate coefficients 
analysis frame size 
pulse spacing N 
frane size L 
weight factor 'Y 

Value 

8kHZ 
autocorrelation 
12 
10 ms 
25 ms Hamming window 

4 
5 ms 
0.80 

Fig. 6. Power spectra of the original speech segment (solid line) and the 
reconstructed speech segment {dashed line). The spectra were obtained 
with a Hamming window using the last 32 ms segment of the data dis-
played in S. 

2) pulse spacing N, 
3) frame size L, and 
4) error weighting filter. 
To evaluate the coder behavior, we used a set of default 

parameter values (see Table I), while the parameter under 
investigation was varied. 

The effects of the predictor parameters in APC-like 
schemes have been extensively studied in the literature 
(e.g., [1]), and will not be discussed in detail in this pa­
per. We found that good results were obtained with the 
autocorrelation method using a Hamming window on 25 
ms frames. The predictor coefficients were updated every 
20 ms arid the predictor order p was chosen to be equal to 
12. 
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ALA THE ISAB I G T 0 0 L 

60 I SPEECI! (\ ~~~\ Jl~ 
CD , POWER ~ V \J~ (' \r\ 
2 30 l i /'-. SNR /\ n \} )""'\\ i 

0 
~ d ~~ ~ if-~rf\J0 l, ~J 

0.00 0.25 0.50 0.75 LOO /.25 1.50 1.75 2.00 

TIME (S) 

(a) 

ALA TH E IS A BIG T 0 0 L 

~ 60! 
30 

0~~--~--~~~~--~--~~ 
0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00 

TIME (S) 
(b) 

Fig. 7. Segmental SNR for successive time frames for a female speaker 
(a) and a male speaker (b). The upper curve represents the speech power 
+15 dB .. 

7 
12 16 20 21 40 42 80 84 X 

FRAMESIZE L 

Fig. 8. Segmental SNR values for different frame sizes L and pulse spac­
ings N. The results for L = X were obtained with a fixed value fork and 
L = 40. 

We mentioned earlier that for the case in which there is 
no phase adaptation (on a frame basis), that is, k is fixed 
and equal to 1, the structure of the excitation signal re­
sembles the upsampled residual signals used in BBC cod­
ers with spectral folding. This observation can give us a 
rough estimate of the maximum spacing (N) between the 
pulses, to ensure a good synthetic speech quality. Assum­
ing a maximum fundamental frequency of 500 Hz, we 
have to use a sampling rate of minimally 1000Hz. Hence, 
for an 8 kHz sampling rate, the pulse spacing should be 
less than or equal to 8. 

To investigate the effect of different frame sizes Land 
pulse spacings N, we computed the segmental SNR values 
of the reconstructed speech signals for various values of 
these parameters. Fig. 8 shows the averaged segmental 
SNR values for two female and two male speakers 1 for 
different values of N and L. As far as possible, we have 
chosen the same frame size for different values of N. From 
this figure, we see that the S.NR increases with the number 
of pulses and decreases with increasing frame size. How-

'The utterances are: "A lathe is a big tool" and "An icy wind raked 
the beach. " 

1 I. I I .1. I .I .1 .. 1. 

2 .1 .. 1 I. 1.1 I. I I . 

3 1 .. 1. I .11 .. 1 1 .. 1 .. 

4 I .I 1 .. 1 .. I .1 .. 1 I. 

5 .1 .. 1 . I I .1 .. 1 .I. I. 

6 .I 1 .. 1 1.1. 1 .. 1 .1. 

7 1 .. 1 .I .I ... I .I .1 .. 1 

8 .1 .. 1 .1 .. 1 .. 1 .. 1 .. 1 .. 1 

9 .I .I .I .. I .I .1 .. 1 .. 1 

Fig. 9. RPE excitation patterns with D = 12, L = 24, and N = 3. 

TABLE II 
SNR VA LUES FOR DIFFERENT VALUES OF LAND D 

L:D SNRSEG SNR 

20:20 14.58 dB 11.80 dB 
40:20 14.75 dB 11.90 dB 
40:40 14.28 dB 11.17 dB 
80:40 14.58 dB 11.29 dB 
80:80 13.80 dB 10.44 dB 

ever, there is no real tradeoff between the values of L and 
N. Informal listening tests confirmed the ranking as intro­
duced by the SNR measurements. For values of N greater 
than 5, some of the utterances (especially those by female 
speakers) sounded distorted. From our experiments, we 
found that N = 4 and L = 5 ms will give the best results 
considering the bit rate constraints. 

The pulse amplitudes b(k)( ·) and phase k are computed 
every L samples, which means that the phase adaptation 
rate is equal to 11 L. To investigate the effect of this "dis­
turbance,'' without changing the size of L, we considered 
phase adaptation every D samples, where the value of D 
is less than or equal to L, and Ll D must be an integer 
ratio. Within a frame of size L, the possible number of 
excitation sequences is then given by 

B = Nd, d = LID. (20) 

Hence, a value of D smaller than L results in a more com­
plex procedure for the computation of the optimum exci­
tation. Fig. 9 shows the possible excitation patterns for L 
= 24 D = 12, and N = 3. Table II lists the resulting ' . averaged SNR values for different frame sizes L and ratiOs 
LID = 1 and 2. From this table we see a small improve­
ment in SNR for values of D less than L, at the expense 
of a much higher complexity. 

B. Application of a Pitch Predictor 

An examination of the regular-pulse excitation (see, for 
example, Fig. 5) reVeals the periodic structure of the ex­
citation for voiced sounds. Obviously, the RPE algorithm 
aligns the excitation "grid" to the major pitch p~ls~s, 
thereby introducing the possibility that the remammg 
pulses within the grid are not optimally located. If we 
model the major pitch pulses with a pitch predictor/syn­
thesizer, the remaining excitation sequence can be mod-
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eled by the regular-pulse excitation sequence. A simple 
but effective pitch predictor is the so-called one-tap pre­
dictor, 

(21) 

where M represents the distance between adjacent pitch 
pulses and {J is a gain factor. The pitch predictor param­
eters can be determined either in an open-loop configu­
ration [11], or in a closed-loop configuration [12]. In the 
latter case, the parameters can be optimally computed by 
including a pitch generator 1/P(z) in the closed-loop dia­
gram of Fig. 1. The parameters {J and Mare determined 
such that the output of the pitch generator due to its initial 
state is optimally close (in the weighted sense) to the ini­
tial error signal e<0)(n). Once {J and M have been deter­
mined, the remaining regular-pulse excitation signal is 
computed as described in Section II, except that this sig­
nal is now to be fed through both the pitch generator and 
the weighting filter. The advantage of determining the 
pitch parameters within the analysis loop is that the pitch 
generator is then optimally contributing to the minimiza­
tion of the weighted error. To be more specific, let YM(n) 
be the response of the pitch generator to an .input v (n), 
which is zero for n ;::: 0, 

YM(n) = v(n) + {3yM(n - M). (22) 

Let ZM(n) represent the response of the weighting filter to 
the input signal YM(n), defined in (22), and let e<0)(n) rep­
resent the initial error as defined in (7). The error to be 
minimized will then be 

E(M, {J) = 2: (e<0)(n) - {3zM(n)i. (23) 
n 

The approach is to compute {3 for all possible values of M 
within a specified range, and then select the pair (M, {J) 
for which E(M, {J) is minimal. 

The range of M should be chosen to accommodate to 
the variation in pitch frequency in the speech signal. 
However, in simulations with a one-tap predictor using 
different ranges of M, we found that a range of M between 
16 and 80 (i.e., a fundamental frequency between 100 and 
4 70 Hz) is satisfactory. The effect of pitch prediction is 
demonstrated in Fig. 10, by using the same speech seg­
ment as used in Fig. 5. The short-time power spectra of 
the speech signal s(n) (solid line) and of the error signal 
s(n) - s(n) (dashed line) for 'Y = 0.80, without and with 
pitch filter, are shown in Figs. 11 and 12, respectively. 
The effect of pitch prediction on the averaged segmental 
SNR values is shown in Fig. 13. These figures show that 
the effect of pitch prediction is to decrease the absolute 
level of noise power and to flatten its spectrum, and 
thereby improving the performance in terms of SNR. This 
effect was most noticeable for high-pitched (average pitch 
2'::250 Hz) speakers. 

C. Error Weighting Filter 

Although the effect of noise shaping can be heard, the 
real mechanism behind this effect is not clear. We will 
not pursue the question whether the proposed noise-shap-

(a) 

(b) 

(c) 

(d) 

0 16 32 

TIME (ms) 

48 

1059 

64 

Fig. 10. (a) Speech signal s(n), (b) reconstructed speech signal s(n), (c) 
excitation signal (i.e., output of the pitch generator), (d) difference sig­
nal s(n) - s(n) in the RPE coding procedure with pitch prediction. 

iD 
~ 75r---~-----+----~---. 

ffi 60 
3: 
f( 45 

LLJ 
> 
~ 
.....J 

~ 00~.0----~----~--~----~ 
1.0 2.0 3.0 4.0 

FREQUENCY (kHZ) 

Fig. 11. Power spectra of the speech signal (solid line) and the difference 
signal s(n) - s(n) (dashed line) for 'Y = 0.80. The spectra were obtained 
from the last 32 ms segment of Fig. 5. 

iD 

!~~~A~\ 
td 
~ o~---4~---r----~--~ 

0.0 1.0 2.0 3.0 4.0 

FREQUENCY (kHZ) 

Fig. 12. Power spectra of the speech signal (solid line) and the difference 
signal s(n) - s(n) (dashed line) for 'Y = 0.80, and pitch prediction. The 
spectra were obtained from the last 32 ms segment of Fig. 10. 

t 
0 

y 

N=4 

y 

UPDATE RATE /Oms 20ms 

+ 
0 

Fig. 13. Segmental SNR values obtained from RPE encoded speech with 
( +pp) and without ( -pp) pitch prediction for different update rates of 
the predictors and different pulse spacings N (f = female, m = male). 
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ing filter of (2) is an effective choice or not, and concen­
trate instead on the effect of the suggested filter and its 
control parameter 'Y. This parameter determines the 
amount of noise power in the formant regions of the 
speech spectrum. Noise shaping reduces the SNR, but im­
proves the perceived speech quality. An optimal value for 
'Y was found to be between 0. 80 and 0. 90 at an 8 kHz 
sampling rate, and resulted in an average 2 dB decrease 
in SNR. 

Aside from the value of 'Y, the order of the noise-shap­
ing filter could also be of importance. By default, the coef­
ficients {ak} and the order p of 1/A(z/'}') are equal to those 
of the predictor A(z), but instead, we can compute a qth­
order predictor (q < p) and use the resulting q coefficients 
to define the weighting filter. While reducing the order, 
we nevertheless must take care that the noise remains 
properly weighted. We examined the effect of decreasing 
the order of the weighting filter 1/A(z/'}'), and observed 
that for low orders (2-4), the results were close to those 
obtained with a 16th-order filter. However, the compu­
tational savings obtained by reducing the order of the 
weighting filter are marginal. 

The time-varying nature ofthe weighting filter provides 
a significant contribution to the complexity of the analysis 
procedure, since the system of linear equations to be 
solved is entirely built on the impulse response of this 
filter. It is obvious that the computational complexity 
would be considerably lower in case a weighting filter 
could be chosen such that the matrix to be inverted no 
longer depends on short-time data. It turns out that this is 
possible by choosing the weighting filter equal to 1/C(zl'}'), 

1 1 
9 

1 + ~ Ck'}'kZ k 
C(zi'Y) 

(24) 

k=l 

where { ck} are the coefficients of the fixed low-order pre­
dictors as used in DPCM systems, which are based on the 
averaged spectral characteristics of speech. We carried out 
comparative listening tests on the results obtained with 
fixed weighting filters of different orders (q = l to 3). 
The value of 'Y was set to 0. 80 and we used for { cd the 
coefficients tabulated in [13]. It was surprising to find that 
the effects of the weighting filters 1/A(zl'}') and 1/C(z/'}') 
were judged to be almost equivalent. This remarkable re­
sult can be exploited to dramatically reduce the complex­
ity of the proposed coder, as we will show in the next 
section. 

v. COMPLEXITY REDUCTION OF THE RPE CODER 

The analysis procedure of the RPE coder necessitates 
the solution of N sets of linear equations, where N rep­
resents the spacing between successive pulses within a 
frame in the excitation model. However, the matrices 
HkHL which have to be inverted, can be solved very ef­
ficiently as was described in [8] and [9]. We shall not 
pursue the details of this procedure here, but we shall in­
stead look for modifications of the algorithm to reduce the 
complexity without affecting the coder performance. 

A. Modification of HkHi to a Toeplitz Matrix 

To begin with, we can reconfigure the algorithm to force 
the matrix product HkHk in (10) to become a single Toe­
plitz matrix which is independent of the phase k. Thus, 
let 

h(n) = 'Yng(n), n = 0, 1, 2, · · · , (25) 

be the impulse response of the weighting filter 1/A(zl'}'), 
where g(n) is the impulse response of the all-pole filter 
1/A(z). For values of I'YI less than one, h(n) converges 
faster to zero than g(n) and, as a result, the L by 2L matrix 
built on h(n) can be very well approximated by the up­
pertriangular Toeplitz matrix H in (26). 

h(O) h(l) · · · h(L - 1) 0 0 

0 h(O) · · · h(L - 2) h(L - 1) 0 

H= 0 0 h(L- 3) h(L- 2) 0 

0 0 · · · h(O) h(L - 1) 0 

(26) 

Notice that the matrix HH 1 is also a Toeplitz matrix. 
Moreover, when substituting H from (26) into (8), we 
shall have that the matrices HkH1 are independent of the 
phase index k and are equal to a single Toeplitz matrix. 
It should also be remarked that the matrix of (26) is an L 
by 2L matrix instead of an L by L. Thus, when substitut­
ing H of (26) in (7) and (8), the vectors e0 , e<OJ, and e<kJ 
in (6) and (7) will now be of length 2£, while the vectors 
v<kJ and r in (4) and (7) remain of dimension L. The RPE 
encoding procedure that is based on the mapping H in 
(26), and for which g(n) in (25) is the impulse response 
of the transfer function 1/A(z), will be referred to as 
RPMl. Fig. 14(a) shows the segmental SNR values per 
10 ms for this method (dashed line) and the original 
method (solid line) for the utterance "a lathe is a big tool" 
spoken by both a male and a female speaker. 

B. Modification of HkH1 to a Band Matrix 

In the previous subsection, a computationally attractive 
scheme was obtained by forcing the matrix operator H to 
be of the form of (26). Recall, however, that this structure 
is almost naturally emerging when the mapping originally 
defined via (5) is taken to be of dimension L by 2£ instead 
of L by L. This is the more so when h(n) in (26) is the 
impulse response of the fixed filter 1/C(zl'}') of (24). But 
an even more interesting observation is that the resulting 
single Toeplitz matrix, whether data dependent or not, is 
strongly diagonal dominant. Hence, when minimizing 
E(k) in (11), where now His built on 1/C(z/'}'), or equiv­
alently, when maximizing 

r<kl = e(O)HUHkHir 1Hk e<0l 1
, (27) 

we can conveniently replace the (Toeplitz) matrix HkHi 
with a diagonal matrix r0 1, where r0 = I;f~01 h2(i), yield-
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Fig. 14. Segmental SNR ratios for RPE (solid line) and modified methods, 
(a) RPM I and (b) RPM2 (dashed line) for a female and male speaker. 

TABLE III 
SNR VALUES OBTAINED WITH THE ORIGINAL AND THE MODIFIED RPE 

ALGORITHMS RPM! AND RPM2 DESCRIBED IN SECTION V-A AND V-B. THE 
PROCEDURESRPFl AND RPF2 ARE DESCRIBED IN SECTION V-C. 

Method SNRSEG SNR 

RPE 14.28 dB 11.17dB 
RPM I 12.98 dB 10.93 dB 
RPM2 13.00 dB 11.03 dB 
RPFl 10.04 dB 9.38 dB 
RPF2 10.40 dB 9.21 dB 

ing 

(28) 

which means that no matrix inversion is needed to find 
the optimum phase k. Table III lists the SNR and SNRSEG 
values for the different methods, obtained by averaging 
the results of the same four utterances used in previous 
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examples. Method RPM2 refers to the procedure de­
scribed in this subsection, where the optimal phase index 
k is determined from (28), after which the excitation string 
b(kl is computed according to (10). From this table, we 
see that the modifications introduced resulted in a slight 
decrease in SNR. But from informal listening tests, the 
modified methods were judged to be almost equivalent to 
the original RPE method. Fig. 14(b) shows the segmental 
SNR values per 10 ms for RPM2 (dashed lines) and the 
original method (solid line) for the utterance "a lathe is a 
big tool" spoken by both a male and a female speaker. 

C. Avoiding Matrix Inversion 

The discussions in the previous two subsections have 
led to the conclusion that the complexity ofthe RPE coder, 
although moderate by itself, can be substantially reduced 
without any significant degradation of the speech quality. 
We shall show in this subsection that it is even possible 
to obtain an extremely simple encoding algorithm that 
turns out to yield an applicable practical version of the 
(conceptual) optimal baseband coder which was described 
in Section III and was shown there to be equivalent to the 
RPE coder. Thus, let h(n) in (26) be the impulse response 
of the time-invariant filter 1/C(z/-y) as defined in (24). 
Next, use in (8) the matrix Has defined in (26) and dis­
card the zeroth-order approximation e0 in (7). Then (6) 
and ( 10) become 

and 

b<kl[HkHn = rHH 1ML 
respectively. Now denoting 

S = HHt, 

and recalling that 

with 
L-l 

r0 = ~ h2(i), 
i~O 

as a coder constant, it is easy to show that 

1 
b<kl =- rSM~. 

ro 

(29) 

(30) 

(31) 

(32) 

(33) 

Interpreting M~ as a downsampling operator, (33) says 
that b(kl resembles2 a downsampled output of a smoother 
S whose input is a scaled version of the residual r [see 
Fig.15(a)]. The excitation selection in the diagram of Fig. 
15(a) is based on the minimization of the approximation 
error given by (11). Under the above-mentioned con­
straints, this equation becomes 

E<kl = rHH1r 1 
- r0 b<klb(kl'_ (34) 

2This statement must be carefully interpreted. In fact, (33) is a block 
smoother, and hence, the boundary conditions of the smoother's internal 
state must be properly taken into account. 
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Fi_g. 15. Simplified RFE procedure (a) and excitation selection (b). The 
smoother is represented by a triangle shape. 
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Fig. 16. Segmental SNR for RPFl procedure (solid line) and RPF2 pro­
cedure (dashed line) for a female (a) and a male (b) speaker. 

Hence, 

(35) 

The whole procedure is now extremely simple. The resid­
ual signal r is "smoothed" with the smoother S = HH 1

• 

The resulting output vector is downsampled by applying 
ML and the b(k) for which b(k)b(k)' is maximum is selected 
[see Fig. 15(b)]. Notice that since His built on 1/C(zl"(), 
the smoother Swill be of low order (typically 3rd order), 
since h(n) is a rapidly decaying sequence. For compari­
son, the averaged SNRSEG values obtained with this pro­
cedure have been included in Table III. In this table, the 
RPE coder using a fixed weighting filter is referred to as 
RPF 1, while the procedure outlined above is referred to 
as RPF2. In Fig. 16, the same comparison is made of the 
segmental SNR as a function of time for the utterance ''a 
lathe is a big tool'' spoken by both a male and a female 
speaker. From this figure, it is clear that for a fixed 
weighting filter procedure RPF2 provides a quality com­
parable to that of procedure RPF 1. The advantage of the 
former is its ease of implementation. 

VI. QUANTIZATION 

To quantize the pulses (i.e., entries of b(kl), we used an 
8-level adaptive quantizer whose input range was adjusted 
to the largest pulse amplitude within the current frame of 
size L. The quantization bins can be determined by a 
Lloyd-Max procedure (nonuniform), but we found that a 
uniform quantizer also performs quite well. The quantizer 
normalization factor is logarithmically encoded with 6 bits 
and is transmitted every L samples (typically 5 ms). The 
normalized pulses are encoded using 3 bits per pulse. To 
minimize quantization errors, the quantizer has to be in­
corporated in the minimization procedure. This can be 
done in two ways. In the first case (RPQl), only the op­
timal excitation vector is quantized; and in the second case 
(RPQ2), every candidate b<kl is quantized and the quan­
tized vector that produces a minimum error is selected. 
From segmental SNR measurements, we found that RPQ2 
yields a higher SNR, and in listening tests the quality of 
the reconstructed speech of RPQ2 was judged to be some­
what better than that of RPQ 1. 

The 12 reflection coefficients were transformed to in­
verse sine coefficients and encoded with 44 bits/set. The 
bit-allocation and quantizer characteristics were deter­
mined by the minimum deviation method [14]. Using 3 
bits/pulse and a pulse spacing of N = 4, the excitation 
signal can be encoded with 7 kbits/s. The predictor coef­
ficients can be encoded with 2.2 kbits/s resulting in a total 
bit rate of 9.2 kbits/s. The quality of the reconstructed 
speech was judged to be good but definitely not transpar­
ent. In informal listening tests, it was determined that the 
RPE approach has fewer anifacts than the baseband coder 
as proposed in [4], and that the performance is compara­
ble to that of the MPE schemes. A pitch predictor will 
enhance the coder performance but goes at the cost of an 
additional 1000 bits/s (4 bits for {3 and 6 bits forM). 

VII. CoNCLUSION 

In this paper, a novel coding concept has been proposed 
that uses linear prediction to remove the short-time cor­
relation in the speech signal. The remaining residual sig­
nal is then modeled ty a regular (in time) excitation se­
quence, that resembles an upsampled sequence. This 
model excitation <>ignal is dete. rmined in such a way that 
the perceptual e1 .ur between ' e original and the recon­
structed signal is minimized. he computational effort is 
only moderate and can be funh-.;r reduced by using a fixed 
error weighting filter and an appropriate vector size (min­
imization segment length). The coder can produce high­
quality speech at bit rates around 9600 bits/s by using a 
pulse spacing equal to 4 and quantizing each pulse with 3 
bits. The use of pitch prediction improves the speech 
quality but, in general, the RPE coder performs ade­
quately without a pitch predictor. Other applications for 
the proposed coder can be found in the area of wide-band 
speech coding (7 kHz bandwidth) as encountered in tele­
and video-conferencing applications [ 15]. 
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APPENDIX 

The excitation vector b(k> , obtained with the optimized 
BBC (Section III), coincides with the vector b (k) produced 
by the RPE algorithm (Section II) . 

Proof: Equation (19) can be written as 

t<"lR~r.[H~r.HlJ Ri: == e<0>HiRk. 

Multiplying both sides to the right by R~r. gives 

t <"> R*[HkHlJ R~Rk == e<O> H~Rlr.R~r.. 

Now assuming that Rl.R~r. i"s nonsingular (which will al­
most always be the case for speech signals), we can as 
well write 

t<*>R~r.[HkHkJ = e<0>H~. 

Substituting b<"l for J <Jt>Rk> see (15), in this equation, we 
obtain (1 0) . . D 
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