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DYNAMIC DISTRIBUTED MULTICAST
ROUTING PROTOCOL

FIELD OF THE INVENTION

The invention relates to data networks and more particu-
larly relates to a multicast protocol for locating, joining and
leaving a multicast group that is receiving particular infor-
mation.

BACKGROUND OF THE INVENTION

Presently, a user associated with a multimedia terminal,
e.g., a conventional workstation or PC, may enter a request
via the terminal to participate in a particular event, e.g., a
lecture, andio/video conference, itelevised speech, etc., that
is being provided by a node, e.g., a packet switch, in a digital
petwork. The event is typically associated with some type of
identifier, i.e., group identifier (¢.g., 800 number or confer-
ence bridging number in conventional telephone networks)
so that a user who wanis to participate in the event may
identify the event in a request that the user submits to his/her
terminal. The user’s terminal then forwards the request to an
associated serving node within the digital network. A group
identifier may represent a collection of users who are
interested in particular information associated with the
event. (Note that group identifier is different from an iden-
tifier that is used to identify a particular user.) Typically, the
membership associated with a group identifier may be
dynamic such that a member may join and leave the group
at any time. Also, there is no restriction on the physical
location of multicast group members who may or may not be
at the same physical location. The network maintaias infor-
mation relating to the group and typically does this by
constructing a network directory which is used to track the
connectivity of acitive members. That is, a serving node
submits the group identifier to the network directory. The
directory, in furn, reiurns the address of the nearest node
which it can join. The serving node then sends a request to
join the multicast group to the identified node. A node that
joins or leaves a multicast group must notify the directory so
that it can update the membership information.
Unfortuoately, membership may change so frequently that
management of such a directory may become costly and
inefficient.

The network may also mainfain such membership by
constructing a multicast server in the network. Data that is
sent by a user is then first delivered to the server, which, in
turns, delivers the information to all other members in the
multicast group. Although this approach appears to be
simple to implement it, nevertheless, may lead to a single
point of failure in the event that the server fails. Moreover,
this approach does not use the network resources efficiently,
since user data has to be sent to the server.

SUMMARY OF THE INVENTION

The foregoing is addressed and the relevant art is
advanced by providing an efficient and scaleable mechanism
for a data network to maintain multicast group information
in a distributed fashion in which any node in the network
may automatically locate, join and leave a multicast group.
The mechanism is distributed so that a single node has to
maintain complete information about the other participants
of the multicast group. In particular, in accordance with an
illustrative embodiment of the iovention, a network node
enters a request to join a multicast group, by constructing at
least one routing tree formed from selected paths to each of
a number of other nodes identified in the tree and sending a
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find message identifying the multicast group to the selected
podes in accordance with the routing tree. In response to
receipt of a message identifying the nearest node conpected
to the multicast group, the requesting node then simply
sends a join message fo the identified node fo join the
multicast group.

These and other aspects of the claimed invention are
disclosed in the ensuring detailed description, accompany-
ing drawings and claims.

BRIEF DESCRIPTION OF THE DRAWINGS

In the drawing:

FIG. 1 shows a communications network in which the
principles of the invention may be practiced;

FIG. 2 illustrates a routing tree rooted at a particular one
of the nodes of FIG. 1;

FIG. 3 shows a state diagram illustrating the operation of
a node in accordance with the principles of the invention;

FIGS. 4-9 are respective expanded versions of the opera-
tions states shown in FIG. 3, and

FIGS. 1015 illustrate the operation of the principles of
the invention in an illustrative hierarchical network.

DETAILED DESCRIPTION

Our inventive protocol supports what we call a
“Participant-Initiated Join”, in which a node initiates a
request to join a multicast group and, in doing so, determines
the network path that is to be used to join the multicast. The
protocol has two phases. We call the first phase the “Find”
phase, since it is the requesting node that determines the
identity of the nodes that are already on the multicast tree.
‘We call the second phase the “Join” phase, since the request-
ing node attempts to join the nearest node that is already on
the multicast tree. In the Find phase, a node that wants to join
the multicast group originates a REQUEST message and
sends it to all of its neighbors on the shortest path tree rooted
at the requesting node. A neighbor that receives the message
then forwards it downstream to its neighbors along the links
of the shortest path tree rooted at the originating node. This
process. continues until the REQUEST message reaches
cither a node that is already on the multicast tree or a leaf
node of the shortest path iree rooted at the originating node
(i.c., the node that has the sought-after multicast
information.) Each node that is already on the multicast tree
replies to the request, with the cost parameter set to 8. The
leaf nodes that are not on the multicast tree reply to the
request with the cost parameter set to ~1. On receiving all of
the replies to the message, a node determines the nearest
node and forwards the REPLY message from the nearest
node upstream towards the originator of the REQUEST.
Before doing so, the node updates the cost function to reflect
the cost from this node to the nearest node. The originator
receives all the replies and determines the nearest node. This
ends the Find phase. In the Join phase, the requesting node
determines the path to the nearest node and sends a JOIN-
REQ message. The determined path is ioserted in the
message so that an intermediate node does not have to make
the same determination. The nearest node (having the
sought-after information) replies with a JOIN-ACK message
and all the nodes in the path become a branch of the
multicast tree.

An illustrative example of the foregoing is shown in FIG.
1, in which sought-after multicast information is assumed to
be a multimedia event 150, e.g., a televised lecture. Multi-
media signals characterizing the multimedia event are sup-
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plied to node 105, which may operate as a conventional
video server for the purpose of supplying the video signal in
the form of digital signals to a user who has entered a request
o receive a copy of such siguals via network 100 formed
from data nodes 105, 110, 115, 120, 125, 130 and 135.In an
iltustrative embodiment of the invention, each of the nodes
may be, for example, 2 conventional ATM switch. Assume
that a user associated with workstation 170 in a conventional
manner enters a request via a keyboard (oot shown) to view
the event on monitor 175, in which the request includes an
identifier associated with the mullimedia event. The request,
however, does not contain the identity (e.g., address) of the
source of the multicast information. Workstation 170, in
response to receipt of the request, converts the request into
a form expected by associated network node 125, also
shown as the E node. As an aspect of the invention, network
100 does not include a directory identifying the information
that is respectively supplied by the network 100 nodes.
Accordingly, to locate the node that has the multicast
information, node 125 will poll each of the other network
100 nodes. Before doing so, however, node 125 constructs
a tree formed from selected paths to each of the other nodes,
in which the selection is based on predetermined parameter,
for example, cost, number of hops, etc. In an illustrative
embodiment of the invention, cost is characterized by a
weight value. Such weight values are shown in parentheses
in FIG. 1 and are used, as mentioned, to identify a least cost
path/route. For example, if node 120 (D) peeds to send a
message to node 105 (A), then node 120 will likely send the
message via node 110 (B) since the sum of the weighis
associated with the links in that path is less than the sum of
the weights associated with the links in the via node 115 (C)
path, i.e., (PHD<OH3).

Thus, in accordance with known techniques, node 125, in
the “find”phase, constructs a path tree and uses that tree to
control the routing of a message to locate a node that has the
requested multicast information, ic., the televised event
150. An example of such a tree is illustrated in FIG. 2. Node
120 thus sends a “Find” message to node 135 (G) and to
node 120(D) in accord with the tree. The “Find” message
includes, inter alia, the address of the message originator,
identifier associated with the sought-after information, a
request for the identity of the node that has the sought-afier
information. The message may also include information
characterizing the constrected path trec. Accordingly, then,
upon receipt of the message, node 135 returns a Reply
message with the cost parameter set to ~1. Although node
120 does not have the sought-afier information, it does not
discard the message since the path tree indicates that the
message should be individually routed to nodes 110, 115 and
130, as shown in FIG. 2. Similarly, when the message
reaches node 110, the node does not discard the message
({even though it does not have the sought-after information),
but forwards it to node 105 (A). Since, it is assumed that
node 105 has the sought after information, then it responds
lo the received message by retuming to node 125 a reply
message conlaining the identity (address) of node 105 and
with the cost parameler set to 0.

Upon receipt of the latter message, node 125 enters the
“Join” phase, as discussed above. In this phase, node 125
constructs the shortest path to node 105 and sends a Join
message containing the node 125 address with a request to
join the multicast of the identified event.

Referring to FIG. 2, it is seen that such path wonld be via
nodes 110 and 120, rather than via nodes 115 and 120. Node
105 returns a Join-ACK and then starts supplying the
televised event to node 125 via the determined path. When
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nodes 110 and 120, which are in the path of the multicast,
start receiving the multicast information then they note in
their respective internal memories that they also have such
information.

Assume at this point that a user associated with node 130
also wishes to receive the multicast and enters a request for
that information. Similarly, node 130 constructs a Ieast-cost
path tree and launches its own find message in accordance
with the tree (not shown). When the message reaches node
120, it responds with a reply message to node 13 indicating,
that it has the information. As discussed above, node 130
accumilates the reply messages and then determines from
those message which of the nodes having the sought-after
information is closest to node 138. In the present illustrative
example, the closest node for the desired purpose would be
node 120. Accordingly, then node 130 may join the multicast
by sending a Join message to node 120, rather than to node
105. Thus, when node 120 receives a packet of such infor-
mation from node 110, it sends a copy to node 125 and a
copy to node 130.

1f at this point, the user at workstation 170 enters a request
to terminate receipt of the multicast, then node 125 forms a
“Leave” message and sends the message to node 120 in
accordance with the constructed path tree rooted at node
125. When node 120 receives the message, it stores the
message in local memory and terminates the supplying of
the multicast information to node 125 but will continue
supplying that information as it is received to node 130. If
prior to the end of the televised event, node 130 launches a
“Leave” message, then node 120, in response to that mes-
sage and in response to baving no other receiver for the
multicast, sends a message to node 110 to terminate the
supplying of the multicast to rode 120. Similarly, node 110
sends a similar message to node 105 if it has no other
receiver for the multicast information.

A situation could arise in which a node receives, at about
the same time (concurrently), Find messages from a plural-
ity of nodes, e.g., two nodes. To handle this situation and
preserve the correctuess of the distributed protocol, a node,
¢.g., node 125, appends a time stamp to a Find message. In
this way, if a node, ¢.g,, node D, receives concurrently
“Find” message from nodes 125 and 139, then it processes
the Find message bearing the carliest time stamp and returns
a Reply message to the node, e.g., node 130, that launched
the Find message bearing the latest time stamp. Then, when
the Jeast cost multicast path is established from node 105 to
node 120, then pode 130 launches a Find message after
waiting a random {or a predetermined) period of time and
then proceeds as discussed above.,

In an illustrative embodiment of the invention, the prin-
ciples of the invention are embodied in a state machine
which is implemented in cach network node for each mul-
ticast group. An illustrative example of such a state machine
is iltustrated in FIG. 3 and is composed of five major states,
namely IDLE 301, WAIT 302, TENTATIVE 303, ACTIVE
3 and RETRY 365, Before discussiog FIG. 3, it would be
best to review the different message(s) that may be sent by
a node attempting to join a multicast and the message(s) that
are sent by the other nodes in the network in response to a
request 1o join a multicast session. Briefly, a node that wants
to join a multicast tree/session sends a REQUEST message,
in the manner discussed above. The header of the request
message contains, inter alia, the identity of the multicast
information, sender 1D, and time-stamp. (It may also contain
a retry count.) A request message can only be originated by
a pode that is in the IDLE state. A node sends a REPLY
message in response to receipt of a REQUEST message. A
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REPLY message includes the header information of the
REQUEST message and an associated cost parameter which
identifies the cost of the shortest path from the current node
to the nearest node that is already on the tree. The cost is
updated as the REPLY moves from one node to another
node. The cost is set to —1 if there is no ACTIVE node on
that particular path. A pode sends a RETRY message if it
determines that apother request is already being processed,
as discussed above. The request with the earlier time-stamp
is allowed to continue while a RETRY message is sent to the
originator of the request having the later time stamp, as
mentioned above. A node sends a JOIN-REQ message when
it wants to join the multicast session/tree. The path to the
nearest node is encoded within this message. An ACTIVE
node sends a JOIN-ACK message in response to receiving
a JOIN-REQ message. The receipt of this message indicates
that a node is on the multicast tree. A node sends a LEAVE
to an ACTIVE neighbor node when it wants to leave the
multicast session/iree.

Turping then to FIG. 3, Briefly, in the IDLE state a node
has po information pertaining to the multicast information
(or tree). A node enters the WAIT state after it has sent/
forwarded a REQUEST message and is wailing for a
response. A node enters the TENTATIVE state after it has
sent/forwarded a JOIN-REQ message towards the nearest
node that is already on the multicast tree. In this state, the
node is waiting for a JOIN-ACK message. A node enters the
ACTIVE state when it joins a multicast session (i.e., it is on
the multicast tree. A node reaches this state when it receives
a JOIN-ACK message from a node that is already on the
tree. A node in the ACTIVE state may also maintain the
tree-based information regarding all the links that are inci-
dent on it and belong to the tree. However, the node does not
maintain any state information about new requests to join
the tree. A node reaches the RETRY state when it is the
originator of a REQUEST to join a multicast tree and
receives a RETRY message via one of the links of the tree.
In this state, a node does not have to maintain any staie
information relating to other requests. Also, the node waits
for a random period of time before re-sending the original
REQUEST. It may also track the mumber of REQUEST
messages that it sends.

An expanded version of the IDLE state is shown in FIG.
4. As mentioned above a node initiates a REQUEST mes-
sage when it is in the IDLE state.

A pode in this state only can initiate a REQUEST mes-
sage. A REQUEST message is identified using the
tuple <senderkD) time-statp,retry-count>, where senderlD is
the ID of the node that is the originator of the message,
time-stamp is the value of a counter at the senderID and
retry-count is the number of attempts the node has made to
join the tree. The retry-count is igitially 0. The initial
REQUEST message is forwarded on all the links via the
shortest-path tree rooted at the originating node. The node
then enters the WAIT state. The following actions are taken
when the node receives either a REQUEST message (action
path 401) or JOIN REQ message (action path 402). For
example, assume that a REQUEST message is received from
node B, and therefore contains the tuple<iD,,CNTRg,
RCp>. Then the receiving node takes the following actions:

If the message is not on the shortest path, then send a

REPLY with cost=—1 towands the originator. Else,
update the time stamp (local counter).

Save the state information of the message.

Forward the REQUEST message. Change State=WAIT.

If no available link, send REPLY with cost=-1. State=

IDLE.
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If a JOIN-REQ message is received from node B, then the
receiving node proceeds as follows:

Forward JOIN-REQ message to next node. Change State=

TENTATIVE,

If current node is the final destination noted in the
message, then return a RETRY message to the originator.
(Note that this condition may arise if the node changes its
state from ACTIVE to IDLE during the time between the
sending of the REQUEST message and JOIN-REQ message
to mode B))

An expanded version of the WAIT state is shown in FIGS.
5A, 5B and 6. For FIGS. 5A and B, assnme that a node
received a REQUEST message containing the tuple <ID,,
CNTR,RC,>from node A

If the node also receives a REQUEST message from node
B, <IDy,CNTR, RC>. Then the node takes the following
actions (path 501):

Update the local time stamp counter.

If the message had not been received via the shortest path,

then send a REPLY to B, setting cost to ~1.

If the message is received via the shoriest path and A
precedes B in time, then send a RETRY message to B.

If the message is received via the shortest path and B
precedes A in time, then send a RETRY message to A
Clear state information pertaining to A. Save informa-
tion pertaining to B and forward REQUEST message.

If the node receives a REPLY message via one of its links,
then the node takes the following actions (path 502):

Ignore the REPLY message if it does not contain state
information.

If not the last reply, then store the cost information and
wait for other reply messages.

If the last REPLY, then determine best message by mini-
mizing the (cost field of message+link cost). Then
forward the best message towards the originator of the
REQUEST after updating cost.

Change state=IDLE.

If originator of REQUEST message, then compute the
shortest path to the nearest mode. Send JOIN-REQ
message fowards that node via the shortest path.
Change state=TENTATIVE.

If the node receives a RETRY message via one of its links,

then the node takes the following actions (path 601, FIG. 6):

Ignore the RETRY message if it does not contain state
information.

Clear the state information and forward the RETRY
message towards the originator of REQUEST.

Change state=IDLE.

If originator of REQUEST, then change state=RETRY.
Increment retry count.

Wait for a random period of time, then resend the
REQUEST message with the updated retry count value.
(Note: The same counter value (CNTR) will be used to
ensure fairness.)

If the node receives a JOIN-REQ message from a node,
¢.g., node B, then the node proceeds as follows (path 602,
FIG. 6):

Change state=TENTATIVE.

If next node information is available, then forward the
JOIN-REQ message to the next node and send a
RETRY message to node A.

If no next node, then send a RETRY message towards the
originator of the JOIN-REQ message.

An expanded version of the TENTATIVE state of FIG. 3,

is shown in FIG. 7, in which a node enters the TENTATIVE
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State after it receives a JOIN-REQ message originated by
another node, e.g., node A. If at that time, the node receives
a REQUEST message from node B containing the
tuple<IDg,CNTR, RCy>, then the receiving node proceeds
in the following manner (path 701):

If a REQUEST message is not received via the shortest
path, then return 2 REPLY with cost =-1 to the origi-
pator. Else,

Update local counter value.

Send RETRY message towards the originator of the
message.

If, on the other hand, the node receives a RETRY
Message, (hen the node takes the following actions (path
702):

If RETRY matches JOIN-REQ, forward RETRY message

back towards pode A.

Change state=IDLE.

Igoore if RETRY message does not match JOIN-REQ.

If the node otherwise receives a JOIN-ACK Message,
then the node takes the following actions (path 703):

Change State=ACTIVE.

Forward Join-Ack to node A.

Clear all state information.

Update multicast tree information to include the link over
which the JOIN-REQ was received.

An expanded version of the ACTIVE state of FIG. 3, is
shown in FIG. 8, in which a node is already on the multicast
tree. In that case, the node only responds to new requests and
join requests, Other messages may be ignored.

If a node in the active state receives a REQUEST message
from node B a containing the tuple<ID,,CNTR;, RC>,
then the receiving node takes the following action (path
801):

If the REQUEST message is not received via the shortest

path,

then send REPLY message with costw-1 to the originator.
Else,

Update local counter value.

Send a REPLY with cost=0.

If, on the other hand, the node receives a JOIN-REQ
message from node B, then the node returns a JOIN-ACK
message to B (path 802). If the node otherwise receives a
LEAVE message from node B, then the node takes the
following actions:

Update multicast tree information.

1f only one ACTIVE neighbor and the node is not member
of multicast group, then send LEAVE message to
neighbor.

Change state=IDLE.

An expanded version of the RETRY Siate is shown in
FIG. 9. A node enters the RETRY state after sending a
REQUEST message. Assume that node Ais in the retry state
and the associated tuple information is—-ID,,CNTR,,
RC,>, and that node A receives a REQUEST message from
node B whose tuple information is<ID,,CNTR5,RC,>. For
that case, node A takes the following actions (path 901):

If message is not on the shortest path, send a REPLY back
with cost set to ~1. Update local counter.

If A precedes B in time, then send a RETRY message
towards node B.

If B precedes A in time, then save B’s state information
and forward the REQUEST message. Save A’s infor-
mation and stop A’s retry timer. (A cannot join the
multicast group until B has joined).
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Change state=WAIT. (A is now waiting for B)

If, on the other hand, 2 JOIN-REQ message is received
from node B, then the node takes the following actions (path
902):

Change state=TENTATIVE. Forward JOIN-REQ mes-

sage to next node on the path.

Save A’s information and wait. (A cannot resend
REQUEST message until B has joined multicast
group).

If Retry timer has expired, then increment Retry count and
send REQUEST message containing the following
tuple; <ID,,CNTR ,,RC,>.

The old value of CNTR, is used to ensure fairness.

The foregoing may be readily implemented in a network
formed from a plurality of so-called Peer groups, in which
a peer group is a group of network nodes forming a smaller
petwork. In particular, a large network formed from a large
number of nodes may be logically restructured to improve
the efficiency of the pumber. Such restructuring entails
forming podes into groups each operating as a smaller
network, in which connection management functions are
logically extended to each level of the network hierarchy.
The state information is maintained at each physical node. In
addition, each group is represented as a logical node at a
higher level of the network hierarchy by a peer group leader
(PGL). The PGL maintains separate state information for
that logical node at that hierarchical level. The logical nodes
perform the same state trapsitions as the physical nodes at
the lowest level of the network: hierarchy. In that sense, our
inventive protocol may be applied to such a network with the
following modifications (extensions).

Find Phase

i) A Joining Node proropts (requests) its PGL 1o enter the
“Find” phase at the next higher level of the hierarchy. At the
logical level, pre-established virtual connections between
logical nodes are used to send the REQUEST and REPLY
messages. During the “Find” phase, the logical nodes may
make a transition from the IDLE state to the WAIT state and
RETRY state similar to the physical nodes.

ii) If the PGL is already active at the higher level (which
may mean that some other ACTIVE pode exists in the
peer-group), then this information is returned to the request-
ing node. On receipt of the information, the requesting node
executes the protocol to determine the nearest ACTIVE node
within the peer-group. The ID of the nearest ACTIVE node
{physical or logical) is returned to the lower level requesting
node. If the current level is the lowest level, then the
requesting node enters the “JYoin” phase.

iii) Otherwise, the PGL recursively executes the above
steps at higher levels until it reaches the top level of the
hicrarchy. At that level, the PGL enters the “Find” phase. At
the end of the “Find” phase, the requesting node has the ID
of the nearest ACTIVE node. (Note that this 1D may either
be the physical ID of the node within the same peer-group
(single peer group case) or the logical ID of a higher level
node in 2 logical peer-group (multiple peer group case).
Join Phase

Based on the available topological information, a request-
ing node determines the path to the nearest node. The path
may not be complete if the nearest node is a logical node in
a higher level, logical peer-group. The determined path is
stored in the form of a Designated Transit List (DTL), as
discussed in the Private Network-Network Interface (PNNI)
specification version 1.0, available from the ATM Forum,
2570 West El Camino Real, Suite 304, Mountain View,
Calif. 94040-1313, which is hereby incorporated by refer-
ence. The DTL is embedded in the JOIN-REQ message
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before it is forwarded to the nearest node. On receiving a
JOIN-REQ meessage, a node executes the following proto-
col:

1) If the node is already ACTIVE, it retumns a JOIN-ACK
message. The JOIN-ACK is returned along the same path (in
the reverse direction) to originating node.

ii) Else, if the DTLstack is not empty, then the JOIN-REQ
message is forwarded to the next node based on the infor-
mation available in the DTL. (Note that new paths may be
added to the DTL by ingress nodes, as explained in the
above-mentioned reference. Also note that the JOIN-REQ
and JOIN-ACK messages may be sent on network signaling
channel. When the JOIN-REQ or JOIN-ACK messages are
sent across border links, the logical node at the appropriate
level has to be informed so that the logical node can make
a state transition to the TENTATIVE or ACTIVE state
respectively. This is done by sending a copy of the JOIN-
REQ or JOIN-ACK message to the appropriate logical node,

iii) If the DTL stack is empty, then the node enters the
“Find” phase to determine the nearest ACTIVE node. The
pearest node information is then encoded as DTL and the
message is forwarded to the nearest node.-

Similar actions are taken when a participating node leaves
the multicast group. In this case a LEAVE message is sent
1o an ACTIVE neighbor node, provided that the participant
has only one ACTIVE neighbor. The participant node then
enters the IDLE state. The neighbor node may then forward
the LEAVE message 1o its nearest neighbor if it is not a
participant and has only one ACTIVE neighbor. When a
LEAVE message is sent across a border link, then a copy of
the message is sent to the appropriate logical node, so that
the global state of the node can be changed to the IDLE state.

The extended protocol described immediately above may
be further appreciated when discussed in conjunction with
the examples illustrated in FIGS. 10 through 13, in which
each FIG. illustrates a petwork formed from three peer
groups of network nodes (e.g., ATM switches) 201, 202 and
203. The nodes in peer group (a) 201 are respectively
designated A.1 through A5, (b) 202 are respectively desig-
nated B.1 through B.5 and (c) 203 are respectively desig-
nated C.1 through C.5. The dark (or filled in} node serves as
the PGL for the respective peer group in each of FIGS. 10
through 13. Assume for FIG. 10 that node A.3 wanis to join
a multicast group, and, therefore sends a request to that
effect to its PGL (node A), which causes that PGL to enter
the “Find” phase at the higher level as noted by the ellipse
containing logical PGLs A, B and C. Since PGL A enters the
highest level, it scods a REQUEST message to the other
members of its peer-group to determine who has the
requested multicast information. Assume that PGL A deter-
mines that there are no members of the multicast in peer-
groups B and C. This information is passed on to node A.3
and the state of node A.3 becomes ACTIVE. The multicast
tree now consists of a single node A 3. Globally, the state
machine for logical node A also makes a transition to the
ACTIVE state. The ACTIVE nodes at each level are shown
as boxes in FIG. 11. The participant nodes at each level are
shown as lightly shaded boxes.

Assume that node C.4 now wants to join the multicast
group, and, therefore sends a request io its PGL (node C) to
enter the “Find” phase. Node C, in response thereto, sends
a REQUEST message to logical node B and logical node A.
(Note that node C may enter the RETRY state if there is a
concurrent Join request from logical node B.) If there are no
other requests, then only logical node A is ACTIVE and this
information is sent to node C.4 by logical node C. This
action completes the “Find” phase for node C4.
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In the “Join” phase, node C.4 encodes a path to peer-
group A as a DTL and forwards a JOIN-REQ message to
peer-group A. The message enters peer-group B, across the
border link (C.2—B.4). Here, node B4 is the ingress node
and the DTL stack is not empty (step (ii) of the “Join”
phase). Node B.4 identifies a path through iis peer-group to
peer-group A and appends the path to the DTL. It then
forwards the message towards peer-group A. Node B.4 also
sends a copy of the JOIN-REQ message to the PGL node
B.1, which maintains the global state machine for logical
node B. Node B.1 updates the global state machine of node
B to TENTATIVE state. Assume that the message enters
peer-group A across link (B.5—A.5). The DTL stack is now
empty (step (iif) of the “Join” phase). Node A.5 upon receipt
of the message enters the “Find” phase to determine the
nearest node that should receive the message, L.e., node A.3.
It then appends the path to node A.3 1o the DTL and forwards
the JOIN-REQ to node A.3. Node A.3, being in the ACTIVE
state, replies to receipt of the message by retuming a
JOIN-ACK message (step () of the “Join™ phase). The
JOIN-ACK messages refraces the path followed by the
JOIN-REQ message. When the JOIN-ACK crosses the
border link (A_5—B.5), the state machine of logical node B
is updated to the ACTIVE state. Logical node C becomes
ACTIVE when the JOIN-ACK message is sent across link
(B.4—C.2). The resulting multicast tree is shown as dotted
lines in FIG. 12. Node B.2 can now join the multicast tree
by joining node B.4, as shown in FIG. 13.

If participant A.3 Ieaves the nmlticast group, then it sends
a LEAVE message to node A.5, which propagates the
message to node B.5. Node A.5 also sends a copy of the
LEAVE message to node A1, so that the global state
machine of logical peer-group A may be changed to the
IDLE state. Node B.5 also sends a LEAVE message to node
B.4. However, the propagation of the latter message stops at
node B4 since that node has two ACTIVE neighbors, nodes
B.1 and C.2. The resulting tree is shown in FIG. 14. Assume
now node B.2 similarly leaves the multicast group. In this
instant the LEAVE message propagates to node C.4. Recall
that when the LEAVE message is sent across link B4—C2,
a copy is also sent to node B.1 so that the global state
machine for the peer-group may be changed to IDLE state.
The final tree consisting of only node C.4 is shown in FIG.
15.

The foregoing is merely illustrative of the principles of
the invention. Those skilled in the arnt will be able to devise
numerous arrangements, which, although not explicitly
shown or described herein, nevertheless embody those prin-
ciples that are within the spirit and scope of the invention.

We claim: -

1. Amethod of joining a multicast connection originating
from a sonrce node distributing multicast information, said
multicast connection being established in a network com-
posed of a plurality of communications nodes, said method
comprising the steps of:

at one of said nodes, responsive to receipt of a request to

receive said multicast information, constructing at least
one routing tree formed from selected paths to each of
a number of other nodes identified in the tree and
sending a message identifying said multicast informa-
tion to the selected modes in accordance with the
routing tree, and

at said ope node, responsive to receipt of a message

identifying said source node as being the originator of
the identified multicast information, sending a message
containing a request to join multicast distribution of the
identified multicast information.
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2. The method of claim 1 further comprising the steps of sive to having no other recipient for said multicast
at the source node, responsive to receipt of a message information, sending the received termination message
containing a request to join the multicast distribution of to the source node.
the identified information, returning an acknowledg- 8. Amethod of joining a multicast connection originating
ment message to the originator of the message. 5 from a source node distributing multicast information, said

3. The method of claim 1 further comprising the sieps of  multicast connection being established in a network com-
at the source node, responsive to receipt of a message  Posed of a plurality of commupications nodes, said method
containing a request to join the multicast disteibution of ~ comprising the steps of

the identified information, constructing a network path
tree rooted at the source node and extending to the node
originatiug the message, and

supplying the multicast information via the path tree

rooted at the source node.

4. The method of claim 3 wherein said multicast tree
includes at one intermediate node between the source node
and the node originating the message and wherein said
method further comprises the steps of

at the intermediate node, responsive to receiving from
another one said nodes a message containing a request
for said multicast information, returping to said other
one of said nodes  reply message indicating that said
intermediate node can supply said multicast
information, and
at said other one of said nodes accumulating all reply
messages to its request for the multicast information
and determining which of nodes returning a reply
message is closest to said other one of said nodes, and

sending a message to join the multicast fo the determined
closest one of the nodes that returned a reply message
to said other one of said nodes.

5. The method of claim 4 further comprising the step of

at the closest one of the nodes, responsive o receipt of the

join message and thereafter responsive to receipt of
multicast information via the path tree rooted at the
source node, sending a copy of the received multicast
information to the other one of said nodes.

6. The method of claim 5 wherein said intermediate node
is said closest one of the nodes and wherein said method
further comprises the steps of

at said intermediate node, responsive to receiving from

said one node a message addressed to said source node
and requesting a termination of the seading of the
multicast information to said one node, terminating the
sending of the multicast information to said one node
and continuing to supply the moulticast information as it
is received to said other one of said nodes.

7. The method of claim 5 wherein said intermediate node
is said closest one of the nodes and wherein said method
further comprises the steps of

at the intermediate node, responsive to receiving from

said other one of said nodes a message addressed to
said source node and requesting a termination of the
sending of the multjcast information to said other one
of said nodes, terminating the sending of the multicast
information to said other one of said nodes, and respon-
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at a petwork node, responsive to receiving from first and
second other ones of the network nodes respective
message requests {o join the multicast, determining as
a function of a predetermined parameter a first one and
asecond one of the first and second nodes, said first one
is to be connected first to the multicast connection and
sending a wait message to said second one,

forwarding the message received from said first one over
a path contained in that message, and

thereafter, responsive to receipt of multicast information
from a source via a path rooted at the source, supplying
the multicast information to said first one.

9. The method of claim 8 further comprising the steps of

at said other one of said first and second nodes, response
to receipt of the wait message, waiting a predetermined
period of time, and

at the expiration of that period of time, again sending a
message requesting receipt of the multicast informa-
tion.

10. The method of claim 9 further comprising the step of

at said network node, responsive to receipt of the request
message from said other one of said first and second
nodes, supplying said multicast information to said
other one of said first and second nodes as it is received
from the source.

11. The method of claim 9 further comprising the steps of

at said network node, responsive to receiving from said
one node of said first and second modes a message
addressed to said source node and requesting a termi-
nation of the sending of the multicast information to
said one of said first and second nodes, terminating the
sending of the multicast information to that node and
continuing to supply the multicast information as it is
received to said other one of said first and second
nodes. :

12. The method of claim 9 further comprising the steps of

at said network node, responsive to receiving from said
other one of said first and second nodes a message
addressed to said source node and requesting a termi-
nation of the sending of the multicast information to
said other one of said first and second podes, terminat-
ing the sending of the multicast information to said that
node, and responsive to having no other recipient for
said multicast information, sending the received mes-
sage requesiing termination to the source node.

¥ * * ¥ ¥
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DYNAMIC CONFIGURATION OF WIRELESS
NETWORKS

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to the management of com-
puter devices within a wireless network, where the computer
devices are apt to appear and disappear on a regular basis.

2. Description of the Prior Art

‘Wireless networks connecting computer devices are a
pecessary component of distributed, collaborative, and por-
table applications. However wireless networks pose a
unique set of software problems to be solved. Traditional
wired networks are relatively static. When a new computer
or branch of the network is added, it can be assumed that it
will exist for a lengthy period of time. In a dynamic, volatile
user environment such as emergency medical care, people
and computer components can be arriving and departing on
a minute by minute basis. If the computer components are
running applications that wish to share data, or if the
computers wish to share applications themselves, it is nec-
essary to automatically manage the appearance and disap-
pearance of network connections.

Unfortunately, existing networking methodologies are
primarily designed to assume that the various compnter
devices are static—e.g., that they will always be in range and
connected to the network. Of course, this may not always be
the case, especially in certain applications. For example,
with respect to the emergency medical care environment
mentioned previously, medical techuicians and medical
vehicles may each be outfitted with computer devices for
collecting and sharing medical information, etc. Because
such computer devices may be brought into use with each
other in a dynamic fashion, it cannot be assumed that any of
these devices will be present, nor in any specific configu-
ration. Therefore, prior art wireless network maintenance
systems are simply unsuited to such environments.

There is therefore a significant need in the art for a system
for dynamically managing a wireless network of computer
devices, 50 as to ensure that each device will properly be
connected to the network.

SUMMARY OF THE INVENTION

In the present invention, each computer that is to partici-
pate in the dynamic network continuously broadcasts ils
address to any other computer within range of the wireless
network hardware. To minimize the overhead on the avail-
able communications bandwidth, this broadcast only con-
tains a number identifying this message as an address
broadcast and another number representing the address of
the sending machine. This message must be sent as often as
the network is expected to change (for example, once per
minute for a highly dynamic network).

When a computer receives a broadcast message from a
machine it is not currently connected to, it can then use any
standard communications protocol (i.e., TCP/IP) to establish
a connection to the broadcasting machine. Depending on the
application requirements, a set of rules might be consulted
to decide whether to connect to a particular machine or not.
Once the connection is established, a message is sent to the
broadeasting machine notifying it of the sew conoection.
This allows for either client/server, peer-to-peer, or other
communications strategies to be implemented, depending on
the application.

Upon establishing 2 new connection between a pair of
computers, a data synchronization protocol is employed to
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exchange data, applications, or configure services. Each
machine in the newly connected pair sends a set of messages
to the other. Each of these messages contains an identifier for
the data object, application, or service the computer can
supply along with the status of the data object, application,
or service (the status could be the last date and time a
particular data object was updated, for example). When a
machine receives a data synchronization message, it can
look at the identifier and status to decide whether to send a
request to its partner machine. For example, if it notices that
a data object it has interest in has a more recent update time
stamp, it can request a new copy of the data object. The
number and type of data synchronization messages and the
response to those messages can vary to satisfy specific
application requirements.

In a mobile environment, it is likely that a computer could
move out of communication contact for a brief time
{seconds or minutes) and then come back into range. To
avoid having many disconnects, recopnects, and data syn-
chronizations happening, a commection degradation strategy
is used. When a connection is first established or when any
data is received from a connection (including a broadcast
message), that connection is marked as LIVE. At regular
timed intervals, all the comnections a machine has are
downgraded one level. From LIVE, a connection moves to
STALE; from STALE, to DEAD; and from DEAD, to
DISCONNECTED. The amount of time between down-
grades should be closely tied to the broadcast message rate.
A simple implementation is to downgrade before each
broadcast, if it can be assumed that each machine partici-
pating in the dynamic network is broadcasting at the same
rate. If an application attempts to send data on a connection
that is any state other than LIVE, the data is queued up and
not transmitted. As soon as the connection becomes LIVE
again, any queued data can be sent according to any sched-
uling rules that are in place. Once a connection has reached
the DISCONNECTED state, any termination required by the
underlying communications protocol can be done. No data
can be sent o or received from the machine at the other end
of a DISCONNECTED connection until a broadcast mes-
sage has caused a recomnect and data synchronization to
happen.

BRIEF DESCRIFTION OF THE DRAWINGS

FIG. 1is a block diagram depicting one instantiation of a
dynamic network of the present invention.

FIG. 2 is a diagram depicting the process performed by
the system of FIG. 1.

FIG. 3 is a diagram depicting an example of the format of
a data packet that may be transmitted between the process-
ing systems of FIG. 1.

DETAILED DESCRIPTION OF THE
INVENTION

Apreferred embodiment of the invention is now described
in detail. Referring to the drawings, like oumbers indicate
like parts throughout the views.

FIG. 1 is a block diagram depicting one instantiation of a
dynamic aetwork of the present invention, linking a first
processing system 101 1o a second processing system 102
via wireless radio frequency (RF) connection 121. Each
processing system may consist of a hardware module cailed
Wireless Network Hardware 111 and the software modules/
objects called Communication Configuration 112, Security
Manager 113, Connection Manager 114, Communication
Channel 115, and Packet Router 116.
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The Connection Manager 114 is the main sofiware mod-
ule controlling the dynamic network. It is responsible for
monitoring incoming nefwork data packets, detecting new
processing systerss on the network, creating new commu-
nication channels within the wireless broadcast 121, detect-
ing when processing systems leave the network, and closing
communication channels. There is one Connection Manager
114 running on each processing system 101, 102, etc.

The Security Manager 113 controls which processing
systems are allowed to connect and which data is allowed to
be accessed by these processing systems. There is one
Security Manager 113 running on each processing system.

A Communication Channel module 115 is nsed to send
application data from one processing system to another
processing system (e.g., from system 101 to system 102) via
the wireless network 121. It is responsible for ensuring data
delivery in the proper sequence without error. There can be
many Communication Channel modules 115 on each pro-
cessing system.

The Packet Router 116 receives data from the Wireless
Network Hardware 111 and forwards it to other software
modules that have registered for the data. It understands the
format of application data packages and constructs these
packets by reading network data bytes from the Wireless
Network Hardware 111. One Packet Router 116 is maning
in each processing system.

The Communication Configuration module 112 allows
users to edit and store parameters that control the actions
taken by the other software modules. For this portion of the
dynamic network, valid parameters include processing sys-
tem identification, connection and data transmission
permissions, broadcast and connection degradation timeout
values, and any configuration parameters needed for a
communication chanuel. There is also one Communication
Configuration module ¥12 on each processing system.

The Wireless Network Hardware 111 is the interface
between processing systems (via wireless RF broadcast
121). In one embodiment, hardware 111 may comprise a
‘WavelLAN system, available from AT&T, but may also be
implemented with cellular phones and modems, PCS
systems, satellite telephones, CB radios, or any other wire-
less communication system.

FIG. 2 depicts the flow of control for the dynamzic network
configuration of FIG. 1. In a preferred embodiment, the
process of FIG. 2, as well as the processes performed by
software modules/objects 1121186, may be programmed for
IBM-compatible PCs operating under the Windows
environment, available from Microsoft Corporation, or
equivalent. Other suitable environments include Unix,
Macintosh, or any other programming environment.

In summary, steps 201204 are initialization steps. Steps
205-209 form the main processing loop for the Connection
Manager 114. In steps 210-214, the Connection Manager
114 responds to connection requests coming from other
processing systems. {received via wireless comnection 121
through the Wireless Network Hardware 111). Steps
215-226 form the basis for detecting when a processing
system has left the network, 7569

F1G. 2 will now be described in further detail. In steps
201-204, when each processing system is started, it first
creates a new Connection Manager 114 and 2 new Packet
Router 116. For example, if Smalltalk is used as a program-
ming language, the message new is sent to the Connection-
Manager class and the result saved in a variable for future
reference. In C++, the new operator would be invoked for
ihe ConnectionManager class and the result saved in a
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variable. In C, the malloc( ) function would be used to
allocate a ConnectionManager data structure and the result
saved in a variable.

The Connection Manager 114 then informs the Packet
Router 116 that it wants to receive all data packets that arrive
from wireless connection 121 via the Wireless Network
Hardware 111, The Packet Router 116 stores this request in
a suitable internal table. The Connection Manager 114 also
reads and stores the identifier for this processing system
from the Communication Configuration 112. It also reads
values for the broadcast timer and the connection degrada-
tion timer and staris these two timers running. In one
embodiment, these timers may be implemented by using
standand Microsoft Windows functions to create and start
operating system timers that send periodic messages to the
software modules/objects.

In step 205, the Connection Manager 114 creates a
network data packet containing the identifier for this pro-
cessing system and sends it to the Packet Router 116,
instructing the Packet Router 116 to broadcast the packet
through the Wireless Network Hardware 111 and connection
121 to all other processing systems within transmission
range.

In one embodiment, all network data packets 300 may
consist of a series of bytes in a common format, as depicted
in FIG. 3. For example, the first two bytes 301 may always
be the number 01 followed by the number AA (base 16).
These two bytes identify the start of a data packet 300, The
next four bytes 302 represent the integer identifier of the
sending processing system. These four bytes are ordered
with the most significant byte of the identifier first and the
least significant byte last. Then follow four bytes 303 in the
same order representing the integer identifier of the receiv-
ing processing system. Next is a single byte 304 encoding
the packet sequence number.

Each Communication Channel between two processing
systems maintains a Current Packet Sequence Number that
can be used to reorder the network packets into their proper
sequence if intermediary petwork bardware or software
cither lost or delivered packets out of the intended order. The
Current Packet Sequence Number is incremented and stored
at 304 in each packet 308 before it is transmitted. Once the
value exceeds the maximum infeger that can be stored in a
single byte (255), it is reset to 0.

Following the sequence mumber are foor bytes 308 that
store an integer representing the size of the entire network
packet 300. These fonr byles are ordered with the most
significant byte of the size first and the least significant byte
last. Then follows a single byte 306 that identifies the
message being sent from one processing system to another.
For example, a value of 1 indicates that the packet is an
identification packet, a value of 2 for a connection packet, a
value of 3 for a data received packet, a value of 4 for an error
packet, and values of 5 and higher for application specific
data.

After the message ID byte 306 arc a set of data bytes 307.
The number of data bytes and their meaning is dependent on
the message 1D byte 306. An identification packet has no
data bytes 307 since the processing system identification is
already encoded in the network packet. A connection packet
would also have no data bytes 307 since that is needed to be
known is that a connection occurred. An error packet could
have one data byte 307 that indicated what error occurred.
The last two bytes 308 in the network packet are checksum
bytes.

Before the packet 300 is transmitted, all the bytes in the
packet (excluding the two checksum bytes) are added
together and the result truncated to fit into two bytes. The
resulting truncated sum is stored, most significant byte
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followed by least significant byte, at the end 308 of the
network packet. These two bytes 308 are used to detect
errors in the data transmission. The receiving processing
system computes the checksum for the bytes it received and
compares it to the transmitted checksum 308 generated by
the sending processing system. If the two values match, no
error has presumably occurred.

In steps 206209, the Connection Manager 114 then waits
for either a network packet to come in from the Packet
Router 116 or for one of the timers to trigger. This loop
repeats until the processing system is shut down and the
Connection Manager 114 is destroyed. If the identification
timer triggers (step 209), the processing system repeats the
broadcast of the identification packet (step 205), restarts the
timer, and continues looping. Otherwise, it continues wait-
ing for timers or packets.

In step 210, if an identification packet has arrived (step
206), the respective processing system knows that another
Pprocessing system is present on the network. The Commu-
nication Channel Module 115 looks at the identifier in this
packet and tries to find an active communication channel
(one whose Connection State is anything but
DISCONNECTED) for the identifier. These flags may be
represented as integers (for example, 0=LIVE, 1=STALE,
2=DEAD, 3=DISCONNECTED) and may be stored in a
variable maintained by the Communication Channel object.
If an active channel already exists, its Connection State is
updated to LIVE (Step 216) and the Connection Manager
114 continues to wait for another packet or timer (step 208).
Since all processing systems are repeatedly broadcasting
identification packets, this will serve to keep a channel alive
even if it is not being used to carry application data.

In step 211, if no active communication channel is found
for the incoming identifier, the Security Manager 113 is
consulted to see if a new channel is allowed. The Security
Manager 113 reads configuration information that the user
stored via, for example, a user interface into the Commu-
nication Configuration 112. If it is not permitted, the Con-
nection Manager 114 continues to wait for another packet or
timer (step 207).

In steps 212-214, if the Security Manager 113 allows a
new channel to be created, the Connection Manager 114
creates and stores a new Communication Chanpel 115. A
new Communication Channel 115 is created in the same
manner as the Connection Manager 114 (depending on the
programming language used). The Connection Manager 114
may have a variable that lists all the communication chan-
nels. The new channel is given the incoming identifier and
has its Connection State set to LIVE (step 213). Once this is
done, a connection packet is comstructed (discussed
previously) and sent to the Packet Router 116 with instruc-
tions to send the packet to the processing system via wireless
broadcast 121 that sent the incoming identification packet
(step 214). This connection packet notifies the other pro-
cessing system that the present processing system has
accepted its request for a connection and can be used to
initiate application-specific data synchronization
(corresponding to the particular application of the present
invention). The Connection Manager 114 then continues to
wait for packets or timers (step 207).

In steps 215-216, if a data packet comes to the Connec-
tion Manager 114 from the Packet Router 116, the Connec-
tion Manager 114 finds the Communication Channel over
which the packet arrived and sets the Connection State of the
that channel to LIVE. This keeps channels alive as long as
they are being used to carry application data. After the
Connection State is updated, the Connection Manager 114
continues to wait for other packets or timers (step 208).
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In steps 217-226, once the connection degradation timer
triggers (step 208), the Connection Manager 114 loops
through all the stored Communication Channels and lowers
their Connection State. For example, in Microsoft Windows,
the operating system calls a function in a software object of
the present invention when the timer triggers. If the chan-
nel’s Connection State is LIVE, it is demoted to STALE. If
it is STALE, it is demoted to DEAD. If it is DEAD, it is set
to DISCONNECTED, a disconnect packet is constructed
and sent through the Packet Router 116 to the other pro-
cessing system, the channel is closed, and the channel is
removed from the list stored in the Connection Manager 114
(steps 223-226). Note that when the Connection State
reaches DISCONNECTED, it is unlikely that the disconnect
packet can be sent through the channel since the other
processing system is most likely out of communication
range. Any application data given to a Communication
Channe] whose state is other than LIVE should be stored and
not sent to the Packet Router 116. When the channel’s state
is upgraded to LIVE, this stored data can then be sent
through the Packet Router 116.

The previous set of steps are the key to the dynamic
network. It allows a processing system to temporarily dis-
appear from and reappear on the network (by moving behind
a steel wall or slightly out of range, for example) without
closing the communication channel. If processing systems
are sharing data in a shared peer-to-peer configuration or if
some processing systems are acting as servers for others,
establishing a connection between processing systems could
involve a high volume of data exchange. This algorithm
minimizes the overhead associated in establishing,
terminating, and re-establishing Communication Channels.

The present invention has been described with respect to
one exemplary embodiment. Those having ordinary skill in
the art will recognize that the present invention may be
implemented in a variety of ways, while falling within the
scope of the accompanying patent claims. For example, the
present invention may be used with a variety of wireless
communication systems and protocols, and could even be
used with non-wireless communication networks.
Moreover, while a specific process and data format have
been disclosed, it will be readily apparent that other equiva-
lent processes and formats may also be utilized.

What is claimed is:

1. In a dynamic data network for linking a first processing
system to a second processing system over a commurmication
medium, the first processing system comprising:

(2) means for transmilting over the communication
medium a first identification signal associated with the
first processing system;

(b) means for detecting a second identification signal
received over the communication medinm from the
second processing system, whereby the second identi-
fication signal is transmitted by the second processing
system in response to the receipt of the first identifi-
cation signal by the second processing system;

(c) means for transmitting over the communication
medium to the second processing system a first con-
nection signal, responsive to the detection of the second
identification signal by the detecting means;

(d) means for establishing a communication channel
between the first processing system and the second
processing system, responsive to the detection of a
second connection signal transmitted from the second
processing system, indicative of the second processing
system’s receipt of the first connection signal from the
first processing system;
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(¢) meaos for storing an indication of a state of said
communication channel, said state including an estab-
lished state, a temporarily de-established state, and a
permanently de-established state; and

() means for storing information relating each commu-
nication channel in an established state to a detected
identification signal. :

2. The system of claim 1, wherein the communication
medium is a wireless radio frequency connection.

3. The system of claim 1, wherein the system further
comprises: means for temporarily de-establishing the com-
munication channel between the first processing system and
the second processing system, responsive to a disconnection
of the first processing system and the second processing
system over the communication medium.

4. The system of claim 3, wherein the system further
comprises: means for re-establishing the communication
channel between the first processing system and the second
processing system if the first processing system and the
second processing system remain disconnected for less than
a pre-selected amount of time.

5. The system of claim 3, wherein the system further
comprises: meaus for permanently de-establishing the com-
munication channel between the first processing system and
the second processing system if the first processing system
and the second processing system remain disconnected for
greater than a preselected amount of time.

6. A process for linking a first processing system to a
second processing system over a communication medium in
a dynamic data network, the process comprising the steps of:

(a) transmitting over the communication medium a first
identification signal associated with the first processing
system;

(b) detecting a second identification signal received over
the communication medium from the second process-
ing system, whereby the second identification signal is
transmitted by the second processing system in
response to the receipt of the first identification signal
by the second processing system;

(c) transmitting over the communication medium to the
second processing system a first connection signal,
respousive to the detection of the second identification
signal by the detecting means;

(d) establishing a data communication channel between
the first processing system and the second processing
system, responsive to the detection of a second con-
nection signal transmitted from the second processing
system, indicative of the second processing system’s
receipt of the first connection signal from the first
processing system;

(e) storing an indication of a state of said data commu-
nication channel, said state including an established
state, a temporarily de-established state, and a perma-
nently de-established state, said indication set to indi-
cate said established state in response to said establish-
ing step (d); and

(f) storing information relating each data communication
channel in an established state to a detected identifica-
tion signal.

7. The process of claim 6, further comprising the step of:
temporarily de-establishing the communication channel
between the first processing system and the second process-
ing system, responsive to a disconnection of the first pro-
cessing system and the second processing system over the
communication medium.
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8. The process of claim 7, further comprising the step of:
re-establishing the communication channel between the first
processing system and the second processing system if the
first processing system and the second processing system
remain disconnected for less than a pre-selected amount of
time.

9. The process of claim 7, further comprising the step of:
permanently de-establishing the communication channel
between the first processing system and the second process-
ing system if the first processing system and the second
processing system remain disconnected for greater than a
pre-selected amount of time.

10. A computer network comprising:

(a) a communication medium;

(b) a first processing system comprising;

(i) means for transmifting over the communication
medium a first identification signal associated with
the first processing system;

(ii) means for detecting a second identification signal
received over the communication medum;

(iif) means for transmitting over the communication
medium a first connection signal, responsive to the
detection of the second identification signal by the
detecting means;

(iv) means for establishing a data communication chan-
nel over the communication medjum, responsive to
the detection of a second connection signal over the
communication medium;

(v) means for storing an indication of a state of said
data communication channel, said state including an
established state, a temporarily de-established state,
and a permanently de-established state; and

(vi) meaos for storing information relating each data
communication channel in an established state to a
detected identification signal; and

(c) a second processing system comprising:

(i) means for transmitting over the communication
medium a second identification signal associated
with the second processing system;

(il) means for detecting over the communication
medium the first connection signal; and

(iif) means for transmitting over the communication
medium a second connection signal, responsive to
the detection of the first connection signal by the
detecting means.

11. The system of claim 10, wherein the communication
medium is a wireless radio frequency connection.

12. The system of claim 10, wherein the system further
comprises: meaus for temporarily de-establishing the com-
munication channel between the first processing system and
the second processing system, responsive to a disconnection
of the first processing system and the second processing
system over the communication medium.

13. The system of claim 12, wherein the system further
comprises: means for re-establishing the communication
channel between the first processing system and the second
processing system if the first processing system and the
second processing system remain disconnected for less than
a pre-selected amount of time.

14. The system of claim 12, wherein the system further
comprises: means for permanently de-establishing the com-
mumcation channel between the first processing system and
the second processing system if the first processing system
and the second processing system remain disconnected for
greater than a preselected amount of time.

* x * ¥ ¥
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Please replace the paragraph beginning at page 1, line 3, with the following rewritten
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This application is related to U.S. Patent Application No. 09/629,576

3

entitled "BROADCASTING NETWORK," filed on July 31, 2000 (Attorney Docket

No. 030048001 US); U.S. Patent Application No._09/629,570 -, entitled

"JOINING A BROADCAST CHANNEL," filed on July 31, 2000 (Attorney Docket No.

030048002 US); U.S. Patent Application No._09/629,577 , "LEAVING A

BROADCAST CHANNEL," filed on July 31, 2000 (Attorney Docket No. 030048003 US), U.S.

Patent Application No._09/629,575 , entitled "BROADCASTING ON A

BROADCAST CHANNEL," filed on July 31, 2000 (Attorney Docket No. 030048004 US), U.S.

Patent Application No. 09/629,572 , entitled "CONTACTING A BROADCAST

CHANNEL," filed on July 31,2000 (Attorney Docket No. 030048005 US), U.S. Patent

Application No. 09/629.023 , entitled "DISTRIBUTED AUCTION SYSTEM,"

filed on July31, 2000 (Attorney Docket No. 030048006 US); U.S. Patent Application No.

09/629,043 : —, entitled "AN INFORMATION DELIVERY SERVICE," filed on

July 31,2000 (Attorney Docket No. 030048007 US), U.S. Patent Application No.

09/629.024 , entitled "DISTRIBUTED CONFERENCING SYSTEM,," filed on

July 31, 2000 (Attorney Docket No. 030048008 US); and U.S. Patent Application No.

09/629.042 , entitled "DISTRIBUTED GAME ENVIRONMENT," filed on

July 31, 2000 (Attorney Docket No. 030048009 US), the disclosures of which are incorporated

herein by reference.
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Please add the following new paragraph as an Abstract.

A method for leaving a multicast computer network is disclosed. The method allows for
the disconnection of a first computer from a second computer. When the first computer decides
to disconnect from the second computer, the first computer sends a disconnect message to the
second computer. Then, when the second computer receives the disconnect message from the

first computer, the second computer broadcasts a connection port search message to find a third

computer to which it can connect.
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Amendments to the Claims:

Following is a complete listing of the claims pending in the application, as amended:

1-8.  (Withdrawn)

l )/ (Currently amended) A method of disconnecting a first computer from a second
computer, the first computer and the second computer being connected to a broadcast channel,
said broadcast channel forming an m-regular graph where m is at least 3, the method comprising:

when the first computer decides to disconnect from the second computer, the first

computer sends a disconnect message to the second computer, said disconnect

message including a list of neighbors of the first computer; and

when the second computer receives the disconnect message from the first computer, the

on 2 brosdcastchanrel

second computer broadcasts a connection port search message, to find a third

Y o der Yo mirhan an M—Y%W\w wfh
computer to which it can connect, said third computer being one ¢f the neighbors

on said list of neighbors.
L - . ,
M. (Onginal) The method of claim 9 wherein the second computer receives a port

connection message indicating that the third computer is proposing that the third computer and

the second computer connect.
3
M (Original) The method of claim 4 wherein the first computer disconnects from

the second computer after sending the disconnect message.

d‘ ,1/2/ (Original) The method of claim9 " wherein the broadcast channel is implemented

using the Internet.
13.  (Cancelled)

14, (Cancelled)
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5 S
_¥57  (Original) The method of claim ]}4 wherein the first computer and second

computer are connected via a TCP/IP connection.

e
/l’( (Currently amended) A method for healing a disconnection of discennecting-a
first computer from a second computer, the computers being connected to a broadcast channel,

said broadcast channel being an m-regular graph where m is at least 3, the method comprising:

attempting to send a message from the first computer to the second computer; and

when the attempt to send the message is unsuccessful, broadcasting from the first
computer a connection port search message indicating that the first computer

needs a connection;_and

having a third computer not already connected to said first computer respond to said

connection port search message in a manner as to maintain an m-regular graph.

d b
¥~ (Original) The method of claim J6'including:

when a third computer receives the connection port search message and the third
computer also needs a connection, sending a message from the third computer to
the first computer proposing that the first computer and third computer connect.
18" (Original) The method of claim}/’fincluding:
when the first computer receives the message proposing that the first computer and third
computer connect, sending from the first computer to the third computer a
message indicating that the first computer accepts the proposal to connect the first
q computer to the third computer.
b
)9( (Original) The method of claim }Kwherein each computer connected to the
broadcast channel is connected to at least three other computers.

20.  (Cancelled)
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21.  (Cancelled)
\© » ' \0
_27_  (Original) The method of claim )6/ wherein the broadcasting includes sending the
message to each computer to which the first computer is connected.
\ .
\,Z/f (Currently amended) A computer-readable medium containing instructions for

controlling disconnecting of a computer from another computer, the computer and the other

computer being connected to a broadcast channel, said broadcast channel being an m-regular

graph where m is at least 3, comprising:

a component that, when the computer decides to disconnect from the other computer, the
computer sends a disconnect message to the other computer, said disconnect

message including a list of neighbors of the computer; and

a component that, when the computer receives a disconnect message from another

. o Pee b(ooACFrS\— chapwe)
o computer, the computer broadcasts a connection port search message, to find a
o i or de Yo maintiin An m-veslae 4ragh, '
computer to which it can connect, said computer to which it can c%%nect bein
c l-Sal¢ cOMPUIeEr to which 1l can connect being
‘ one of the neighbors on said list of neighbors.
v \y

24 (Original) The computer-readable medium of claim 2% including:

a component that, when the computer receives a connection port search message and the
computer needs to connect to another computer, sends to the computer that sent
the connection port search message a port connection message indicating that the

computer is proposing that the computer that sent the connection port search

message connect to the computer. '
\2 \v
i 3 - - ) - -
.4 (Original) The computer-readable medium of claim ,2'{ including:
~a component that, when the computer receives a port connection message, connecting to

the computer that sent the port connection message.

26.  (Cancelled)
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H

27, (Cancelled) \
‘ \

\ ,28/ (Original) The computer-readable medium of claim %5 wherein the computers are

- connected via a TCP/IP connection.

\)
) 297 (Original) The computer-readable medium of claim_24 wherein the computers
%fb that are connected to the broadcast channel are peers. |
\\@ \

307 (Original) The computer-readable medium of claim Q/f wherein the broadcast

channel is implemented using the Internet.
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REMARKS

This commﬁnicatien is in response to the first Office Action dated November 5, 2003.
Claims 9-30 are currently pending. Claims 1-8 have been withdrawn due to election of Claims
9-30 without traverse in response to a Restriction Requirement. In the Office Action, the
Examiner noted that the Abstract is missing. An abstract has been provided herein on a separate
sheet as requested by the Examiner. The Examiner also rejected Claims 9-30 as being obvious in
view of U.S. Patent No. 6,618,752 to Moore et al. (Moore), U.S. Patent No. 6,353,599 to Bi et al.
(Bi), and "Graph Theory with Applications”" by Bondy et al. (Bondy).

The Present Claimed Invention

The claims of the present application are directed primarily towards the disconnection of
a computer from a broadcast network (channel). @ While the present specification
comprehensively covered all aspects of a broadcast network, the present claimed invention is
directed towards only those specific aspects related to disconnection (voluntary or involuntary)
of a computer from that network.

A connected computer disconnects from the broadcast channel either in a planned or
unplanned manner. When a computer disconnects in a planned manner, it sends a disconnect
message to each of its four neighbors. The disconnect message includes a list that identifies the
four neighbors of the disconnecting computer. When a neighbor receives the disconnect
message, it tries to connect to one of the computers on the list. In one embodiment, the first
computer in the list will try to connect to the second computer in the list, and the third computer
in the list will try to connect to the fourth computer in the list. If a computer cannot connect
(e.g., the first and second computers are already connected), then the computers may try
connecting in various other combinations. If connections cannot be established, each computer

broadcasts a message that it needs to establish a connection with another computer. When a

[03004-8003-US0000/Amend SLO33250118.doc} -8-
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computer with an available internal port receives the message, it can then. establish a connection
with the computer ;Lhat broadcast the message.

When a computer disconnects in an unplanned manner, such as resulting from a power
failure, the neighbors connected to the disconnected computer recognize the disconnection when
each attempts to send its next message to the now disconnected computer. Each former neighbor
of the disconnected computer recognizes that it is short one connection (i.e., it has a hole or
empty port). When a connected computer detects that one of its neighbors is now disconnected,
it broadcasts a port connection request on the broadcast channel, which indicates that it has one
internal port that needs a connection. The port connection request identifies the call-in port of
the requesting computer. When a connected computer that is also short a connection receives the
connection request, it communicates with the requesting computer through its external port to
establish a connection between the two computers.

It is possible that a planned or unplanned disconnection may result in two neighbors each
having an empty internal port. In such a case, since they are neighbors, they are already
connected and cannot fill their empty ports by connecting to each other. Such a condition is
referred to as the "neighbors with empty ports" condition. Each neighbor broadcasts a port
connection request when it detects that it has an empty port as described above. When a
neighbor receives the port connection request from the other neighbor, it will recognize the
condition that its neighbor also has an empty port.

To detect this condition, which would be a problem if not repaired, the first neighbor to
receive the port connection request recognizes the condition and sends a condition check
message to the other neighbor. The condition check message includes a list of the neighbors of
the sending computer. When the receiving C(}mputer receives the list, it compares the list to its

own list of neighbors. If the lists are different, then this condition has occurred in the large

[03004-8003-US0000/Amend SLO33250118.doc} -9-
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regime and repair is nee_ded. To repair this condition, the recéiving 'computer will send a
condition repair rethuest to one of the neighbors of the sending computer which is not already a
neighbor of the receiving computer. When the computer receives the condition repair request, it
disconnects from one of its neighbofs (other than the neighbor that is involved with the
condition) and connects to the computer that sent the condition repair request. Thus, one of the
original neighbors involved in the condition will have had a port filled.

However, two computers are still in need of a connection, the other original neighbor and
the computer that is now disconnected from the computer that received the condition repair
request. Those two computers send out port connection requests. If those two compﬁters are not
neighbors, then they will connect to each other when they receive the requests. If, however, the
two computers are neighbors, then they repeat the condition repair process until two non-
neighbors are in need of connections.

Distinctions Between the Prior Art and the Claimed Invention

The primary reference upon which the Examiner relies upon is the Moore patent. The
Moore patent discloses a software method for multicasting information over large networks. The
example given in Moore is the distribution of, for example, music to various client users over the
Internet. Moore correctly identified that the client server architecture commonly used where a
single server serves multiple streams of data to each of the clients can be limiting. In particular,
the number of clients served is limited by the capacity of the server and the bandwidth of the
server's connection to the network (such as the Internet).

Instead, Moore proposes whét is characterized as a daisy chain arrangement where clients
act as "mini-servers” to forward the data stream onto other clients. Perhaps this can be best seen
in Figure 5B where the server 206 serves a data stream to a first child host 506. When a second

child host 504 wishes to access the data stream, the child host 504 is connected to the child host

[03004-8003-USC000/Amend SLO33250118.doc] -10-
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506, rather than to the original server 206. Figure' 5C shows another netv;*ork architecture Which
is similar to the aaisy chaining of Figure 5B, but includes multiple branching into a tree
structure. Figure 5D shows a two-level daisy chain tree structure. Importantly, in all of the
network architectures shown in the Moore patent, in no instance can it be considered that the
architecture of Moore describes a regular graph.

Furthermore, as noted by the Examiner, column 10 of the Moore patent does disclose a
method for disconnecting one of the child hosts from the network. The method described in the
Moore patent is a sjmplistic method which connects the upstream host to the downstream host of
the disconnected computer.

The Bi patent is cited for the proposition of teaching the use of sending a connection port
search message to find a computer that is available for connection.

The Bondy reference is cited for the general proposition of teaching graph theory as
applied to computer systems. Bondy mentions that the use of graph theory can be applied to
computer networks to insure greater feliability. However, there is no teaching in Bondy as to
how to disconnect a computer from a network and have the remaining computers in the network
form new interconnections.

In response to the Examiner's arguments, applicants have amended the independent
claims 9, 16, and 23 to include limitations that are not fairly shown in the cited references and
that are not rendered obvious by the cited references. Specifically, each of the independent
claims now require that the broadcast channel forms an M-regular graph with its constituent
computers. The corresponding dependent claims 14, 21, and 20 have been cancelled. Further,
each of the independent claims have been amended to indicate the importance that the graph has

an "M" value of at least 3. Therefore, the corresponding dependent claims related to that

limitation have been deleted as well.

[03004-8003-US0000/Amend $LO33250118.doc] -11-

ACTIVISION, EA, TAKE-TWO, 2K, ROCKSTAR, Ex. 1002, Vol. 3, p. 688 of 1657



Attoff;éy Docket No. 030048003US

After review of the cited references, applicants believe that the arﬂendments to the claims
place this case in condition for allowance. In particular, the network architecture described by
Moore clearly is not a graph structure, let alone an M-regular graph structure with an M at least
equal to 3. Instead, the Moore patent discloses a computer architecture that is at best a tree
structure where information and data only flow in one direction. In contrast, in a multicasting
graph structure of the present invention, data flows from each computer to all of the other
computers in its multicast list. The Examiner attempts to remedy the differences between the
Moore patent and the claimed invention by citing Bondy. Still, it is difficult to see how it would
have been obvious to combine the disconnection techniques of Moo;e with the graph theory
teachings of Bondy.

As set forth in column 10 of Moore, the only discourse as to how a computer can leave
the network while the network reconfigures itself is where in a daisy chain system, the client
upstream and the client downstream of the disconnected computer form a connection. This
protocol for disconnection is simplistic because the network architecture itself is simplistic.
There is simply no other way to reconfigure the network upon having a computer leave. In
contrast, because of the complexities of an architecture that incorporates graph theory ideas, the
present invention provides important methods and techniques for reconfiguring the M-regular
graph that is the computer network upon disconnection of a computer.

Therefore, claim 9 has been amended to indicate that when a voluntary disconnection
takes place, the disconnecting computer sends a list of its neighbors to all of its neighbors.
The neighbors of the first computer can then receive that list and can attempt to connect to
other computers on that list. This type of complex disconnection and healing process of a
regular graph computer network is not fairly shown in the Moore nor the Bondy references. For

this reason, claims 9-12 and 15 are in condition for allowance.
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Claims 16-19 and 22 relate to the situation where a com-puter is involuntarily
disconnected frorﬁ the M-regular graph computer network. Claim 16 has been amended to
indicate that the healing process of the computer network is performed in a way such as to
maintain the M-regular graph nature of the computer network. bnce again, as noted above,
because Moore teaches a simple non-graph architecture where disconnections are easily handled,
there would be no incentive to combine the graph theory of Bondy with the Moore teachings.
Therefore, claims 16-19 and 22 are iﬁ condition for allowance.

Claims 23-25 and 28-30 mirror claims 9-12 and 15. Thus, these claims are in condition
for allowance for the same reasons as those claims.

As seen from the remarks set forth above, at the heart of this case is whether or not it is
obvious to combine the deficient teachings of Moore with Bondy. Applicants respectfully
submit that the Examiner has failed to carry the burden. The Examiner's conclusory remarks as
to obvious cannot satisfy his burden under prevailiﬁg case law. According to controlling
caselaw, the motivation to combine references cannot be based on mere common knowledge and
common sense as to benefits that would result from such a combination, and instead must be
based on specific teachings in the prior art, such as a specific suggestion in a prior art reference.

For example, last year the Federal Circuit rejected an argument by the PTO’s Board of
Patent Appeals and Interferences that the ability to combine the teachings of two prior art
references to produce beneficial results was sufficient motivation to combine them, and
overturned the Board's finding of obviousness because of the failure to provide a specific
motivation in the prior art to combine the two prior art references.! The Manual of Patent

Examining Procedure ("MPEP") provides similar instructions.2

VIn In re Sang-Su Lee, the Federal Circuit last year indicated the following:
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Conversely, and in a similar manner to the arguments rejecfeci by the Federal Circuit, the
Examiner’s motiva;tion to combine these three prior art references is based solely on the alleged
beneficial results that would result from combining them, with no motivation from the prior art
cited to support the combination. Therefore, given the record, applicant respectfully submits that

the Examiner’s rejections are improper.

The Mortrup reference describes a television set having a menu display by which the user can adjust various
picture and audio functions; however, the Nortrup display does not include a demonstration of how to adjust the
functions. The Thunderchopper Handbook describes the Thunderchopper game's video display as having a
"demonstration mode" showing how to play the game . . . Lee appealed to the Board, arguing that . . . the prior art
provided no teaching or motivation or suggestion to combine this reference [Thunderchopper] with Nortrup . . .
On the matter of motivation to combine the Nortrup and Thunderchopper references, . . . review of the Examiner's
Answer reveals that the examiner merely stated that both the Nortrup function menu and the Thunderchopper
demonstration mode are program features and that the Thunderchopper mode "is user-friendly" and it functions as
atutorial, and that it would have been obvious to combine them.

When patentability turns on the question of obviousness, the search for and analysis of the prior art includes
evidence relevant to the finding of whether there is a teaching, motivation, or suggestion to select and combine the
references relied on as evidence of obviousness. See, eg., . . . In re Dembiczak, 175 F.3d 994, 999,
50 USPQ2d 1614, 1617 {Fed. Cir. 1999) ("Our case law makes clear that the best defense against the subtle but
powerful attraction of a hindsight-based obviousness analysis is rigorous application of the requirement for a
showing of the teaching or motivation to combine prior art references.™; In re Dance, 160 F.3d 1339, 1343, 48
USPQ2d 1635, 1637 (Fed. Cir. 1998) (there must be some motivation, suggestion, or teaching of the desirability
of making the specific combination that was made by the applicant); In re Fine, 837 F.2d 10’?1, 1075, 5 USPQ2d
1596, 1600 (Fed. Cir. 1988) ("’teachings of references can be combined only if there is some suggestion or

incentive to do so.™) (emphasis in original) (quo’ung ACS Hosp. 8ys., Inc. v. Montefiore Hosg 732 F2d 1572,
1577, 221 USPQ 929, 933 (Fed. Cir. 1984)). .

With respect to Lee's application, neither the examiner nor the Board adequately supported the selection and
combination of the Norirup and Thunderchopper references to render obvious that which Lee described. The
exarniner’s conclusory statements . . . do not adequately address the issue of motivation to combine.

In re Sang-Su Lee, 277 F.3d 1338, at 1341-1343, (Fed. Cir. 2002).

2 To establish a prima facie case of obviousness, three basic criteria must be met. First, there must be some suggestion
or motivation, either in the references themselves or in the knowledge generally available to one of ordinary skill in the art, to
modify the reference or to combine reference teachings. Second, there must be a reasonable expectation of success, Finally, the
prior art reference (or references when combined) must teach or suggest all the claim limitations. The teaching or suggestion to
make the claimed combination and the reasonable expectation of success must both be found in the prior art, not in applicant's

disclosure. In re Vaeck, 947 F.2d 488, 20 USPQ2d 1438 (Fed. Cir. 1991). See Manual of Patent Examining Procedure, § 2143
(emphasis added).
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In view of the foregoing, the claims pending in the application comply with the
requirements of 35 U.S.C. § 112 and patentably define over the applied art. A Notice of
Allowance is, therefore, respectfully requested. If the Examiner has any questions or believes a
telephone conference would expedite prosecution of this application, the Examiner is encouraged

to call the undersigned at (206) 359-6488.

Respectfully submitted,
Perkins Coie LLP

Date: /%//64’7 &S_\

Chun M. Ng
Registration No. 36,878

Correspondence Address:
Customer No. 25096

Perkins Coie LLP

P.O. Box 1247

Seattle, Washington 98111-1247
(206) 359-8000
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For: LEAVING A BROADCAST CHANNEL

IR — /R —-03 ) HIB5

¥y Docket No. 030048003US

PATENT
IN THE UNITED STATES PATENT AND TRADEMARK OFFICE
» -RE APPLICATION OF: FRED B. HOLT ET AL. ExAMINER: DAaviD R. LAZARO
APPLICATION NO.: -09/1629,577 ARTUNIT: 2155
FILED: JuLy 31, 2000 CoNF. NO: 4317

Transmittal of Amendment Under 37 C.F.R. § 1.111

Commissioner for Patents REC E‘VED

P.O. Box 1450 DEC 1 7 2003
Alexandria, VA 22313-1450

S Technology Center 2100
ir:
1. Transmitted herewith are the following:
Amendment Under 37 C.F.R. § 1.111
| Petition for -Month Extension of Time
O Terminal Disclaimer
1 Sequence Listing printout, floppy diskette, matching declaration
| Information Disclosure Statement, Form PT0-1449 (modified),
References
O Check in the amount of $
2. Entity Status
O Small Entity Status (37 C.F.R. § 1.9 and § 1.27) has been established by
a previously submitted Smal! Entity Statement.
3. Conditional Petition for Extension of Time:
Applicant petitions for an Extension of Time, if necessary, for timely submission
of this transmittal and enclosures.
j030048003US/Transmittal of Amendment.DOC] 1

ACTIVISION, EA, TAKE-TWO, 2K, ROCKSTAR, Ex. 1002, Vol. 3, p. 693 of 1657



Attornesf Docket No, 030048003US

4, Fee Calculation and Payment

Total Claims 24 0 x$9= $ or | x$18 $0
Independent 4 0 x$43 = $ or [ x$86= |30

Claims

01 Multiple Dependent Claim +$145= | § or | +%290= | $
Presented

01 Extension of Time Fee 3 $

*If the difference in Col. 1 is less than zero, TOTAL $ or | TOTAL $0
enter "0" in Col. 2.

5. Provisional Fee Authorization

Please charge any underpayment in fees for timely filing of this transmittal and

enclosures to Deposit Account No. 50-0665.

Date: /%//’;ff’

Correspondence Address:
Customer No. 25096

Perkins Coie LLP

P.O. Box 1247

Seattle, Washington 98111-1247
(206) 359-8000

[030048003U S/ Transmittal of Amendment.DOC]

Respectfully submitted,

Perkins Coie LLP

-

"

Chun M. Ng

Registration No. 36,878
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Application No. Applicant(s)
. . 09/629,577 HOLT ET AL.
Notice of Allowability Examiner T Art Unit
David "Lazaro- 2155

-~ The MAILING DATE of this communication appears on the cover sheet with the correspondence address--
All claims being allowable, PROSECUTION ON THE MERITS IS (OR REMAINS) CLOSED in this application. If not included
herewith (or previously mailed), a Notice of Allowance {PTOL-85) or other appropriate communication will be mailed it due course. THIS
NOTICE OF ALLOWARBILITY IS NOT A GRANT OF PATENT RIGHTS. This application is subject to withdrawal from issue at the initiative
of the Office or upon petition by the applicant. See 37 CFR 1.313 and MPEP 1308.

1. iX] This communication is responsive to the amendment filed in Paper 7 on 12/11//03.
2. Xl The allowed claim(s) isfare 9-12,15-19,22-25 and 28-30.
3. IX] The drawings filed on 07/31/00 are accepted by the Examiner,
4. [] Acknowledgment is made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f).
a)[J Al b)[dSome* c)[]None ofthe:
1. [ Certified copies-of the priority documents have been received.
2. [] Certified copies of the priority documents have been received in Application No.
3. [] Copies of the certified copies of the priority documents have been received in this national stage application from the
Internationat Bureau (PCT Rule 17.2(a)).
* Certified copies not received:

5. [[] Acknowledgment is made of a claim for domestic priority under 35 U.S.C. § 119(e) (to a provisional application) since a specific
reference was included in the first sentence of the specification or in an Application Data Sheet. 37 CFR 1.78.

(a) [[] The translation of the foreign language provisional application has been received.

6. [] Acknowledgment is made of a claim for domestic priority under 35 U.S.C. §§ 120 and/or 121 since a specific reference was inciuded
in the first sentence of the specification or in an Application Data Sheet. 37 CFR 1.78.

Applicant has THREE MONTHS FROM THE "MAILING DATE" of this communication to file a reply complying with the requirements noted
below. Failure to timely comply will result in ABANDONMENT of this application. THIS THREE-MONTH PERIOD IS NOT EXTENDABLE.

7. [ A SUBSTITUTE OATH OR DECLARATION must be submitted. Note the attached EXAMINER'S AMENDMENT or NOTICE OF
INFORMAL PATENT APPLICATION (PTO-152) which gives reason(s) why the oath or declaration is deficient.

8. [[] CORRECTED DRAWINGS ( as “replacement sheets”) must be submitted.
(a) [] including changes required by the Notice of Draftsperson's Patent Drawing Review ( PTO-948) attached
1) [ hereto or 2) [] to PaperNo. ___.
{b) [ including changes required by the proposed drawing correction filed , which has been approved by the Examiner.,
(¢} [ including changes required by the attached Examiner's Amendment / Comment or in the Office action of Paper No.

Identifying indicia such as the application number {see 37 CFR 1.84{(c}) should be written on the drawings in the front (not the back) of
each sheet. Replacement sheet(s) should be labeled as such in the margin according to 37 GFR 1.121(d}.

9. [] DEPOSIT OF and/or INFORMATION about the deposit of BIOLOGICAL MATERIAL must be submitted. Note the
attached Examiner's comment regarding REQUIREMENT FOR THE DEPOSIT OF BIOLOGICAL MATERIAL.

Attachment(s)

1] Notice of References Cited (PTO-892) 51 Notice of Informal Patent Application (PTO-152)
2[] Notice of Drafiperson's Patent Drawing Review (PT0-948) 81 Interview Summary (PTO-413), Paper No.8 .
3] gggg?iltgn Disclosure Statements (PTO-1449 or PTO/SB/08), 71X Examiner's Amendment/Comment
4[] Examiner's Comment Regarding Requirement for Deposit 8} Examiner's Statement of Reasons for Allowance

of Biological Material 8[] Other .
@mw COider
PATRICE WINDER
PRIMARY EXAMINER
U.S. Patent and Trademark Office
PTOL-37 (Rev. 11-03} Notice of Allowability Part of Paper No. 8
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‘ Application/Control Number: 09/629,577 Page 2
Art Unit: 2155

DETAILED ACTION
RESTRICTIONS
1. This application is in condition for allowance except for the presence of Claims 1-
8 to an invention non-elected without traverse. Accordingly, claims have been

cancelled.

EXAMINER’S AMENDMENT

2. An exami'ner’s amendment to the record appears below. Should the changes
and/or additions be unacceptable to applicant, an amendment may be filed as provided
by 37 CFR 1.312: To ensure consideration of such an amendment, it MUST be
submitted no later than the payment of the issue fee.

Authorizétion for this examiner's amendment was giveﬁ iﬁ a telephone interview
with Chun Ng (Reg. No. 36,878) on 01/23/04.

The application has been amended as follows:
In the claims:
Claims 1-8 are cancelled. / :
In Claim 9, line 8, after “message”, r:rlef'lse insert --on the broadcast channel--.
In Claim 9, line 9,' after “connect’, please insert --in order to maintain an m-regular
graph--. , /
In Claim 23, line 9, after “message”, please insert --on the broadcast channel--.
In Claim 23, line 10, after “connect”, please insert --in order to maintain an m-regular

graph--.
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Art Unit: 2155

3. The following is an examiner’s statement of reasons for allowance: Claims 9-12,
15-19, 22-25 and 28-30 are allowable over the prior art of record based on the
argument set forti1 by the applicant in Paper 3 starting on page 10 as directed to the
presently amended claims.

Any comments considered necessary by applicant must be submitted no later
than the payment of the issue fee and, to avoid processing delays, should preferably
accompany the issue fee. Such submissions should be clearly labeled “Comments on

Statement of Reasons for Allowance.”

Any inquiry concerning this communication or earlier communications from the
examiner should be directed to David Lazaro whose telephone number is 703-305-
4868. The examiner can normally be reached on 8:30-5:00 M-F.

If attempts to reach the examiner by teléphohe are unsuccessful, the examiner's
supervisor, Hosain Alam can be reached on 703-308-6662. The fax phone number for
the organization where this application or proceeding is assigned is 703-872-9306.

Any inquiry of a general nature or relating to the status of ‘this application or
proceeding should be directed to the receptionist whose telephone number is 703-305-

3900.

2

David Lazaro .
January 23, 2004

o (Winden

PATRICE WINDER
PRIMARY EXAMINER
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Application< Applicant(s)
. 09/629,577 HOLTETAL.
Interview Summary Examiner Art Unit
David Lazare 2155

All participants {applicant, applicant’s representative, PTO personnel);

(1) David_Lazaro. ' ) —
(2) Chun Ng. 4) .

Date of Interview: 23 January 2004,

Type: a)X] Telephonic b)[] Video Conference
¢)_] Personal [copy given to: 1)[] applicant  2)[_] applicant’s representative]

Exhibit shown or demohstration conducted: d)] Yes e)X] No.
If Yes, brief description: :

Claim(s) discussed: 9 and 23.

Identification of prior art discussed:

Agreement with respect to the claims )l was reached. g¢)[_] was not reached. h)[_] N/A.

Substance of Interview including description of the general nature of what was agreed to if an agreement was
reached, or any other comments: Claims 9 and 23 were discussed in order to expedife prosecution of the application.
Applicant's representative agreed fo an examiners amendment so that the body of both Claims 9 and 23 would reflect
an explicit linking fo the broadcast channel and its m-regular structure. The examiner's amendment will make the
application allowable.

(A fuller description, if necessary, and a copy of the amendments which the examiner agreed would render the claims
allowable, if available, must be attached. Also, where no copy of the amendments that would render the claims
. allowable is available, a-summary thereof must be attached.) :

THE FORMAL WRITTEN REPLY TO THE LAST OFFICE ACTION MUST INCLUDE THE SUBSTANCE OF THE
INTERVIEW. (See MPEP Section 713.04). if a reply to the last Office action has already been filed, APPLICANT 1S
GIVEN ONE MONTH FROM THIS INTERVIEW DATE, OR THE MAILING DATE OF THIS INTERVIEW SUMMARY
FORM, WICHEVER IS LATER, TO FILE A STATEMENT OF THE SUBSTANCE OF THE INTERVIEW. See
Summary of Record of Interview requirements on reverse side or on attached sheet.

Examiner Note: You must sign this form unless itis an WM

-
Attachment to a signed Office action. Examiner's s‘lgnature, if required
U.S. Patent and Tradermark Office :
PTOL-413 (Rev. 04-03} Interview Summary Paper No. 8
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Summary of Record of Interview Req

Ménual of Patent Examining Procedure (MPEP), Section 713.04, Substance of Interview Must be Made of Record

A complete written statement as to the substance of any face-to-face, video conference, or telephone interview with regard to an application must be made of record in the
, 2pplication whether or not an agreement with the examiner was reached at the interview.

Title 37 Code of Federal Regulations (CFR) § 1.133 Interviews
Paragraph (b)
In every instance where reconsideration is requested in view of an interview with an examiner, a complete written statement of the reasons presented at the interview as
warranting favorable action must be filed by the applicant  An interview does not remove the necessity for reply to Office action as specified in §§ 1.111, 1.135. (35 U.S.C. 132)

37 CFR §1.2 Business fo be transacted in writing.
All business with the Patent or Trademark Office should be transacted in writmg The personal attendance of apphcants of their attomeys or agents at the Patent and
Trademark Office is unnecessary. The action of the Patent and Trademark Office will be based exclusively on the written record in the Office. No attention will be paid to
any alleged oral promise, stipulation, or understanding in retation to which there is disagreement or doubt.

The action of the Patent and Trademark Office cannot be based exclusively on the written record in the Office if that record is itself
incomplete through the failure to record the substance of interviews.

It is the responsibility of the applicant or the attorney or agent to make the substance of an interview of record in the application file, unless
the examiner indicates he or she will do so. Itis the examiner’s responsibility to see that such a record is made and to correct material inaccuracies
which bear directly on the question of patentability.

Examiners must complete an Interview Summary Form for each interview held where a matter of substance has been discussed during the
interview by checking the appropriate boxes and filling in the blanks. Discussions regarding only procedural matters, directed solely fo restriction
requirements for which interview recordation is otherwise provided for in Section 812.01 of the Manual of Patent Examining Procedure, or pointing
out typographical errors or unreadable script in Office actions or the like, are excluded from the interview recordation procedures below. Where the
substance of an interview is completely recorded in an Examiners Amendment, no separate Interview Summary Record is required.

The Interview Summary Form shall be given an appropriate Paper No., placed in the right hand portion of the file, and listed on the
"Contents” section of the file wrapper. In a personal interview, a duplicate of the Form is given to the applicant (or attorney or agent) at the
conclusion of the interview. In the case of a telephone or video-conference interview, the copy is mailed to the applicant’s correspondence address
either with or prior to the next official communication. If additional correspondence from the examiner is not likely before an allowance or if other
circumstances dictate, the Form should be mailed promplly after the interview rather than with the next official communication,

The Form provides for recordation of the following information:

~  Application Number (Series Code and Seriat Number)

~  Name of applicant’

- Name of examiner

- Date of interview

- Type of interview (telephonic, video-conference, or personal)

~ Name of participant(s) (applicant, attomey or agent, examiner, other PTO personnel, elc.)

~ Anindication whether or not an exhibit was shown or a demonstration conducted

—  An identification of the specific prior art discussed

-~ An indication whether an agreement was reached and if so, a description of the general nature of the agreement (may be by
attachment of a copy of amendments or claims agreed as being allowable). Note: Agreement as to aliowability is tentative and does
not restrict further action by the examiner to the contrary.

~ The signature of the examiner who conducted the interview (if Form is not an attachment to a signed Office action)

It is desirable that the examiner orally remind the applicant of his or her obligation to record the substance of the interview of each case. it
should be noted, however, that the Interview Summary Form will not normally be considered a complete and proper recordation of the interview
unless it includes, or is supplemented by the applicant or the examiner to include, all of the applicable items required below conceming the
substance of the interview.

A complete and proper recordation of the substance of any interview should include at least the following applicable items:
1) A brief description of the nature of any exhibit shown or any demonstration conducted,
2) an identification of the claims discussed,
3) an identification of the specific prior art discussed,
4) an identification of the principal proposed amendments of a substantive nature discussed, unless these are already described on the
Interview Summary Form completed by the Examiner,
5) a brief identification of the general thrust of the principal arguments presented to the exafminer,
(The identification of arguments need not be lengthy or elaborate. A verbatim or highly detailed description of the arguments is not
required. The identification of the arguments is sufficient if the general nature or thrust of the principal arguments made to the
examiner can be understood in the context of the application file. Of course, the applicant may desire to emphasize and fully
describe those arguments which he or she feels were or might be persuasive to the examiner.)
6) a general indication of any other pertinent matters discussed, and
7) if appropriate, the general results or outcome of the interview unless already described in the Interview Summary Form completed by
the examiner,

Examiners are expected to carefully review the applicant's record of the substance of an interview, If the record is not complete and
accurate, the examiner will give the applicant an extendable one month time period to correct the record.

Examiner to Check for Accuracy

if the claims are allowable for other reasons of record, the examiner should send a letter setting forth the examiner's version of the
statement attributed to him or her. If the record is complete and accurate, the examiner should place the indication, “Interview Record OK” on the
paper recording the substance of the interview along with the date and the examiner’s initials.
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UNITED STATES PATENT AND TRADEMARK OFFICE

UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Oifice
Address: COMMISSIONER FOR PATENTS

P.O.Box 1450

Alexandria, Virginia22313-1450

www.usplo.gav

NOTICE OF ALLOWANCE AND FEE(S) DUE

25096 7590 0172772004 [ EXAMINER ’ . ]
PERKINS COIE LLP LAZARO, DAVID R
PATENT-SEA
P.O. BOX 1247 | ART UNIT PAPERNUMBER |
SEATTLE, WA 98111-1247 2155

DATE MAILED: 01/27/2004

| APPLICATIONNO. l FILING DATE - | FIRST NAMED INVENTOR | ATTORNEY DOCKET NO. ‘ CONFIRMATION NO.
09/629,577 07/31/2000 o Fred B. Holt 030048003US 4317
TITLE OF INVENTION: LEAVING A BROADCAST CHANNEL

»

| APPLN. TYPE ] SMALL ENTITY ] ISSUE FEE - | PUBLICATION FEE | TOTAL FEE(S) DUE [ DATE DUE [
nonprovisional NO $1330 $0 $1330 04/27/2004

THE APPLICATION IDENTIFIED ABOVE HAS BEEN EXAMINED AND IS ALLOWED FOR ISSUANCE AS A PATENT.

PROSECUTION ON THE MERITS IS CLOSED. THIS NOTICE OF ALLOWANCE IS NOT A GRANT OF PATENT RIGHTS.
THIS APPLICATION IS SUBJECT TO WITHDRAWAL FROM ISSUE AT THE INITIATIVE OF THE OFFICE OR UPON
PETITION BY THE APPLICANT. SEE 37 CFR1.313 AND MPEP 1308. :

THE ISSUE FEE AND PUBLICATION FEE (IF REQUIRED) MUST BE PAID WITHIN THREE MONTHS FROM THE
MAILING DATE OF THIS NOTICE OR THIS APPLICATION SHALL BE REGARDED AS ABANDONED. THIS
STATUTORY PERIOD CANNOT BE EXTENDED. SEE 35 US.C. 151. THE ISSUE FEE DUE INDICATED ABOVE
REFLECTS A CREDIT FOR ANY PREVIOUSLY PAID ISSUE FEE APPLIED IN THIS APPLICATION. THE PTOL-85B (OR
AN EQUIVALENT) MUST BE RETURNED WITHIN THIS PERIOD EVEN IF NO FEE IS DUE OR THE APPLICATION WILL
BE REGARDED AS ABANDONED.

‘HOW TO REPLY TO THIS NOTICE: .
1. Review the SMALL ENTITY status shown above.

Ifthe SMALL ENTITY is shown as YES, verify your current If the SMALL ENTITY is shown as NO:
SMALL ENTITY status:

A. If the status is the same, pay the TOTAL FEE(S) DUE shown A. Pay TOTAL FEE(S) DUE shown above, or
above.

B. If the status is changed, pay the PUBLICATION FEE (if B. If applicant claimed SMALL ENTITY status before, or is now
required) and twice the amount of the ISSUE FEE shown above claiming SMALL ENTITY status, check the box below and enclose
and notify the United States Patent and Trademark Office of the the PUBLICATION FEE and 1/2 the ISSUE FEE shown above.

change in status, or O Applicant claims SMALL ENTITY status.
See 37 CFR 1.27.

II. PART B - FEE(S) TRANSMITTAL should be completed and returned to the United States Patent and Trademark Office (USPTO) with
your ISSUE FEE and PUBLICATION FEE (if required). Even if the fee(s) have already been paid, Part B - Fee(s) Transmittal should be
completed and returned. If you are charging the fee(s) to your deposit account, section "4b" of Part B - Fee(s) Transmittal should be
completed and an extra copy of the form should be submitted.

I All communications regarding this application must give the application number. Please direct all communications prior to issuance to
‘\4a11 Stop ISSUE FEE unless advised to the contrary.

IMPORTANT REMINDER: Utility patents issuing on applications filed on or after Dec. 12, 1980 may require payment of
maintenance fees. It is patentee's responsibility to ensure timely payment of maintenance fees when due.

Page 1 of 3

PTOL-85 (Rev. 11/03) Approved for use through 04/30/2004.
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Complete and send this form, tog ner with applicable fee(s), to: Mail

or Fax

PART B - FEE(S) TRANSMITT{

VS

Mail Stop ISSUE FE
Commissioner for Patents

P.O. Box 1450 ,
Alexandria, Virginia 22313-1450

(703) 746-4000

INSTRUCTIONS: This form should be used for trangmitting the ISSUE FEE and PUBLICATION FEE (if required). Blocks 1 through 4 should be completed where

gipstopn'ate. All further correspondence including the Patent, advance orders and notification
in

maintenance fee notifications.

of maintenance fees will be mailed to the current correspondence address as

icated unless corrected below or directed otherwise in Block 1, by (a) specifying a new correspondence address; and/or (b) indicating a separate "FEE ADDRESS" for

CURRENT CORRESPONDENCE ADDRESS (Note: Legibly mark-up with any corrections or use Black 1)

Note: A certificate of mailing can only be used for domestic mailings of the
Fee(s) Transmittal. This certificate cannot be used for any other accompanying
ga;aers. Each additional paper, such as an assignment or formal drawing, must

25096 7590 01/27/2004 ave its own certificate of mailing or transmission.
FERKINS COIE LLP by ooty e e e AR o it United
P.0. BOX 1247 s Bl Sk i Sl o R S e ol
SEATTLE, WA 98111-1247 transmitted to the USPTO, on the date indicated below.
(Depositor's name)
(Signature)
{Date}
| apeLicaTionno. | FILING DATE | FIRST NAMED INVENTOR | ATTORNEY DOCKETNO. | CONFIRMATIONNO. |
09/629,577 07/31/2000 Fred B. Holt 030048003US 4317
TITLE OF INVENTION: LEAVING A BROADCAST CHANNEL
] APPLN. TYPE I SMALL ENTITY | ISSUE FEE | PUBLICATIONFEE | TOTAL FEE(S) DUE ] DATE DUE l
nonprovisional NO $1330 30 $1330 04/27/2004
{ EXAMINER | ART UNTT | CLAss-sUBCLASS |
LAZARO, DAVIDR 2155 709-204000

1. Chanfe of correspondence address or indication of "Fee Address" (37
CFR 1.363).

names of up to

Q Change of corresgondence address (or Change of Correspondence
Address form PTO/3B/122) attached.

0 "Fee Address” indication (or "Fee Address" Indication form
PTO/SB/47; Rev 03-02 or more recent) attached. Use of a Customer

Number is required. will be printed.

agents OR, altematively, (2) the name of a single

2. For printing on the patent front page, list (1) the

3 registered patent attorneys or 1

firm (having as a member a registered attomey or 5
agent) and the names of up to 2 registered patent
attorneys or agents, If no name is listed, no name 3

W

. ASSIGNEE NAME AND RESIDENCE DATA TO BE PRINTED ON THE PATENT (print or type)

PLEASE NOTE: Unless an assi%l}ee is identified below, no assignee data will appear on the patent. Inclusion of assignee data is only appropriate when an assignment has

been previously submitted to the-
(AYNAME OF ASSIGNEE

Please check the appropriate assignee category or categorics (will not be printed on the patent);

SPTO or is being submitted under separate cover. Completion of this form is NOT a substitute for ﬁYing an assignment.
(B) RESIDENCE: (CITY and STATE OR COUNTRY)

O individual 0 corporation or other private group entity [} government

4a. The following fee(s) are enclosed:
O Issue Fee
(X Publication Fee
0 Advance Order - # of Copies

4b, Payment of Fee(s):

[3 A check in the amount of the fee(s) is enclosed.
0 Payment by credit card. Form PTO-2038 is attached.

LJ The Director is hereby authorized by charge the required fee(s), or credit any overpayment, to
Deposit Account Number

(enclose an exira copy of this form).

Director for Patents is requested to apply the Issue Fee and Publication Fee (if any) or to re-apply any previously paid issue fee to the application identified above,

{Authorized Signature) (Date)

NOTE; The Issue Fee and Publication Fee (if required) will not be accepted from anyone
other than the applicant; a registered attomeg' or agent; or the assignee or other party in
interest as shown by the records of the United States Patent and Trademark Office.

This collection of information is required by 37 CFR 1.311. The information is required to
obtain or retain a benefit by the public which is to file (and by the USPTO to process) an
application. Confidentiality 1s governed by 35 U.8.C. 122 and 37 CFR 1.14. This collection is
estimated to take 12 minutes to complete, including gathering, preparing, and submitting the
completed application form to the USPTO. Time will vary depending upon the individual
case. Any comments on the amount of time you require to complete this form and/or
suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S.
Patent and Trademark Office, U.S. Department of Commerce, Alexandria, Virginia
22313-1450, DO NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS.
SEND TO: Commissioner for Patents, Alexandria, Virginia 22313-1450.

Under the Paperwork Reduction Act of 1993, nc;ﬁgcrsons are required to respond to a
collection of information unless it displays a valid OMB control number.

TRANSMIT THIS FORM WITH FEE(S)

PTOL-85 (Rev. 11/03) Approved for use through 04/30/2004. OMB 0651-0033

U.S. Patent and Trademark Office; U.S, DEPARTMENT OF COMMERCE
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UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

P.O. Box 1450

Alexandria, Virginia 22313-1450

www.uspia.gov
| APELICATION NO. | FILING DATE [ FIRST NAMED INVENTOR ] ATTORNEY DOCKET NO. ] CONFIRMATION NO. ]
09/629,577 07/31/2000 Fred B. Holt 030048003US 4317
25096 7590 01/2772004 | - EXAMINER | '
PERKINS COIE LLP LAZARO, DAVID R
PATENT-SEA
P.0. BOX 1247 [ asrunr | eareRNUMBRR |

SEATTLE, WA 98111-1247

2155 g

DATE MAILED: 01/27/2004

Determination of Patent Term Adjustment under 35 U.S.C. 154 (b)
(application filed on or after May 29, 2000)

The Patent Term Adjustment to date is 766 day(s). If the issue fee is paid on the date that is three months after the
mailing date of this notice and the patent issues on the Tuesday before the date that is 28 weeks (six and a half
months) after the mailing date of this notice, the Patent Term Adjustment will be 766 day(s).

If a Continued Prosecution Application (CPA) was filed in the above-identified application, the filing date that

determines Patent Term Adjustment is the filing date of the most recent CPA.

Applicant will be able to obtain more detailed information by accessing the Patent Application Information Retrieval

(PAIR) system (http://pair.uspto.gov).

Any questions regarding the Patent Term Extension or Adjustment determination should be directed to the Office of
Patent Legal Administration at (703) 305-1383. Questions relating to issue and publication fee payments should be
directed to the Customer Service Center of the Office of Patent Publication at (703) 305-8283.

PTOL-85 (Rev. 11/03) Approved for use through 04/30/2004.
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preY

Express Mail No. EV343595835US Attorney Docket No. 030048003US f/
L

PATENT
IN THE UNITED STATES PATENT AND TRADEMARK OFFICE
FRED B. HoLT EXAMINER: DAVID R. LAZARO
APPLICATION NO.: 09/629,577 ART UNIT; 2155
FILED: July 31, 2000 CONFIRMATIONNO: 4317
FoR: LEAVING A BROADCAST CHANNEL

Comments on Statement of Reasons for Allowance

Mail Stop Issue Fee
Commissioner for Patents
P.O. Box 1450

Alexandria, VA 22313-1450

Sir:

In the Notice of Allowability mailed January 27, 2004, the Examiner allowed
claims 9-12, 15-19, 22-25 and 28-30. Although the applicant's attorney agrees with the
Examiner's conclusion that these claims are allowable, the applicant's attorney notes
that the claims may be allowable for reasons other than those identified by the
Examiner and does not concede that the Examiner's characterizations of the terrns_of

the claims and the prior art are correct.

Respectfully submitted,

Perkins Coie LLP
vater_ /BT 0F | ==
7/ Chun Ng

Registration No. 36,878

Correspondence Address:
Customer No. 25096

Perkins Coie LLP

P.O. Box 1247

Seattle, Washington 98111-1247
(206) 359-8000

e [ ) {Leaving\Us01XC on 8 of Reasons for Aflowance.doc}
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5
Attorney Docket No. 030048003US - [ f
/
ress Mail Label EV343595835US Y
~ PATENT
IN THE UNITED STATES PATENT AND TRADEMARK OFFICE
IN RE APPLICATION OF: FRED B. HOLTETAL. EXAMINER: DAVID R. LAZARO
APPLICATIQN No.: 09/629,577 ARTUNIT: 2155
FILED: JuLy 31, 2000 Conr, No: 4317

FOR: LEAVING A BROADCAST CHANNEL

Transmittal of Formal Drawings |

Commissioner for Patents
P.O. Box 1450
Alexandria, VA 22313-1450

Sir;

Further to the Notice of Allowance dated January 27, 2004, enclosed are the
required formal drawings, Figs 1-24 and 26-34.

No fees are believed due in connection with this response. However, if fees are
due, the Commissioner is requested to charge them to Deposit Account No. 50-0665.

Respectfully submitted,

. Perkins Coie LLP
Date: 3/ /f/” / 4—’I<
[ Chun Ng >

Registration No. 36,878

Correspendence Address:
Customer No. 25096

Perkins Coie LLP

P.O. Box 1247

Seattle, Washington 98111-1247
(206) 359-8000

[ PATENT PATENT-US /Transmittal of Formal Drawings.doc] 1
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Fig. 5C
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Line 30, "on-that" should be --on that—;
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Line 51, delete period after "Regutar”,
Column 22 ‘,
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Line 23, delete "is" between "In" and "block™;
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PATENT NO : 6,732,147 {4 |
DATED : May 4, 2004
INVENTOR(S) : Fred B. Holt

It is certified that error appears in the above-identified patent and that said Letters
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Column 5
Line 9, "a-broadcast" should be —a broadcast—;

Column 6 .
Line 30, "on-that" should be —on that—;

Column 8
B Line 26, delete comma between "newly"”;

Column 11
Line 60, "port-number” should be —port number-;

Line 63, "port-order” should be --port order—; //_\

Column 13" : |
Line 50, "computer-cannot” should be —computer cannot—;
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Column 14 7 AN
Line 51, delete period after "Regular®;

[

Column 22
Line 41, delete "is" between "receives" and "through”;

Column 23 5
Line 23, delete "is" between "In" and "block™, !

Column 25 .
Line 45, insert comma between "2605" and "else",
Line 48, delete comma between "2604" and "In";
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Line 30, “on-that” should be -- on that --;
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JON W. DUDAS
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LEAVING A BROADCAST CHANNEL

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is related to U.S. patent application Ser.
No. 09/629,576, entitled “BROADCASTING
NETWORK,” filed on Jul. 31, 2000; U.S. patent application
Ser. No. 09/629,570, entitled “JOINING A BROADCAST
CHANNEL,” filed on Jul. 31, 2000; U.S. patent application
Ser. No. 09/629,577, “LEAVING A BROADCAST
CHANNEL,” filed on Jul. 31, 2000; U.S. patent application
Ser. No. 09/629,575, entitled “BROADCASTING ON A
BROADCAST CHANNEL,” filed on Jul. 31, 2000; U.S.
patent application Ser. No. 09/629,572, entitled “CON-
TACTING A BROADCAST CHANNEL,” filed on Jul. 31,
2000; U.S. patent application Ser. No. 09/629,023, entitled
“DISTRIBUTED AUCTION SYSTEM,” filed on Jul. 31,
2000; U.S. patent application Ser. No. 09/629,043, entitled
“AN INFORMATION DELIVERY SERVICE,” filed on Jul.
31, 2000; U.S. patent application- Ser. No. 09/629,024,
entitled “DISTRIBUTED CONFERENCING SYSTEM,”
filed on Jul. 31, 2000; and U.S. patent application Ser. No.
09/629,042, entitled “DISTRIBUTED GAME
ENVIRONMENT,” filed on Jul. 31, 2000, the disclosures of
which are incorporated herein by reference.

TECHNICAL FIELD

The described technology relates generally to a computer
network and more particularly, to a broadcast.channel for a
subset of a computers of an underlying network.

BACKGROUND

There are a wide variety of computer network communi-
cations techniques such as point-to-point network protocols,
client/server middleware, multicasting network protocols,
and peer-to-peer middleware. Each of these communications
techniques have their advantages and disadvantages, but
none is particularly well suited to the simultaneous. sharing
of information among computers that are widely distributed.
For example, collaborative processing applications, such as
a network meeting programs, have a need to distribute
information in a timely manner to all participants who may
be geographically distributed.

The point-to-point network protocols, such as UNIX
pipes, TCP/IP, and UDP, allow processes on different com-
puters to communicate via point-to-point connections. The
interconnection of all participants using point-to-point
connections, while theoretically possible, does not scale well
as a number of participants grows. For example, each
participating process would need to manage its direct con-
nections to all other participating processes. Programmers,
however, find it very difficult to manage single connections,
and management of multiple connections is much more
complex. In addition, participating processes may be limited
to the number of direct connections that they can support.
This limits the number of possible participants in the sharing
of information.

The client/server middleware systems provide a server
that coordinates the communications between the various
clients who are sharing the information. The server functions
as a central authority for controlling access to shared
resources. Examples of client/server middleware systems
include remote procedure calls (“RPC”), database servers,
and the common object request broker architecture
(“CORBA"). Client/server middleware systems are not par-
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ticularly well suited to sharing of information among many
participants. In particular, when a client stores information
to be shared at the server, each other client would need to
poll the server to determine that new information is being
shared. Such polling places a very high overhead on the
communications network. Alternatively, each. client may
register a callback with the server, which the server then
invokes when new information is available to be shared.
Such a callback technique presents a performance bottleneck
because a single server needs to call back to each client
whenever new information is to be shared. In addition, the
reliability of the entire sharing of information depends upon
the reliability of the single server. Thus, a failure at a single
computer (i.e., the server) would prevent communications
between any of the clients.

The multicasting network protocols allow the sending of
broadcast messages to multiple recipients of a network. The
current implementations of such multicasting network pro-
tocols tend to place an unacceptable overhead on the under-
lying network. For example, UDP multicasting would
swamp the. Internet when trying to locate all possible par-
ticipants. IP multicasting has other problems that include
needing special-purpose infrastructure (e.g., routers) to sup-
port the sharing of information efficiently.

The peer-to-peer middleware communications systems
rely on a multicasting network protocol or a graph of
point-to-point network protocols. Such peer-to-peer middle-
ware is provided by the T.120 Internet standard, which is
used in such products as Data Connection’s D.C.-share and
Microsoft’s NetMeeting. These peer-to-peer middleware
systems rely upon a user to assemble a point-to-point graph
of the connections used for sharing the information. Thus, it
is neither suitable nor desirable to use peer-to-peer middle-
ware systems when more than a small number of partici-
pants is desired. In addition, the underlying architecture of
the T.120 Internet standard is a tree structure, which relies on
the root node of the tree for reliability of the entire network.
That is, each message must pass through the root node in
order to be received by all participants.

It would be desirable to have a reliable communications
network that is suitable for the simultaneous sharing of
information among a large number of the processes that are
widely distributed.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates a graph that is 4-regular and 4-connected
which represents a broadcast channel.

FIG. 2 illustrates a graph representing 20 computers
connected to a broadcast channel.

FIGS. 3A and 3B illustrate the process of connecting a
new computer-Z to the broadcast channel.

FIG. 4A illustrates the broadcast channel of FIG. 1 with
an added computer.

FIG. 4B illustrates the broadcast channel of FIG. 4A with
an added computer.

FIG. 4C also illustrates the broadcast channel of FIG. 4A
with an added computer.

FIG. 5A illustrates the disconnecting of a computer from
the broadcast channel in a planned manner.

FIG. 5B illustrates the disconnecting of a computer from
the broadcast channel in an unplanned manner.

FIG. 5C illustrates the neighbors with empty ports con-
dition.

FIG. 5D illustrates two computers that are not neighbors
who now have empty ports.
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FIG. 5E illustrates the neighbors with empty ports con-
dition in the small regime.

FIG. 5F illustrates the situation of FIG. 5E when in the
large regime.

FIG. 6 is a block diagram illustrating components of a
computer that is connected to a broadcast channel.

FIG. 7 is a block diagram illustrating the sub-components
of the broadcaster component in one embodiment.

FIG. 8 is a flow diagram illustrating the processing of the
connect routine in one embodiment.

FIG. 9 is a flow diagram illustrating the processing of the
seek portal computer routine in one embodiment.

FIG. 10 is a flow diagram illustrating the processing of the
contact process routine in one embodiment.

FIG. 11 is a flow diagram illustrating the processing of the
connect request routine in one embodiment.

FIG. 12 is a flow diagram of the processing of the check
for extemnal call routine in one embodiment.

FIG. 13 is a flow diagram of the processing of the achieve
connection routine in one embodiment.

FIG. 14 is a flow diagram illustrating the processing of the
external dispatcher routine in one.embodiment.

FIG. 15 is a flow diagram illustrating the processing of the
handle seeking connection call routine in one embodiment.

FIG. 16 is:a flow diagram illustrating processing of the
handle connection request call routine in one embodiment.

FIG. 17 is a flow diagram illustrating the processing of the
add neighbor routine in one embodiment.

FIG. 18 is a flow diagram illustrating the processing of the
forward connection edge search routine in one embodiment.

FIG. 19 is a flow diagram illustrating the processing of the
handle edge proposal call routine.

FIG. 20 is a flow diagram illustrating the processing of the
handle port connection call routine in one embodiment.

FIG. 21 is a flow diagram illustrating the processing of the
fill hole routine in one embodiment.

FIG. 22 is a flow diagram illustrating the processing of the
internal dispatcher routine in one embodiment.

FIG. 23 is a flow diagram illustrating the processing of the
handle broadcast message routine in one embodiment.

FIG. 24 is a flow diagram illustrating the processing of the
distribute broadcast message routine in one embodiment.

FIG. 26 is a flow diagram illustrating the processing of the
handle connection port search statement routine in one
embodiment.

FIG. 27 is a flow diagram illustrating the processing of the
court neighbor routine in one embodiment.

FIG. 28 is a flow diagram illustrating the processing of the
handle connection edge search call routine in one embodi-
ment.

FIG. 29 is a flow diagram illustrating the processing of the
handle connection edge search response routine in one
embodiment.

FIG. 30 is a flow diagram illustrating the processing of the
broadcast routine in one embodiment.

FIG. 31 is a flow diagram illustrating the processing of the
acquire message routine in one embodiment.

FIG. 32 is a flow diagram illustrating processing of the
handle condition check message in one embodiment.

FIG. 33 is a flow diagram illustrating processing of the

handle condition repair statement routine in one embodi-
ment.
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FIG. 34 is a flow diagram illustrating the processing of the
handle condition double check routine.

DETAILED DESCRIPTION

A broadcast technique in which a broadcast channel
overlays a point-to-point communications network is pro-
vided. The broadcasting of a message over the broadcast
channel is effectively a multicast to those computers of the
network that are currently connected to the broadcast chan-
nel. In one embodiment, the broadcast technique provides a
logical broadcast channel to which host computers through
their executing processes can be connected. Each computer
that is connected to the broadcast channel can broadcast
messages onto and receive messages off of the broadcast
channel. Each computer that is connected to the broadcast
channel receives all messages that are broadcast while it is
connected. The logical broadcast channel is implemented
using an underlying network system (e.g., the Internet) that
allows each computer connected to the underlying network
system to send messages to.each other connected computer
using each computer’s address. Thus, the broadcast tech-
nique effectively provides a broadcast channel using an
underlying network system that sends messages on a point-
to-point basis.

The broadcast technique overlays the underlying network
system with a graph of point-to-point connections (i.e.,
edges) between host computers (i.e., nodes) through which
the broadcast channel is implemented. In one embodiment,
each computer is connected to four other computers, referred
to as neighbors. (Actually, a process executing on a com-
puter is connected to four other processes executing on this
or four other computers.) To broadcast a message, the
originating computer sends the message to each of its
neighbors using its point-to-point connections. Each com-
puter that receives the message then sends the message to its
three other neighbors using the point-to-point connections.
In this way, the message is propagated to each computer
using the underlying network to effect the broadcasting of
the message to each computer over a logical broadcast
channel. A graph in which each node is connected to four
other nodes is referred to as a 4-regular graph. The use of a
4-regular graph means that a computer would become
disconnected from the broadcast channel only if all four of
the connections to its neighbors fail. The graph used by the
broadcast technique also has the property that it would take
a failure of four computers to divide the graph into disjoint
sub-graphs, that is two separate broadcast channels. This
property is referred to as being 4-connected. Thus, the graph
is both 4-regular and 4-connected.

FIG. 1 illustrates a graph that is 4-regular and 4-connected
which represents the broadcast channel. Each of the nine
nodes A-I represents a computer that is connected to the
broadcast channel, and each of the edges represents an
“edge” connection between two computers of the broadcast
channel. The time it takes to broadcast a message to each
computer on the broadcast channel depends on the speed of
the connections between the computers and the number of
connections between the originating computer and each
other computer on the broadcast channel. The minimum
number of connections that a message would need to
traverse between each pair of computers is the “distance”
between the computers (i.e., the shortest path between the
two nodes of the graph). For example, the distance between
computers A and F is one because computer A is directly
connected to computer F. The distance between computers A
and B is two because there is no direct connection between
computers A and B, but computer F is directly connected to
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computer B, Thus, a message originating at computer A
would be sent directly to computer F, and then sent from
computer F to computer B. The maximum of the distances
between the computers is the “diameter” of broadeast chan-
nel. The diameter of the broadcast channel represented by
FIG. 1 is two. That is, a message sent by any computer
would traverse no more than two connections to reach every
other computer. FIG. 2 illustrates a graph representing 20
computers connected to a-broadcast channel. The diameter
of this broadcast channel is 4. In particular, the shortest path
between computers 1 and 3 contains four connections (1-12,
12-15, 15-18; and 18-3).

The broadcast technique includes (1) the connecting of
computers to the broadcast channel (i.e., composing the
graph), (2) the broadcasting of messages over the broadcast
channel (i.e., broadcasting through the graph), and (3) the
disconnecting of computers from the broadcast channel (i.e.,
decomposing the graph) composing the graph.

Composing the Graph

To connect to the broadcast channel, the computer seeking
the connection first locates a computer that is currently fully
connected to the broadcast channel and then establishes a
connection with four of the computers that are already
connected to the broadcast channel. (This assumes that there
are at least four computers already connected to the broad-
cast channel. When there are fewer than five computers
connected, the broadcast channel cannot be a 4-regular
graph. In such a case, the broadcast channel is considered to

be in a “small regime.” The broadcast technique for the

small regime is described below in detail. When five or more
computers are connected, the broadcast channel is. consid-
ered to be in the “large regime.” This description assumes
that the broadcast channel is in the large regime, unless
specified otherwise.) Thus, the process of connecting to the
broadcast channel includes locating the broadcast channel,
identifying the neighbors for the comnecting computer, and
then connecting to each identified neighbor. Each computer
is aware of one or more “portal computers” through which
that computer may locate the broadcast channel. A seeking
computer locates the broadcast channel by contacting the
portal computers until it finds one-that is currently fully
connected to the broadcast channel. The found portal com-
puter then directs the identifying of four computers (i.e., to
be the seeking computer’s neighbors) to which the seeking
computer is to connect. Each of these four computers then
cooperates with the seeking computer to effect the connect-
ing of the seeking computer to the broadcast channel. A
computer that has started the process of locating a portal
computer, but does not yet have a neighbor, is in the
“seeking connection state.” A computer that is connected to
at least one neighbor, but not yet four neighbors, is in the
“partially connected state.” A computer that is currently, or
has been, previously connected to four neighbors is in the
“fully connected state.”

Since the broadcast channel is a 4-regular graph, each of
the identified computers is already connected to four com-
puters. Thus, some connections between computers need to
be broken so that the seeking computer can connect to four
computers. In one embodiment, the broadcast technique
identifies two pairs of computers that are currently con-
nected to each other. Bach of these pairs of computers breaks
the connection between them, and then each of the four
computers (two from each pair) connects to the seeking
computer. FIGS. 3A and 3B illustrate the process of a new
computer Z connecting to the broadcast channel. FIG. 3A
illustrates the broadcast channel before computer Z is con-
nected. The pairs of computers B and E and computers C and
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D are the two pairs that are identified as the neighbors for the
new computer Z. The connections between each of these
pairs is broken, and a connection between computer Z and -
each of computers B, C, D, and E is established as indicated
by FIG. 3B. The process of breaking the connection between
two neighbors and reconnecting each of the former neigh-
bors to another computer is referred 10 as “edge pinning” as
the edge between two nodes may be considered to be
stretched and pinned to a new node.

Each computer connected to the broadcast channel allo-
cates five communications ports for communicating with
other computers. Four of the ports are referred to as “inter-
nal” ports because they are the ports through which the
messages of the broadcast channels are sent. The connec-
tions between internal poris of neighbors are referred to as
“internal” connections. Thus, the internal connections of the
broadcast chamnnel form the 4-regular and 4-connected
graph. The fifth port is referred to as an “external” port
because it is used for sending non-broadcast messages
between two computers. Neighbors can send non-broadcast
messages either through their internal ports of their connec-
tion or through their external ports. A seeking computer uses
external ports when locating a portal computer.

In one embodiment, the broadcast technique establishes
the computer connections using the TCP/IP communications
protocol, which is a point-to-point protocol, as the underly-
ing network. The TCP/IP protocol provides for reliable and
ordered delivery of messages between computers, The TCP/
IP protocol provides each computer with a “port space” that
is shared among all the processes that may execute on-that
computer. The ports are identified by numbers from 0 to
65,535. The first 2056 ports are reserved for specific appli-
cations (e.g., port 80 for HTTP messages). The remainder of
the ports are user ports that are available to any process. In
one embodiment, a set of port numbers can be reserved for
use by the computer connected to the broadcast channel. In
an alternative embodiment, the port numbers used are
dynamically identified by each computer. Each computer
dynarnically identifies an available port to be used as its
call-in port. This call-in port is used to establish connections
with the external port and the internal ports. Each computer
that is connected to the broadcast channel can receive
non-broadcast messages through its external port. A seeking
computer tries “dialing” the port numbers of the portal
computers until a portal computer “answers,” a call on its
call-in port. A portal computer answers when it is connected
to or attempting to connect to the broadcast channel and its
call-in port is dialed. (In this description, a telephone meta-
phor is used to describe the connections.) When a computer
reccives a call on its call-in port, it transfers the call to
another port. Thus, the seeking computer actually commu-
nicates through that transfer-to port, which is the external
port. The call is transferred so that other computers can place
calls to that computer via the call-in port. The seeking
computer then communicates via that external port to
request the portal computer to assist in connecting the
seeking computer to the broadcast channel. The seeking
computer could identify the call-in port number of a portal
computer by successively dialing each port in port number
order. As discussed below in detail, the broadcast technique
uses a hashing algorithm to select the port number order,
which may result in improved performance.

A seeking computer could connect to the broadcast chan-
nel by connecting to computers either directly connected to
the found portal computer or directly connected to one of its
neighbors. A possible problem with such a scheme for
identifying the neighbors for the seeking computer is that the
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diameter of the broadcast channel may increase when each
seeking computer uses the same found portal computer and
establishes a connection to the broadcast channel directly
through that found portal computer. Conceptually, the graph
becomes elongated in the direction of where the new nodes
are added. FIGS. 4A—4C illustrate that possible problem.
FIG. 4A illustrates the broadcast channel of FIG. 1 with an
added computer. Computer J was connected to the broadcast
channel by edge pinning edges C-D and E-H to computer
1. 'The diameter of this broadcast channel is still two. FIG.
4B illustrates the broadcast channel of FIG. 4A with an
added computer. Computer K was connected to the broad-
cast channel by edge pinning edges E-J and B-C to com-
puter K. The diameter of this broadcast channel is three,
because the shortest path from computer G to computer K is

through edges G-A, A~E, and E-K. FIG. 4C also illustrates

" the broadcast channel of FIG. 4A with an added computer.
Computer K was connected to the broadcast channel by edge
pinning edges D-G and E-J to computer K. The diameter of
this broadcast channel is, however, still two. Thus, the
selection of neighbors impacts the diameter of the broadcast
channel. To help minimize the diameter, the broadcast
technique uses a random selection technique to identify the
four neighbors of a computer in the seeking connection state.
The random selection technique tends to distribute the
connections to new seeking computers throughout the com-
puters of the broadcast channel which may result in smaller
overall diameters.

Broadcasting Through the Graph

As described above, each computer that is connected to
the broadcast channel can broadcast messages onto the
broadcast channel and does receive all messages that are
broadcast on the broadcast channel. The computer that
originates a message to be broadcast sends that message to
each of its four neighbors using the internal connections.
When a computer receives a broadcast message from a
neighbor, it sends the message to its three other neighbors.
Each computer on the broadcast channel, except the origi-
nating computer, will thus receive a copy of each broadcast
message from each of its four neighbors. Each computer,
however, only sends the first copy of the message that it
receives to its neighbors and disregards subsequently
received copies. Thus, the total number of copies of a
message that is sent between the computers is 3N+1, where
N is the number of computers connected to the broadcast
channel. Each computer sends three copies of the message,
except for the originating computer, which sends four copies
of the message. ~

The redundancy of the message sending helps to ensure
the overall reliability of the broadcast channel. Since each
computer has four connections to the broadcast channel, if
one computer fails during the broadcast of a message, its
neighbors have three other connections through which they
will receive copies of the broadcast message. Also, if the
internal connection between two computers is slow, each
computer has three other connections through which it may
receive a copy of each message sooner.

Each computer that originates a message numbers its own
messages sequentially. Because of the dynamic nature of the
broadcast channel and because there are many possible
connection paths between computers, the messages may be
received out of order. For example, the distance between an
originating computer and a certain receiving computer may
be four. After sending the first message, the originating
computer and receiving computer may become neighbors
and thus the distance between them changes to one. The first
message may have to travel a distance of four to reach the
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receiving computer. The second message only has to travel
a distance of one. Thus, it is possible for the second message
to reach the receiving computer before the first message.

When the broadcast channel is in a steady state (i.e., no
computers connecting or disconnecting from the broadcast
channel), out-of-order messages are not a problem because
each computer will eventually receive both messages and
can quete messages until all earlier ordered messages are
received. If, however, the broadcast channel is not in a
steady state, then problems can occur. In particular, a com-
puter may connect to the broadcast channel after the second
message has already been received and forwarded on by its
new neighbors. When a new neighbor eventually receives
the first message, it sends the message to the newly con-
nected computer. Thus, the newly connected computer will
receive the first message, but will not receive the second
message. If the newly connecled computer needs to process
the messages in order, it would wait indefinitely for the
second message.

One solution to this problem is to have each computer
queue all the messages that it receives until it can send them
in their proper order to its neighbors. This solution, however,
may tend to slow down the propagation of messages through
the computers of the broadcast channel. Another solution
that may have less impact on the propagation speed is to
queue messages only at computers who are neighbors of the
newly, connected computers. Each already connected neigh-
bor would forward messages as it receives them to its other
neighbors who are not newly connected, but not to the newly
connected neighbor. The already connected neighbor would
only forward messages from each originating computer to .
the newly connected computer when it can ensure that no

- gaps in the messages from that originating computer will
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occur. In one embodiment, the already connected neighbor
may track the highest sequence number of the messages
already received and forwarded on from each originating
computer. The already connected computer will send only
higher numbered messages from the originating computers
to the newly connected computer. Once all lower numbered
messages have been received from all originating
computers, then the already connected computer can treat
the newly connected computer as its other neighbors and
simply forward each message as it is received. In another -
embodiment, each computer may queue messages and only
forwards to the newly connected computer those messages
as the gaps are filled in. For example, a computer might
receive messages 4 and 5 and then receive message 3. In
such a case, the already connected computer would forward
queue messages 4 and 5. When message 3 is finally received,
the already connected computer will send messages 3, 4, and
5 to the newly connected computer. If messages 4 and 5 were
sent to the newly connected computer before message 3,
then the newly connected computer would process messages
4 and 5 and disregard message 3. Because the already
connected computer queues messages 4 and 5, the newly
connected computer will be able to process message 3. It is
possible that a newly connected computer will receive a set
of messages from an originating computer through one
neighbor and then receive another set of message from the
same originating computer through another neighbor. If the
second set of messages contains a message that is ordered
earlier than the messages of the first set received, then the
newly connected computer may ignore that earlier ordered
message if the computer already processed those later
ordered messages.
Decomposing the Graph

A connected computer disconnects from the broadcast
channel either in a planned or unplanned manner. When a
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computer disconnects in a planned manner, it sends a
disconnect message to each of its four neighbors. The
disconnect message includes a list that identifies the four
neighbors of the disconnecting computer. When a neighbor
receives the disconnect message, it tries to connect to one of
the computers on the list. In one embodiment, the first
computer in the list will try to comnect to the second
computer in the list, and the third computer in the list will
try to connect to the fourth computer in the list. If a computer
cannot connect {(e.g., the first and second computers are
already connected), then the computers may try connecting
in various other combinations. If connections cannot be
established, each computer broadcasts a message that it
needs to establish- a connection with another computer.
When a computer with an available internal port receives the

message, it can then establish a connection with the com- -

puter that broadcast the message. FIGS. 5A-5D illustrate the
disconnecting of a computer from the broadcast channel.
FIG. 5A illustrates the disconnecting of a computer from the
broadcast channel in a planned manner. When computer H

decides to disconnect, it sends its list of neighbors to each of-

its neighbors (computers A, E, F and I) and then disconnects
from each of its neighbors. When computers A and I receive
the message they establish a connection between them as
indicated by the dashed line, and similarly for computers E
and F.

When a computer disconnects in an unplanned manner,

o

5

20

such as resulting from a power failure, the neighbors con-

nected to the disconnected computer recognize the discon-
nection when each attempts to send its next message to the
now disconnected computer. Each former neighbor of the
disconnected computer recognizes that it is short one con-
nection (i.c., it has a hole or empty port). When a connected
computer detects that one of its neighbors is now
disconnected, it broadcasts a port connection request on the
broadcast channel, which indicates that it has one internal
port that needs a connection. The port connection request
identifies the call-in port of the requesting computer, When
a connecied computer that is aiso short a connection receives
the connection request, it communicates with the requesting
computer through its external port to establish a connection
between the two computers. FIG. 5B illustrates the discon-
necting of a computer from the broadcast channel in an
unplanned manner. In this illustration, computer H has
disconnected in an unplanned manner. When each of its
neighbors, computers A, E, F, and I, recognizes the
disconnection, each neighbor broadcasts a port connection
request indicating that it needs to fill an empty port. As
shown by the dashed lines, computers F and I and computers
A and E respond to each other’s requests and establish a
connection.

It is possible that a planned or unplanned disconnection
may result in two neighbors each having an empty internal
port. In such a case, since they are neighbors, they are
already connected and cannot fill their empty ports by
connecting to each other. Such a condition is referred to as
the “neighbors with empty ports” condition. Each neighbor
broadcasts a port connection request when it detects that it
has an empty port as described above. When a neighbor
receives the port connection request from the other neighbor,
it will recognize the condition that its neighbor also has an
empty port. Such a condition may also occur when the
broadcast channel is in the small regime. The condition can
only be comrected when in the large regime. When in the
small regime, each computer will have less than four neigh-
bors. To detect this condition in the large regime, which
would be a problem if not repaired, the first neighbor to
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receive the port connection request recognizes the condition
and sends a condition check message to the other neighbor.
The condition check message includes a list of the neighbors
of the sending computer. When the receiving computer
receives the list, it compares the list to its own list of
neighbors. If the lists are different, then this condition has
occurred in the large regime and repair is needed. To repair
this condition, the receiving computer will send a condition
repair request to one of the neighbors of the sending com-
puter which is not already a neighbor of the receiving
computer. When the computer receives the condition repair
request, it disconnects from one of its neighbors (other than
the neighbor that is involved with the condition) and con-
nects to the computer that sent the condition repair request.
Thus, one of the original neighbors involved in the condition
will have had a port filled. However, two computers are still
in need of a connection, the other original neighbor and the
computer that is now disconnected from the computer that
received the condition repair request. Those two computers
send out port connection requests. If those two computers
are not neighbors, then they will connect to each other when
they receive the requests. If, however, the two computers are
neighbors, then they repeat the condition repair process until
two non-neighbors are in need of connections.

It is possible that the two original neighbors with the
condition may have the same set of neighbors. When the
neighbor that receives the condition check message deter-
mines that the sets of neighbors are the same, it sends a
condition double check message to one of its neighbors
other than the neighbor who also has the condition. When
the computer receives the condition double check message, -
it determines whether it has the same set of neighbors as the
sending computer. If so, the broadcast channel is in the small
regime and the condition is not a problem. If the set of
neighbors are different, then the computer that received the
condition double check message sends a condition check
message to the original neighbors with the condition. The
computer that receives that condition check message directs
one of it neighbors to comnect to one of the original
neighbors with the condition by sending a condition repair
message. Thus, one of the original neighbors with the
condition will have its port filled.

FIG. 5C illustrates the neighbors with empty ports con-
dition. In this illustration, computer H disconnected in an
unplanned manner, but computers F and I responded to the
port connection request of the other and are now connected
together. The other former neighbors of computer H, com-
puters A and E, are already neighbors, which gives rise to the
neighbors with empty ports condition. In this example,
computer E received the port connection request from
computer A, recognized the possible condition, and sent
(since they are neighbors via the internal connection) a
condition check message with a list of its neighbors to
computer A, When computer A received the list, it recog-
nized that computer E has a different set of neighbor (i.e., the
broadcast channel is in the large regime). Computer A
selected computer D, which is a neighbor of computer E and
sent it a condition repair request. When computer D received
the condition repair request, it disconnected from one of its
neighbors (other than computer E), which is computer G in
this example. Computer D then connected to computer A.
FIG. 5D illustrates two computers that are not neighbors
who now have empty ports. Computers E and G now have
empty ports and are not currently neighbors. Therefore,
computers E and G can connect to each other. .

FIGS. SE and 5F further illustrate the neighbors with
empty ports condition, FIG. SE illustrates the neighbors with
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empty ports condition in the small regime. In this example,
if computer E disconnected in an unplanned manner, then
each computer broadcasts a port connection request when it
detects the disconnect. When computer A receives the port
connection request form computer B, it detects the neigh-
bors with empty ports condition and sends a condition check
message to computer B, Computer B recognizes that it has
the same set of neighbors (computer C and D) as computer
A and then sends a condition double check message to
computer C. Computer C recognizes that the broadcast
channel is in the small regime because is also has the same
set of neighbors as computers A and B, computer C may then
broadcast a message indicating that the broadcast channel is
in the small regime.

FIG. 5F illustrates the situation of FIG. 5E when in the
large regime. As discussed above, computer C receives the
* condition double check message from computer B. In this
case, computer C recognizes that the broadeast channel is in
the large regime because it has a set of neighbors that is
different from computer B. The edges extending up from
computer C and D indicale connections to other computers.
Computer C then sends a condition check message to
computer B. When computer B receives the condition check
message, it sends a condition repair message to one of the
neighbors of computer C. The computer that receives the
condition repair message disconnects from one of its
neighbors, other than computer C, and tries to connect to
computer B-and the neighbor from which it disconnected
tries to connect to computer A.

Port Selection

As described above, the TCP/IP protocol designates ports
above number 2056 as user ports. The broadcast technique
uses five user port numbers on each computer: one external
port and four internal ports. Generally, user ports cannot be
statically allocated 1o an application program because other
applications programs executing on the same computer may
use conflicting port numbers. As a result, in one
embodiment, the computers connected to the broadcast
channel dynamically allocate their port numbers. Each com-
puter could simply try to locate the lowest number unused
port on that computer and use that port as the call-in port. A
seeking computer, however, does not know in advance the
call-in port number of the portal computers when the port
numbers are dynamically allocated. Thus, a seeking com-
puter needs to dial ports of a portal computer starting with
the lowest port number when locating the call-in port of a
portal computer. If the portal computer is connected 10 (or
attempting to connect to) the broadcast channel, then the
seeking computer would eventually find the call-in port. If
the portal computer is not connected, then the seeking
computer would eventually dial every user port. In addition,
if each application program on a computer tried to allocate
low-ordered port numbers, then a portal computer may end
up with a high-numbered port for its call-in port because
many of the low-ordered port numbers would be used by
other application programs. Since the dialing of a portis a
relatively slow process, it would take the secking computer
a long time to locate the call-in port of a portal computer. To
minimize this time, the broadcast technique uses a port
ordering algorithm to identify the port-number order that a
portal computer should use when finding an available port
for its call-in port. In one embodiment, the broadcast tech-
nique uses a hashing algorithm to identify the port-order.
The algorithm preferably distributes the ordering of the port
numbers randomly through out the user port number space
and only selects each port number once. In addition, every
time the algorithm is executed on any computer for a given
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channel type and channel instance, it generates the same port
ordering. As described below, it is possible for a computer
to be connected to multiple broadcast channels that are
uniquely identified by channel type and channel instance.
The algorithm may be “seeded” with channel type and
channel instance in order to generate a unique ordering of
port numbers for each broadcast channel. Thus, a seeking
computer will dial the ports of a portal computer in the same
order as the portal computer used when allocating its call-in
port.

If many computers are at the same time seeking connec-
tion to a broadcast channel through a single portal computer,
then the ports of the portal computer may be busy when
called by seeking computers. The seeking computers would
typically need to keep on redialing a busy port. The process
of locating a call-in port may be significantly slowed by such
redialing. In one embodiment, each seeking computer may
each reorder the first few port numbers generated by the
hashing algorithm. For example, each seeking computer
could randomly reorder the first eight port numbers gener-
ated by the hashing algorithm. The random ordering could
also be weighted where the. first port number generated by
the hashing algorithm would have a 50% chance of being
first in the reordering, the second port number would have
a 25% chance of being first in the reordering, and so on.
Because the seeking computers would use different
orderings, the likelihood of finding a busy port is reduced.
For example, if the first eight port numbers are randomly
selected, then it is possible that eight seeking computers
could be simultaneously dialing ports in different sequences
which would reduce the chances of dialing a busy port.
Locating a Portal Computer

Each computer that can connect to the broadcast channel
has a list of one or more portal computers through which it
can connect to the broadcast channel. In one embodiment,
each computer has the same set of portal computers. A
seeking computer locates a portal computer that is connected
to the broadcast channel by successively dialing the ports of
each.portal computer in the order specified by an algorithm.
A seeking computer could select the first portal computer
and then dial all its ports until a call-in port of a computer
that is fully connected to the broadcast channel is found. If
no call-in port is found, then the seeking computer would
select the next portal computer and repeat the process until
a portal computer with such a call-in port is found. A
problem with such a seeking technique is that all user ports
of each portal computer are dialed until a portal computer
fully connected to the broadcast channel is found. In an
alternate embodiment, the seeking computer selects a port
number according to the algorithm and then dials each portal
computer at that port number. If no acceptable call-in port to
the broadcast channel is found, then the secking computer
selects the next port number and repeats the process. Since
the call-in ports are likely allocated at lower-ordered port
numbers, the seeking computer first dials the port numbers
that are most likely to be call-in ports of the broadcast
channel. The seeking computers may have a maximum
search depth, that is the number of ports that it will dial when
secking a portal computer that is fully connected. If the
seeking computer exhausts its search depth, then either the
broadcast channel has not yet been established or, if the
seeking computer is also a portal computer, it can then
establish the broadcast chanmel with itself as the first fully
connected computer.

When a seeking computer locates a portal computer that
is itself not fully connected, the two computers do not
connect when they first locate each other because the
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broadcast channel may already be established and accessible
through a higher-ordered port number on another portal
computer. If the two secking computers were to connect to
each other, then two disjoint broadcast channels would be
formed. Each seeking computer can share its experience in
trying to locate a portal computer with the other seeking
computer. In particular, if one secking computer has
searched all the portal computers to a depth of eight, then the
one seeking computer can share that it has searched to a
depth of eight with another secking computer. If that other
seeking computer has searched to a depth of, for example,
only four, it can skip searching through depths five through
eight and that other secking computer can advance its
searching to a depth of nine.

In one embodiment, each computer may have a different
set of portal computers and a different maximum search
depth. In such a situation, it may be possible that two disjoint
broadcast channels are formed because a seeking computer
cannot locate a fully connected port computer at a higher
depth. Similarly, if the set of portal computers are disjoint,
then two separate broadcast channels would be formed.
Identifying Neighbors for a Seeking Computer

As described above, the neighbors of a newly connecting
computer are preferably selected randomly from the set of
currently connected computers. One advantage of the broad-
cast channel, however, is that no computer has global
knowledge of the broadcast channel. Rather, each computer
has local knowledge of itself and its neighbors. This limited
local knowledge has the advantage that all the connected
computers are peers (as far as the broadcasting is concerned)
and the failure of any one computer (actually any three
computers when in the 4-regular and 4-connect form) will
not cause the broadcast channel to fail. This local knowledge
makes it difficult for a portal computer to randomly select
four neighbors for a seeking computer.

To select the four computers, a portal computer sends an
edge connection request message through one of its internal
connections that is randomly selected. The receiving com-
puter again sends the edge connection request message
through one of its internal connections that is randomly
selected. This sending of the message corresponds to a
random walk through the graph that represents the broadcast
channel. Eventually, a receiving computer will decide that
the message has traveled far enough to represent a randomly
selected computer. That receiving computer will offer the
internal connection upon. which it received the edge con-
nection request message to the seeking computer for edge
pinning. Of course, if either of the computers at the end of
the offered internal connection are already neighbors of the
seeking computer, then the seeking computer-cannot con-
nect through that internal connection. The computer that
decided that the message has traveled far enough will detect
this condition of already being a neighbor and send the
message to a randomly sclected neighbor.

In one embodiment, the distance that the edge connection
request message travels is established by the portal computer
to be approximately twice the estimated diameter of the
broadcast channel. The message includes an indication of
the distance that it is to travel. Each receiving computer
decrements that distance to travel before sending the mes-
sage on. The computer that receives a message with a
distance to travel that is zero is considered to be the
randomly selected computer. If that randomly selected com-
puter cannot connect to the seeking computer {e.g., because
it is already connected to it}, then that randomly selected
computer forwards the edge connection request to one of its
neighbors with a new distance to travel. In onc embodiment,
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the forwarding computer toggles the new distance to travel
between zero and one to help prevent two computers from
sending the message back and forth between each other.

Because of the local nature of the information maintained
by each computer connected to the broadcast channel, the
computers need not generally be aware of the diameter of the
broadcast channel. In one embodiment, each message sent
through the broadcast channel has a distance traveled field.
Each computer that forwards a message increments the
distance traveled field. Each computer also maintaing an
estimated diameter of the broadcast channel. When a com-
puter receives a message that has traveled a distance that
indicates that the estimated diameter is too small, it updates
its estimated diameter and broadcasts an estimated diameter
message. When a computer receives an estimated diameter
message that indicates a diameter that is larger than its own
estimated diameter, it updates its own estimated diameter.
This estimated diameter is used to establish the distance that
an edge connection request message should travel.
External Data Representation

The computers connected to the broadcast channel may
internally store their data in different formats. For example,
one computer may use 32-bit integers, and another computer
may use 64-bit integers. As another example, one computer
may use ASCII to represent text and another computer may
use Unicode. To allow communications between heteroge-
neous computers, the messages sent over the broadcast
channel may use the XDR (Y¢Xternal Data Representation™)
format.

The underlying peer-to-peer communications protocol
may send multiple messages in a single message stream. The
traditional technique. for retdeving messages from a stream
has been to repeatedly invoke an operating system routine to
retrieve the next message in the stream. The retrieval of each
message may require two calls to the operating system: one
to retrieve the size of the next message and the other to
retrieve the number of bytes indicated by the retrieved size.
Such calls to the operating system can, however, be very
slow in comparison to the invocations of local routines. To
overcome the inefficiencies of such repeated calls, the broad-
cast technique in one embodiment, uses XDR to identify the
message boundaries in a stream of messages. The broadcast
technique may request the operating system to provide the
next, for example, 1,024 bytes from the stream. The broad-
cast technique can then repeatedly invoke the XDR routines-
to retrieve the messages and use the success or failure of
each invocation to determine whether another block of 1,024
bytes needs to be retrieved from the operating system. The
invocation of XDR routines do not involve system calls and
are thus more efficient than repeated system calls.
M-Regular.

In the embodiment described above, each fully connected
computer has four internal connections. The broadcast tech-
nique can be used with other numbers of internal connec-
tions. For example, each computer could have 6, 8, or any
even number of internal connections. As the number of
internal connections increase, the diameter of the broadcast
channel tends to decrease, and thus propagation time for a
message tends to decrease. The time that it takes to connect
a seeking computer to the broadcast channel may, however,
increase as the number of internal connections increases.
When the number of intemal connectors is even, then the
broadcast channel can be maintained as m-regular and
m-connected (in the steady state). If the number of internal
connections is odd, then when the broadcast channel has an
odd number of computers connected, one of the computers
will have less than that odd number of internal connections.
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In such a situation, the broadcast network is neither
m-regular nor m-connected. When the next computer con-
nects to the broadcast channel, it can again become
m-regular and m-connected. Thus, with an odd number of
internal connections, the broadcast channel toggles between
being and not being m-regular and m-connected.
Components

FIG. 6 is a block diagram illustrating components of a
computer that is connected t© a broadcast channel. The
above description generally assumed that there was only one
broadcast channel and that each computer had only one
connection to that broadcast channel. More generally, a
network of computers may have multiple broadcast
channels, each computer may be connected to more than one
broadcast channel, and each computer can have multiple
connections to the same broadcast channel. The broadcast
~ channel is well suited for computer processes {(e.g., appli-
" cation programs) that execute collaboratively, such as net-
work meeting programs. Each computer process can connect
to one or more broadcast channels. The broadcast channels
can be identified by channel type (e.g., application program
name) and channel instance that represents separate broad-
cast channels for that channel type. When a process attempts
to connect to a broadcast channel, it secks a process cur-
rently connected to that broadcast channel that is executing
on a portal computer. The seeking process identifies the
broadcast channel by channel type and channel instance.

Computer 600 includes multiple application programs
601 executing-as separate processes. Each application pro-
gram interfaces with a broadcaster component 602 for each
broadcast channel to which it is connected. The broadcaster
component may be implement as an object that is instanti-
ated within the process space of the application program.
Alternatively, the broadcaster component may execute as a
separate process or thread from the application program. In
one embodiment, the broadcaster component provides func-
tions (e.g., methods of class) that can be invoked by the
application programs. The primary functions provided may
include a connect function that an application program
invokes passing an indication of the broadcast channel to
which the application program wants to connect. The appli-
cation program may provide a callback routine that the
broadcaster component invokes to notify the application
program that the connection has been completed, that is the
process enters the fully connected state. The broadcaster
component may also provide an acquire message function
that the application program can invoke to retrieve the next
message that is broadcast on the broadcast channel.
Aliernatively, the application program may provide a call-
back routine (which may be a virtual function provided by
the application program) that the broadcaster component
invokes to notify the application program that a broadcast
message has been received. Each broadcaster component
allocates a call-in port using the hashing algorithm. When
calls are answered at the call-in port, they are transferred to
other ports that serve as the external and internal ports.

The computers connecting to the broadcast channel may
include a central processing unit, memory, input devices
{e.g., keyboard and pointing device), output devices (e.g.,
display devices}, and storage devices (e.g., disk drives). The
memory and storage devices are computer-readable medium
that may contain computer instructions that implement the
broadcaster component. In addition, the data structures and
message structures may be stored or transmitted via a signal
transmitted on a computer-readable media, such as a com-
munications link.

FIG. 7 is a block diagram illustrating the sub-components
of the broadcaster component in one embodiment. The
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broadcaster component includes a connect component 701,
an external dispatcher 702, an internal dispatcher 703 for
each internal connection, an acquire message component
704 and a broadcast component 712. The application pro-
gram may provide a connect callback component 710 and a
receive response component 711 that are invoked by the
broadcaster component. The application program invokes
the connect component to establish a connection to a des-
ignated broadcast channel. The connect component identi-
fies the external port and installs the external dispatcher for
handling messages that are received on the external port.
The connect component invokes the seek portal computer
component 705 to identify a portal computer that is con-
nected to the broadcast channel and invokes the connect
request component 706 to ask the portal computer (if fully
connected) to select neighbor processes for the newly con-
necting process. The external dispatcher receives external
messages, identifies the type of message, and invokes the
appropriate handling routine 707. The internal dispatcher
receives the internal messages, identifies the type of
message, and invokes the appropriate handling routine 708.
The received broadcast messages are stored in the broadcast
message queue 709, The acquire message component is
invoked to retrieve messages from the broadcast queue. The -
broadcast component is invoked by the application program
to broadcast messages in the broadcast channel.

The following tables list messages sent by the broadcaster
components.

EXTERNAL MESSAGES

Message Type Description

seeking_connection__call

Indi that a secking p would like to
know whether the receiving process is fully
connecied to the broadcast channel

Indicates that the sending process would like
the receiving process to initiate 2 connection
of the sending process to the broadeast
channel

Indicates that the sending process is
proposing an edge through which the
receiving process can connect to the broad-"
cast channel (i.e., edge pinning)

Indicates that the sending process is
proposing a port through which the receiving
process can connect to the broadeast channel
Indicates that the sending process is
connected to the broadcast channel

Indicates that the receiving process should
disconnect from one of its neighbors and
connect to one of the processes involved in
the neighbors with empty port condition

connection__request__gall

edge__proposal_call

port__connection__call

connected _stmt

condition_ yepair__stmt

INTERNAL MESSAGES

Message Type Description

broadcast_stmt Indicates & message that is being broad-
cast through the broadcast channel for
the application programs

Indicates that the designated process is
looking for a port through which it can
connect 10 the broadcast channel
Indicates that the requesting process is
looking for an edge through which it
can connect to the broadcast

channel

connection__port__search_stmt

connection_edge__search__call
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-continued

INTERNAL MESSAGES

Message Type Description

connection _edge_search_resp  Indicates whether the edge hetween this
process and the sending neighbor has
been accepted by the requesting party
Indicates an estimated diamerer of the
broadeast chammel

Indicates to reset the estimated diameter
to indicated diameter

Indicates that the sending neighbor is
disconnecting from the broadcast
channel

Indicates that neighbors with empty port
condition have been detected

Indicates that the neighbors with empty
ports have the same set of neighbors
Indicates that the broadcast channel is
being shutdown

diameter__estimate_ stmt
diameter__reset__stmt

disconnect__stmt

condition__check__stmt
condition__double_ check _stmt

shutdown.__stmt

Flow Diagrams

FIGS. 8-34 are flow diagrams illustrating the processing
of the broadcaster component in one embodiment. FIG. 8 is
a flow diagram illustrating. the processing of the connect
routine in one embodiment. This routine is passed a channel

type (e.g., application name) and channel instance (e.g.,

session identifier), that identifies the broadcast channel to
which this process wants to conmect. The routine is also
passed auxiliary information that includes the list of portal
computers and a connection callback routine. When the
connection is established, the connection callback routine is
invoked to notify the application program. When this pro-
cess Invokes this routine, it is in the seeking connection

state. When a portal computer is located that is connected.

and this routine connects to at least one neighbor, this
process enters the partially connected state, and when the
process eventually connects- to four neighbors, it enters the
fully connected state. When in the small regime, a fully
connected process may have less than four neighbors. In
block 801, the routine opens the call-in port through which
the process is to communicate with other processes when
establishing external and internal connections. The port is
selected as the first available port using the hashing algo-
rithm described above. In block 802, the routine sets the
connect time to the current time. The connect time is used to
identify the instance of the process that is connected through
this external port. One process may connect to a broadcast
channel of a certain channel type and channel instance using
one call-in port and then disconnects, and another process
may then connect to that same broadcast channel using the
same call-in port. Before the other process becomes fully
connected, another process may try to communicate with it
thinking it is the fully connected old process. In such a case,
the connect time can be used to identify this situation. In
block 803, the routine invokes the seek portal computer
routine passing the channel type and channel instance. The
seek portal computer routine attempts to locate a portal
computer through which this process can connect to the
hroadeast channel. for the passed type and instance. In
decision block 804, if the seek portal computer routine is
successful in locating a fully connected process on that
portal computer, then the routine continues at block 805, else
the routine returns an unsuccessful indication. In decision
block 805, if no portal computer other than the portal
computer on which the process is executing was located,
then Lhis is the first process to fully connect to broadcast
channel and the routine continues at block 806, clse the
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routine continues at block 808. In block 8086, the routine
invokes the achieve connection routine to change the state of
this process to fully connected. In block 807, the routine
installs the external dispatcher for processing messages
received through this process’ external port for the passed
channel type and channel instance. When a message is
received through that external port, the external dispatcher is
invoked. The routine then returns. In block 808, the routine
installs an external dispatcher. In block 809, the routine
invokes the connect request routine to initiate the process of
identifying neighbors for the seeking computer. The routine
then returns.

FIG. 9 is a flow diagram illustrating the processing of the
seek portal computer routine in one embodiment. This
routine is passed the channel type and channel instance of
the broadcast channel to which this process wishes to
connect. This routine, for each search depth (e.g., port
number), checks the portal computers at that search depth. If
a portal computer is located at that search depth with a
process that is fully connected to the broadcast channel, then
the routine returns an indication of success. In blocks
902-911, the routine loops selecting each search depth until
a process is located. In block 902, the routine selects the next
search depth using a port number ordering algorithm. In
decision block 903, if all the search depths have already
been selected during this execution of the loop, that is for the
currently selected depth, then the routine returns a failure
indication, else the routine continues at block 904. In blocks
904-911, the routine loops selecting each portal computer
and determining whether a process of that portal computer
is connected to {or attempting to connect to) the broadcast
channel with the passed channel type and channel instance.
1n block 904, the routine selects the next portal computer. In
decision block 905, if all the portal computers have already
been selected, then the routine loops to block 902 to select
the next search depth, else the routine continues at block
906. In block 906, the routine dials the selected portal
computer through the port represented by the search depth.
In decision block 907, if the dialing was successful, then the
routine continues at block 908, else the routine loops to
block 904 to select the next portal computer. The dialing will
be successful if the dialed port is the call-in port of the
broadcast channel of the passed channel type and channel
instance of a process executing on that portal computer. In
block 908, the routine invokes a contact process roufine,
which contacts the answering process of the portal computer
through the dialed port and determines whether that process
is fully connected to the broadcast channel. In block 909, the
routine hangs up on the selected portal computer. In decision
block 910, if the answering process is fully connected to the
broadcast channel, then the routine returns a success
indicator, else the routine continues at block 911. In block
911, the routine invokes the check for external call routine
to determine whether an external call has been made to this
process as a portal computer and processes that call. The
routine then loops to block 904 to select the next portal
computer.

FIG. 10 is a flow diagram illustrating the processing of the
contact process routine in one embodiment. This routine
determines whether the process of the selected portal com-
puter that answered the call-in to the selected port is fully
connected to the broadcast channel. In block 1001, the
routine sends an external message (i.e., seeking
connection__call) to the answering process indicating that a
seeking process wants to know whether the answering
process is fully connected to the broadcast channel. In block
1002, the routine receives the external response message
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from the answering process. In decision block 1003, if the
external response message is successfully received (i.e.,
seeking _connection_resp), then the routine continues at
block 1004, else the routine retumns. Wherever the broadcast
component requests 1o receive an external message, it sets a
time out period. If the external message is net received
within that time out period, the broadcaster component
checks its own call-in port to see if another process is calling
it. In particular, the dialed process may be calling the dialing
process, which may resull in a deadlock situation. The
broadcaster component may repeat the receive request sev-
eral times. If the expected message is not received, then the
broadcaster component handles the error as appropriate. In
decision block 1004, if the answering process indicates in its
response message that it is fully connected to the broadcast
channel, then the routine continues at block 1008, else the
" routine continues at block 1006. In block 1008, the routine
adds the selected portal computer to a list of connected
portal computers and then returns. In block 1006, the routine
adds the answering process to a list of fellow seeking
processes and then returns.

FIG. 11 is a flow diagram illustrating the processing of the
connect request routine in one embodiment. This routine
requests a process of a portal computer that was identified as
being fully connected to the broadcast channel to initiate the
connection of this process to the broadcast channel. In
decision block 1101, if at least one process of a portal
computer was located that is fully connected to the broadcast
channel, then the routine continues at block 1103, else the
routine continues at block 1102. A process of the portal
computer may no longer be in the list if it recently discon-
nected from the broadcast channel. In one embodiment, a
seeking computer may always search its entire search depth
and find multiple portal computers through which it can
connect to the broadeast channel. In block 1102, the routine
restarts the process of connecting to the broadcast channel
and returns. In block 1103, the routine dials the process of
one of the found portal computers through the call-in port.
In decision block 1104, if the dialing is successful, then the
routine continues at block 1105, else the routine continues at
block 1113. The dialing may be unsuccessful if, for example,
the dialed process recently disconnected from the broadcast
channel. In block 1105, the routine sends an external mes-
sage to the dialed process requesting a connection to the
broadcast channel (i.e., connection__request__call). In block
1106, the routine receives the response message (i.e.,
connection__request_resp). In decision block 1107, if the
response message is successfully received, then the routine
continues at block 1108, else the routine continues at block
1113 In block 1108, the routine sets the expected number of
holes (i.e., empty internal conmnections) for this process
based on the received response. When in the large regime,
the expected number of holes is zero. When in the small
regime, the expected number of holes varies from one to
three. In block 1109, the routine sets the estimated diameter
of the broadcast channel based on the received response. In
decision block 1111, if the dialed process is ready to connect
to this process as indicated by the response message, then
the routine continues at block 1112, else the routine contin-
ues at block 1113. In block 1112, the routine invokes the add
neighbor routine to add the answering process as a neighbor
to this process, This adding of the answering process typi-
cally occurs when the broadcast channel is in the small
regime. When in the large regime, the random walk search
for a neighbor is performed. In block 1113, the routine hangs
up the external connection with the answering process
computer and then returns.
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FIG. 12 is a flow diagram of the processing of the check
for external call routine in one embodiment. This routine is
invoked to identify whether a fellow seeking process is
attempting to establish a connection to the broadcast channel
through this process. In block 1201, the routine attempts to
answer a call on the call-in port. In decision block 1202, if
the answer is successful, then the routine continues at block
1203, else the routine returns. In block 1203, the routine
receives the external message from the external port. In
decision block 1204, if the type of the message indicates that

a seeking process is calling (i.e., seeking _connection__call),

then the routine continues at block 1205, else the routine
returns. In block 1208, the routine sends an external message
(i.e., seeking_ connection__resp) to the other seeking pro-
cess indicating that this process is also is seeking a connec-
tion. In decision block 1206, if the sending of the external
message is successful, then the routine continues at block
1207, else the routine returns. In block 1207, the routine
adds the other seeking process to a list of fellow seeking
processes and then returns. This list may be used if this
process can find no process that is fully connected to the
broadcast channel. In which case, this process may check to
see if any fellow seeking process were successful in con-
necting to the broadcast channel. For example, a fellow
seeking process may become the first process fully con-
nected to the broadcast channel.

FIG. 13 is a flow diagram of the processing of the achieve
connection routine in one embodiment. This routine sets the
state of this process to fully connected to the broadcast
channel and invokes a callback routine to notify the appli-
cation program that the process is now fully connected to the
requested broadcast channel. In block 1301, the routine sets
the connection state of this process to fully connected. In
block 1302, the routine notifies fellow seeking processes
that it is fully connected by sending a connected external
message to them (i.e., connected__stmt). In block 1303, the
routine invokes the connect callback routine to notify the
application program and then returns.

FIG. 14 is a flow diagram illustrating the processing of the
external dispatcher routine in one embodiment. This routine
is invoked when the external port receives a message. This
routine retrieves the message, identifies the external mes-
sage type, and invokes the appropriate routine to handle that
message. This routine loops processing each message until
all the received messages have been handled. In block 1401,
the routine answers (e.g., picks up) the external port and
retrieves an external message. In decision block 1402, if a
message was retrieved, then the routine continues at block
1403, else the routine hangs up on the external port in block
1415 and returns. In decision block 1403, if the message
type is for a process seeking a connection (ie., seeking
connection__call), then the routine invokes the handle seek-
ing connection call routine in block 1404, else the routine
continues at block 1405. In decision block 1405, if the
message type is for a connection request call (ie.,
connection__request_ call), then the routine invokes the
handle connection request call routine in block 1406, else
the routine continues at block 1407. In decision block 1407,
if the message type is edge proposal call (i.e., edge
proposal__call), then the routine invokes the handle edge
proposal call routine in block 1408, else the routine contin-
ues at block 1409. In decision block 1409, if the message
type is port connect call {i.e., port__connect__call), then the
routine invokes the handle port connection call routine in
block 1410, else the routine continues at block 1411. In
decision block 1411, if the message type is a connected
statement (i.e., connected_stmt), the routine invokes the
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handle connected statement in block 1112, else the routine
continues at block 1212. In decision block 1412, if the
message type is a condition repair statement (i.e.,
condition_ repair_ stmt), then the routine invokes the handle
cendition repair routine in block 1413, else the routine loops
to block 1414 to process the next message. After each
handling routine is invoked, the routine loops to block 1414.
In block 1414, the routine hangs up on the external port and
continues at block 1401 to receive the next message.

FIG. 15is a flow diagram illustrating the processing of the
handle seeking connection call routine in one embodiment.
This routine is invoked when a seeking process is calling to
identify a portal computer through which it can connect to
the broadcast channel. In decision block 1501, if this process
is currently fully connected to the broadcast channel iden-
tified in the message, then the routine continues at block
1502, else the routine continues at block 1503, In block
1502, the routine sets a message to indicate that this process
is fully connected to the broadcast channel and continues at
block 1505. In block 1503, the routine sets a message to
indicate that this process is not fully connected. In block
1504, the routine adds the identification of the seeking
process 1o a list of fellow seeking processes. If this process
is not fully connected, then it is attempting to connect to the
broadcast channel. In block 1505, the routine sends the
external message response (i.e., seeking _connection__resp)
to the seeking process and then returns,

FIG. 16 is a flow diagram illustrating processing of the
handle connection request call routine in one embodiment.
This routine is invoked when the calling process wants this
process to initiate the connection of the process to the
broadcast channel, This routine either allows the calling
process to establish an internal connection with this process
(e.g., if in the small regime) or starts the process of identi-
fying a process to which the calling process can connect. In
decision block 1601, if this process is currently fully con-
nected to0-the broadcast channel, then the routine continues
at block 1603, else the routine hangs up on the external port
in block 1602 and returns. In block 1603, the routine sets the
number of holes that the calling process should expect in the
response message, In block 1604, the routine sets the
estimated diameter in the response message. In block 1605,
the routine indicates whether this process is ready to connect
to the calling process. This process is ready to connect when
the number of its holes is greater than zero and the calling
process is not.a neighbor of this process. In block 1606, the
routine sends to the calling process an external message that
is responsive to the connection request call (i.e.,
connection__request__resp). In block 1607, the routine notes.
the number of holes that the calling process needs to fill as
indicated in the request message. In decision block 1608, if
this process is ready to connect to the calling process, then

the routine continues at block 1609, else the routine contin- -

ues at block 1611. In block 1609, the routine invokes the add
neighbor routine to add the calling process as a neighbor. In
block 1619, the routine decrements the number of holes that
the calling process needs to fill and continues at block 1611.
In block 1611, the routine hangs up on the external port. In
decision block 1612, if this process has no holes or the
estimated diameter is greater than one (i.e., in the large
regime), then the routine continues at block 1613, else the
routine continues at block 1616. In blocks 1613-1615, the
routine loops forwarding a request for an edge through
which to connect to the calling process to the broadcast
channel. One request is forwarded for each pair of holes of
the calling process that needs to be filled. In decision block
1613, if the number of holes of the calling process to be
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filled is greater than or equal to two, then the routine
continues at block 1614, else the routine continues at block
1616. In block 1614, the routine invokes the forward con-
nection edge search routine. The invoked routine is passed
to an indication of the calling process and the random walk
distance. In one embodiment, the distance is twice in the
estimated diameter of the broadcast channel. In block 1614,
the routine decrements the holes left to fill by two and loops
to block 1613, In decision block 16186, if there is still a hole
to fill, then the routine continues at block 1617, else the
routine returns. In block 1617, the routine invokes the fill
hole routine passing the identification of the calling process.
The fill hole routine broadcasts a connection port search
staternent (i.e., connection__port__search__stmt) for a hole of
a connected process through which the calling process can
connect to the broadcast channel. The routine then retumns.

FIG. 17 is a flow diagram illusirating the processing of the
add neighbor routine in one embodiment. This routine adds
the process calling on the external port as a neighbor (o this
process. In block 1701, the routine identifies the calling
process on the external port. In block 1702, the routine sets
a flag to indicate that the neighbor has not yet received the
broadcast messages from this process. This flag is used to
ensure that there are no gaps in the messages initially sent to
the new neighbor. The external port becomes the internal
port for this connection. In decision block 1703, if this
process is in the seeking connection state, then this process
is connecting to its first neighbor and the routine continues
at block 1704, else the routine continues at block 1705, In
block 1704, the routine sets the connection state of this
process to partially connected. In block 1705, the routine
adds the calling process to the list of neighbors of this
process. In block 1706, the routine installs an internal
dispatcher for the new neighbor. The internal dispatcher is
invoked when a message is received from that new neighbor
through the internal port of that new. neighbor. In decision
block 1707, if this process buffered up messages while not
fully connected, then the routine continues at block 1708,
else the routine continues at block 1709. In one embodiment,
a process that is partially connected may buffer the messages
that it receives is through an internal connection so that it
can send these messages as it connects to new neighbors. In
block 1708, the routine sends the buifered messages to the
new neighbor through the internal port. In decision block
1709, if the number of holes of this process equals the
expected number of holes, then this process is fully con-
nected and the routine continues at block 1710, else the
routine continues at block 1711. In block 1710, the routine
invokes the achieve connected routine to indicate that this
process is fully connected. In decision block 1711, if the
number of holes for this process is zero, then the routine
continues at block 1712, else the routine returns. In block
1712, the routine deletes any pending edges and then
returns. A pending edge is an edge that has been proposed to
this process for edge pinning, which in this case is no longer
needed.

FIG. 18 is a flow diagram illustrating the processing of the
forward connection edge search routine in one embodiment.
This routine is responsible for passing along a request to
connect a requesting process to a randomly selected neigh-
bor of this process through the internal port of the selected
neighbor, that is part of the random walk, In decision block
1801, if the forwarding distance remaining is greater than
zero, then the routine continues at block 1804, else the
routine continues at block 1802. In decision block 1802, if
the number of neighbors of this process is greater than one,
then the routine continues at block 1804, else this broadcast
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channel is in the small regime and the routine continues at
block 1803. In decision block 1803, if the requesting process
is a neighbor of this process, then the routine returns, else the
routine continues at block 1804. In blocks 18041807, the

routine loops attempting to send a connection edge search 5

to a randomly selected neighbor. In block 1804, the routine
randomly selects a neighbor of this process. In decision
block 1805, if all the neighbors of this process have already
been selected, then the routine cannot forward the message
and the routine returns, else the routine continues at block
1806. In block 1806, the routine sends a connection edge
search call internal message to the selected neighbor. In
decision block 1807, if the sending of the message is
successful, then the routine continues at block 1808, else the

- routine loops to block 1804 to select the next neighbor.

I

J

When the sending of an internal message is unsuccessful,
then the neighbor may have disconnected from the broadcast
channel in an unplanned manner. Whenever such a situation
is detected by the broadcaster component, it attempts to find
another neighbor by invoking the fill holes routine to fill a-
single hole or the forward connecting edge search routine to-
fill two holes. In is block 1808, the routine notes that the-
recently sent connection edge search call has not yet been
acknowledged and indicates that the edge to this neighbor is
reserved if the remaining forwarding distance is less than or
equal to one. It is reserved because the selected neighbor
may offer this edge to the requesting process for edge
pinning. The routine then returns.

FIG. 19 is a flow diagram illustrating the processing of the.
handle edge proposal call routine. This routine is invoked
when a message is received from a proposing process that
proposes to connect an edge between the proposing process
and one of its neighbors to this process for edge pinning. In
decision block 1901, if the number of holes of this process
minus the number of pending edges is greater than or equal
to one, then this process still has holes to be filled and the-
routine continues at block 1902, else the routine continues at
block 1911. In decision block 1902, if the proposing process
or its neighbor is a neighbor of this process, then the routine
continues at block 1911, else the routine continues at block
1903. In block 1903, the routine indicates that the edge is
pending between this process and the proposing process. In
decision block 1904, if a proposed neighbor is already
pending as a proposed neighbor, then the routine continues
at block 1911, else the routine continues at block 1907. In
block 1907, the routine sends an edge proposal respense as
an external message to the proposing process (i.e., edge__
proposal__resp) indicating that the proposed edge is
accepted. In decision block 1908, if the sending of the
message was successful, then the routine continues at block
1909, else the routine returns. In block 1909, the routine
adds the edge as a pending edge. In block 1910, the routine
invokes the add neighbor routine to add the proposing
process on the external port as a neighbor. The routine then
returns. In block 1911, the routine sends an external message
(i.e., edge_proposal_resp) indicating that this proposed
edge is not accepted. In decision block 1912, if the number
of holes is odd, then the routine continues at block 1913, else
the routine returns. In block 1913, the routine invokes the fill
hole routine and then returns.

FIG. 20 is a flow diagram illustrating the processing of the
handle port connection call routine in one embodiment. This
routine is invoked when an external message is received
then indicates that the sending process wants 1o connect to
one hole of this process. In decision block 2001, if the
number of holes of this process is greater than zero, then the
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routine continues at block 2002, else the routine continues at
block 2003. In decision block 2002, if the sending process
is not a neighbor, then the routine continues at block 2004,
else the routine continues to block 2003. In block 2003, the
routine sends a port connection response external message
(i.e., port_connection_resp} to the sending process that
indicates that it is not okay to connect to this process. The
routine then returns. In block 2004, the routine sends a port
connection response external message to the sending process
that indicates that is okay to connect this process. In decision
block 2005, if the sending of the message was successful,
then the routine continues at block 2006, else the routine
continues at block 2007. In block 2006, the routine invokes
the add neighbor routine to add the sending process as a
neighbor of this process and then returns. In block 2007, the
routine hangs up the external connection. In block 2008, the
routine invokes the connect request routine to request that 2
process connect to one of the holes of this process. The
routine then returns.

FIG. 21 is a flow diagram illustrating the processing of the
fill hole routine in one embodiment. This routine is passed
an indication of the requesting process. If this process is
requesting to fill a hole, then this routine sends an internal
message to other processes. If another process is requesting
to fill a hole, then this routine invokes the routine to handle
a connection port search request. In block 2101, the routine
initializes a connection port search statement internal, mes-
sage (i.e., connection_port_search stmt). In decision
block 2102, if this process is the requesting process, then the
routine continues at block 2103, else the routine continues at
block 2104. In block 2103, the routine distributes the
message to-the neighbors of this process through the internal
ports and then returns. In block 2104, the routine invokes the
handle connection port scarch routine and then returns.

FIG. 22 is a flow diagram illustrating the processing of the
internal dispatcher routine in one embodiment. This routine
is passed an indication of the neighbor who sent the internal
message. In block 2201, the routine receives the internal
message. This routine identifies the message type and
invokes the appropriate routine 1o handle the message. In
block 2202, the routine assesses whether to change the
estimated diameter of the broadcast channel based on the
information in the received message. In decision block 2203,
if this process is the originating process of the message or
the message has already been received (i.e., a duplicate),
then the routine ignores the message and continues at block
2208, else the routine continues at block 2203A. In decision
block 2203A, if the process is partially connected, then the
routine continues at block 2203B, else the routine continues
at block 2204. In block 2203B, the routine adds the message
to the pending connection buffer and continues at block
2204. In decision blocks 22042207, the routine decodes the
message type and invokes the appropriate routine o handle
the message. For example, in decision block 2204, if the
type of the message is broadcast statement (i.e., broadcast__
stmt}, then the routing invokes the handle broadcast message
routine in block 2205. After invoking the appropriate han-
dling routine, the routine continues at block 2208. In deci-
sion block 2208, if the partially connected buffer is full, then
the routine continues at block 2209, else the routine contin-
ues at block 2210: The broadcaster component collects all its
internal messages in a buffer while partially connected so
that it can forward the messages as it connects to new
neighbors. If, however, that buffer becomes full, then the
process assumes that it is now fully connected and that the
expected number of connections was too high, because the
broadcast channel is now in the small regime. In block 2209,
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the routine invokes the achieve connection routine and then
continues in block 2210. In decision block 2210, if the
application program message queue is empty, then the
routine returns, else the routine continues at block 2212. In
block 2212, the routine invokes the receive response routine
passing the acquired message and then returns. The received
response routine is a callback routine of the application
program.

FIG. 23 is a flow diagram illustrating the processing of the
handle broadcast message routine in one embodiment. This
routine is passed an indication of the originating process, an
indication of the neighbor who sent the broadcast message,
and the broadcast message itself. In block 2301, the routine
performs the out of order processing for this message. The
broadcaster component queues messages from each origi-
nating process until it can send them in sequence number
order to the application program. In block 2302, the routine
invokes the distribute broadcast message routine to forward
the message to the neighbors of this process. In decision
block 2303, if a newly connected neighbor is waiting 10
receive messages, then the routine continues at biock 2304,
else the routine returns. In block 2304, the routine sends the
messages in the correct order if possible for each originating
process and then returns.

FIG. 24 is a flow diagram illustrating the processing of the
distribute broadcast message routine in one embodiment.
This routine. sends the broadcast message to each of the
neighbors of this process, except for the neighbor who sent
the message- to this process, In block 2401, the routine
selects the next neighbor other than the neighbor who sent
the message. In decision block 2402, if all such neighbors
have already been selected, then the routine returns, In block
2403, the routine sends the message to the selected neighbor
and then loops to block 2401 to select the next neighbor.

FIG. 26 is a flow diagram illustrating the processing of the
handle connection port search statement routine in one
embodiment. This routine is passed an indication of the
neighbor that sent the message and the message itself. In
block 2601, the routine invokes the distribute internal mes-
sage which sends the message to each of its neighbors other
than the sending neighbor. In decision block 2602, if the
number of holes of this process is greater than zero, then the
routine continues at block 2603, else the routine returns. In
decision block 2603, if the requesting process is a neighbor,
then the routine continues at block 2605 else the routine
continues at block 2604, In block 2604, the routine invokes
the couri neighbor routine and then returns. The court
neighbor routing commects this process 10 the requesting
process if possible. In block 2605, if this process has one
hole, then the neighbors with empty ports condition exists
and the routine continues at block 2606, else the routine
returns. In block 2606, the routine generates a condition
check message (i.e., condition__check) that includes a list of
this process’ neighbors. In block 2607, the routine sends the
message to the requesting neighbor.

FIG. 27 is a flow diagram illustrating the processing of the
court neighbor routine in one embodiment. This routine is
passed an indication of the prospective neighbor for this
process. If this process can connect to the prospective
neighbor, then it sends a port connection call external
message to the prospective neighbor and adds the prospec-
tive neighbor as a neighbor. In decision block 2701, if the
prospective neighbor is already a neighbor, then the routine
returns, else the routine continues at block 2702. In block
2702, the routine dials the prospective neighbor. In decision
block 2703, if the number of holes of this process is greater
than zero, then the routine continues at block 2704, else the
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routine continues at block 2706. In block 2704, the routine
sends a port connection call external message (ie., port_
connection__call) to the prospective neighbor and receives
its response (i.e., port_connection_resp). Assuming the
response is successfully received, in block 2705, the routine
adds the prospective neighbor as a neighbor of this process
by invoking the add neighbor routine. In block 2706, the
routine hangs up with the prospect and then returns.

FIG. 28 is a flow diagram illustrating the processing of the
handle connection edge search call routine in one embodi-
ment. This routine is passed a indication of the neighbor who
sent the message and the message itself. This routine either
forwards the message to a neighbor or proposes the edge
between this process and the sending neighbor to the
requesting process for edge pinning. In decision block 2801,
if this process is not the requesting process or the number of
holes of the requesting process is still greater than or equal
to two, then the routine continues at block 2802, else the
routine continues at block 2813. In decision block 2802, if
the forwarding distance is greater than zero, then the random
walk is not complete and the routine continues at block
2803, eise the routine continues at block 2804. In block
2803, the routine invokes the forward connection edge
search routine passing the identification of the requesting
process and the decremented forwarding distance. The rou-
tine then continues at block 2815. In decision block 2804, if
the requesting process is a neighbor or the edge between this
process and the sending neighbor is reserved because it has
already been offered to a process, then the routine continues
at block 2808, else the routine continues at block 2806. In
block 2805, the routine invokes the forward connection edge
search routine passing an indication of the requesting party
and a toggle indicator that alternatively indicates to continue
the random walk for one or two more computers. The routine
then continues at block 28135. In block 2806, the routine dials
the requesting process via the call-in port. In block 2807, the
routine sends an edge proposal call external message (i.e.,
edge__proposal__call) and receives the response (i.e., edge
proposal__resp). Assumning that the response is successfully
received, the routine continues at block 2808. In decision
block- 2808, if the response indicates that the edge is
acceptable to the requesting process, then the routine con-
tinues at block 2809, else the routine continues at block
2812. In block 2809, the routine reserves the edge between
this process and the sending neighbor. In block 2810, the
routine adds the requesting process as a neighbor by invok-
ing the add neighbor routine. In block 2811, the routine
removes the sending neighbor as a neighbor. In block 2812,
the routine hangs up the external port and continues at block
2815. In decision block 2813, if this process is the requesting
process and the number of holes of this process equals one,
then the routine continues at block 2814, else the routine
continues at block 2813, In block 2814, the routine invokes
the fill hole routine. In block 2815, the routine sends an
connection edge search response message (i.c., connection__
edge__search__response) to the sending neighbor indicating
acknowledgement and then returns. The graphs are sensitive
to parity. That is, all possible paths starting from a node and
ending at that node will have an even length unless the graph
has a cycle whose length is odd. The broadcaster component
uses 2 toggle indicator to vary the random walk distance
between even and odd distances.

FIG. 29 is a flow diagram illustrating the processing of the
handle connection edge search response routine in one
embodiment. This routine is passed as indication of the
requesting process, the sending neighbor, and the message.
In block 2901, the routine notes that the connection edge
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search response (i.e., connection__edge__search__resp) has
been received and if the forwarding distance is less than or
equal to one unreserves the edge between this process and
the sending neighbor. In decision block 2902, if the request-
ing process indicates that the edge is acceptable as indicated
in the message, then the routine continues at block 2903, else
the routine returns. In block 2903, the routine reserves the
edge between this process and the sending neighbor. In
block 2904, the routine removes the sending neighbor as a
neighbor. In block 2905, the routine invokes the court
neighbor routine to connect to the requesting process. In
decision block 2906, if the invoked routine was
unsuccessful, then the routine continues at block 2907, else
the routine returns. In decision block 2907, if the number of
holes of this process -is greater than zero, then the routine
- continues at block 2908, else the routine returns. In block
2908, the routine invokes the fill hole routine and then
returns.

FIG. 30 is a flow diagram illustrating the processing of the
broadcast routine in one embodiment. This routine is
invoked by the application program to broadcast a message
on the broadcast channel. This routine is passed the message
to be broadcast. In decision block 3001, if this process has
at least one neighbor, then the routine continues at block
3002, clse the routine returns since it is the only process
connected to be broadcast channel. In block 3002, the
routine generates an internal message of the broadcast
statement type (i.e., broadcast_stmt). In block 3003, the
routine sets the sequence number of the message. In block
3004, the routine invokes the distribute internal message
routine to broadcast the message on the broadcast channel.
The routine returns.

25

FIG. 311is a flow diagram illusirating the processing of the -

acquire message routine in one embodiment. The acquire
message routine may be invoked by the application program
or by a callback routine provided by the application pro-
gram. This routine returns & message. In block 3101, the
routine pops the message from the message queue of the
broadcast channel. In decision block 3102, if a message was
retrieved, then the routine returns an indication of success,
clse the routine returns indication of failure.

FIGS. 32--34 are flow diagrams illustrating the processing
of messages associated with the neighbors with empty ports
condition. FIG. 32 is a flow diagram illustrating processing
of the handle condition check message in one embodiment.
This message is sent by a neighbor process that has one hole
and has received a request to comnect to a hole of this
process. In decision block 3201, if the number of holes of
this process is equal to one, then the routine continues at
block 3202, else the neighbors with empty ports condition
does not exist any more and the routine returns. In decision
block 3202, if the sending neighber and this process have the
same set of neighbors, the routine continues at block 3203,
else the routine continues at block 3205. In block 3203, the
routine initializes a condition double check message (i.c.,
condition__double__check) with the list of neighbors of this
process. In block 3204, the routine sends the message
internally to a neighbor other than sending neighbor. The
routine then returns. In block 3205, the routine selects a
neighbor of the sending process that is not also a neighbor
of this process. In block 3206, the routine sends a condition
repair message (i.e., condition_repair _stmt) externally to
the selected process. In block 3207, the routine invokes the
add neighbor routine to add the selected neighbor as a
neighbor of this process and then returns.

FIG. 33 is a flow diagram illustrating processing of the
handle condition repair statement routine in one embodi-
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ment. This routine removes an existing neighbor and con-
nects to the process that sent the message. In decision block
3301, if this process has no holcs, then the routine continues
at block 3302, else the routine continues at block 3304. In
block 3302, the routine selects a neighbor that is not
involved in the neighbors with empty ports condition. In
block 3303, the routine removes the selected neighbor as a
neighbor of this process. Thus, this process that is executing
the routine now has at least one hole. In block 3304, the
routine invokes the add neighbor routine to add the process
that sent the message as a neighbor of this process. The
routine then returns.

FIG. 34 is a flow diagram illustrating the processing of the
handle condition double check routine. This routine deter-
mines whether the neighbors with empty ports condition
really is a problem or whether the broadcast channel is in the
small regime. In decision block 3401, if this process has one
hole, then the routine continues at block 3402, else the
routine continues at block 3403. If this process does not have
one hole, then the set of neighbors of this process is not the
same as the set of neighbors of the sending process. In
decision block 3402, if this process and the sending process
have the same set of neighbors, then the broadcast channel
is not in the small regime and the routine continues at block
3403, clse the routine continues at block 3406. In decision
block 3403, if this process has no holes, then the routine
returns, else the routine continues at block 3404. In block
3404, the routine sets the estimated diameter for this process
to one. In block 3405, the routine broadcasts a diameter reset.
internal message (i.c., diameter _reset) indicating that the
estimated diameter is one and then returns. In block 3406,
the routine creates a list of neighbors of this process. In
block 3407, the routine sends the condition check message
(i.c., condition__check__stmt) with the list of neighbors to
the neighbor who sent the condition double check message
and then returns.

From the above description, it will be appreciated that
although specific embodiments of the technology have been
described, various modifications may be made without devi-
ating from the spirit and scope of the invention. For
example, the communications on the broadcast channel may
be encrypted. Also, the channel instance or session identifier
may be a very large number (e.g., 128 bits) to help prevent
an unauthorized user to maliciously tap into a broadcast
channel. The portal computer may also enforce security and
not allow an unauthorized user to connect to the broadcast
channel.

Accordingly, the invention is not limited except by the
claims.

We claim:

1. A method of disconnecting a first computer from a
second computer, the first computer and the second com-
puter being connected to a broadcast channel, said broadcast
channe] forming an m-regular graph where m is at least 3,
the method comprising:

when the first computer decides to disconnect from the

second computer, the first computer sends a disconnect
message to the second computer, said disconnect mes-
sage including a list of neighbors of the first computer;
and

when the second computer receives the disconnect mes-

sage from the first computer, the second computer
broadcasts a connection port search message on the
broadeast channel to find a third computer to which it
can connect in order to maintain an m-regular graph,
said third computer being one of the neighbors on said
list of neighbors.
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2. The method of claim 1 wherein the second computer
receives a port connection message indicating that the third
computer is proposing that the third computer and the
second computer connect.

3. The method of claim 1 wherein the first computer
disconnects from the second computer after sending the
disconnect message.

4. The method of claim 1 wherein the broadcast channel
is implemented using the Internet.

5. The method of claim 1 wherein the first computer and
second computer are connected via a TCP/IP connection.

6. A method for healing a disconnection of a first com-
puter from a second computer, the computers being con-
nected to a broadcast channel, said broadcast channel being
an m-regular graph where m is at least 3, the method
comprising:

attempting to send a message from the first computer to

the second computer; and

when the attempt to send the message is unsuccessful,
broadcasting from the first computer a connection port
search message indicating that the first computer needs
a connection; and

having a third computer not already connected to said first
computer respond to said connection port search mes-
sage in a manner as to maintain an m-regular. graph.

7. The method of claim 6 including: )

when a third computer receives the connection port search
message and the third computer also needs a
connection, sending a message from the third computer
to the first computer proposing that the first computer
and third computer connect.

8. The method of claim 7 including:

when the first computer receives the message proposing
that the first computer and third computer connect,
sending from the first computer to the third computer a
message indicating that the first computer accepts the

proposal to connect the first computer to the third

computer.
9. The method of claim 6 wherein each computer con-
nected to the broadcast channel is connected to at least three
other computers.

30

10. The method of claim 6 wherein the broadcasting
includes sending the message to each computer to which the
first computer is connected.

11. A computer-readable medium containing instructions

5 for controlling disconnecting of a computer from another
computer, the computer and the other computer being con-
nected to a broadcast channel, said broadcast channel being
an m-regular graph where m is at least 3, comprising:

a component that, when the computer decides to discon-
nect from the other computer, the computer sends a
disconnect message to the other computer, said discon-
nect message including a list of neighbors of the
computer; and

a component that, when the computer receives a discon-
nect message from another computer, the computer
broadcasts a connection port search message on the
broadcast channel to find a computer to which it can
connect in order to maintain an m-regular. graph, said
computer to which it can connect being one of the
neighbors on said list of neighbors.

12. The computer-readable medium of claim 11 including:

a component that, when the computer receives a connec-
tion port search message and the computer needs to
connect to another computer, sends to the computer that
sent the connection port search message a port connec-
tion message indicating that the computer is proposing
that the computer that sent the connection port search
message connect 1o the computer.

13. The computer-readable medium of claim 12 includ-

30 ing:

a component that, when the computer receives a port
connection message, connecting to the computer that
sent the port connection message.

14. The computer-readable medium of claim 11 wherein

35 the computers are connected via a TCP/IP connection.

15. The computer-readable medium of claim 11 wherein
the computers that are connected to the broadcast channel
are peers.

16. The computer-readable medium of claim 11 wherein

40 the broadcast channel is implemented using the Internet.
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.35

For more detailed instructions, see the notes on the accompanying sheet.

The applicant is hereby notified that no International Search Report will be established and that the declaration under

3. D With regard to the protest against payment of (an) additional fee(s) under Rule 40.2, the applicant is notified that:

the protest together with the decision thereon has been transmitted to the International Bureau together with the
applicant's request to forward the texts of both the protest and the decision thereon to the designated Offices.

i

D no decision has been made yet on the protest; the applicant will be notified as soon as a decision is made.

The applicant is reminded of the following:

Shortly after 18 months from the priority date, the international application will be published by the International Bureau.
If the applicant wishes to avoid or postpone publication, a notice of withdrawal of the international application, or of the
priority claim, must reach the International Bureau as provided in Rules 90bis.1 and 90bis.3, respectively, before the
completion of the technical preparations for international publication.

Within 19 months from the priority date, a demand for international preliminary examination must be filed if the applicant
wishes to postpone the entry into the national phase until 30 months from the priority date (in some Offices even later).

Within 20 months from the priority date, the applicant must perform the prescribed acts for entry into the national phase
before all designated Offices which have not been elected in the demand or in a later election within 19 months from the
priority date or could not be elected because they are not bound by Chapter 1.

Name and mailing address of the International Searching Authority
)) European Patent Office, P.B. 5818 Patentlaan 2

Tel. (+31-70) 340-204Q, Tx. 31 651 epo nl,
v’ Fax: (+31-70) 340-3016

Authorized officer

Claude Berthon

NL-2280 HV Rijswijk
Form PCT/ISA/220 (July 1998)

ACTIVISION, EA, TAKE-TWO, 2K, ROCKSTAR, Ex. 1002, Vol. 3, p. 808 of 1657




NOTES TO FORM PCT/ISA/220

These Notes are intended to give the basio instructions concerning the filing of amendrments under article 19, The
" Noles are based on the requirements of the Patent Cooperation Treaty, the Regulations and the Administrative Instructions
under that Treaty, In case of discrepancy between these Notes and those requirements, the latter are appllcable For more
detailed information, see also the PCT Applicant's Gwde, a publication of WIPO.

in these Notes, "Atticle”, "Rule", and “Section® refer to theprovisions of the PCT, the PCT Reguiaﬁons'and the PCT
Adminietrative Instructions respectively. ‘

INSTRUCTIONSCONC{ERNIVNG AMENDMENTS UNDER ARTICLE 19

The applicant has, after having received the internalional search repart, one opportunity to amend the claims of the
international application. it should however be emphasized that, since all parts of the intemational application {claims,
description and drawings) may be amended during the intemational - preliminary examination procedure, there is usually
no need to file amendmenis of the claims under Article 19 except where, e.g. the applicant wants the latter to be published
for the purpeses of provisional protection or has another reason for amending the claims before international pbulication.
Furthermore, it shouid be emphasized that provisional protection is available in some States only.

What parts of the international application may be amended?
Undor Amcle 19, only the clatms may be amended, )
During the intemational phasse, the daima may aiao ba amended (or further amendad) under Amde 34 before

the intemnational Preliminary Examining Authority. The description and. drawmga may oniy be amended under
Article 34 before the lntamataonnl Examtmng Authanty -

- Upon entry into the national phase, all parts of iho intemational apphcmon may be amended under Ardticle 28.
or, whafe applicable Arhele 41, )

Whan?- Within 2 months from the date of transmittal of the m!emallonal search repoﬂ or16 months from the priority
. date, whichever time limit expires later. it should be noled, however, that the amesndments will be considered
as havmg been received on time i they are -received by the International Bureau after the. expiration.of the
applicable time limit but before the completion of the technical preparations for intemational publication -
’ (Fiule 46.1).

* Where notto file the amendments?

The amendments may only be filed with the Intermnational Bureau and not with the receiving Office or the -
International Searching Authority {(Rule 46.2).

Whare a demand for intemational preliminary examination has been fis ﬁied‘ see below,

How? Either by cancelling one or more entire claims, by adding one or more new claims or by amending the text of
one or more of the claims as filed.

A replacement sheet must be submitted for each sheet of the claims which, on account of an amsndment or
amendments, differs from the sheet originally fited.

All the claims appearing on a replacement sheet must be numbered in Arabic numerals. Whers a claim is
cancelled, no renumbering of the other claima is required. In all cases where claims are renumbered, they must
be renumbered consacutively (Administrative Inatructions, Section 205(b)). .

The amendments must be madé in the language in which the intemational appliication Is to be published.

What documents must/may accompany the amendments?
Letter (Section 205(b)):
The amendments must be submitted with a letter.

The letter will not be published with the intemational application and the amended claims. It should not be
confused with the "Statement under Article 19(1)" (see below, under "Statement under Article 19(1)).

The letter must be in English or French, at the choice of the applicant. However, if the language of the

international application Is English, the letter must be In English; if the language of the international application

is French, the letter must be in French.

Notes to Form PCTASA/220 (first sheet) (January 1994)
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NOTES TO FORM PCT/ISA/220 (continued)

The letter must indicate the differences between the claims as filed and the claims as amended. It must, in
particular, indicate, in connection with each claim appearing in the international application (it being understoed
that identical indications conceming several claims may be grouped),whether

() the claim is unchanged,

(i) the ciaim is cancelled;

(i) the claim is new;

(iv) the claim replaces one or more olaims as filed;

(v) theclaim is the result of the division of a claim as filed.

The following examples lllustrate the manner in which amendments must be explained in the
accompanying letter:

1. [Where originally there were 48 claims and after amendment of some claims there are 51}:
"Claims 1 to 29, 31, 32, 34, 35, 37 to 48 replaced by amended claims bearing the same numbers;
claims 30, 33 and 36 unchanged; new claims 49 to 51 added.”

2. [Where originally there were 15 claims and after amendment of all claims there are 11}
*Claims 1 to 15 replaced by amended claims 1 to 11.*

3. [Where originally there were 14 claims and the amendments consist in cancelling lo.me claima and in adding
new claims]:

; "Claims 1 to 6 and 14 unchanged; claims 7 to 13 cancelied; new claims 15, 16 and 17 added.” or
“Claims 7 to 13 cancelled; new claims 15, 16 and 17 added,; all other claims unchanged.”

4. [Where various kinds of amendments are made):
*Claims 1-10 unchanged; claims 11 to 13, 18 and 19 cancelied; claims 14, 15 and 16 replaced by amended
* claim 14; claim 17 subdivided into amended claims 15, 16 and 17; new claims 20 and 21 added.”

~Statement under article 19(1)" (Rule 46.4)

The amendments may be accompanied by a statement explaining the amendments and indicating any impact
that such amendments might have on the description and the drawings (which cannot be amended under
Article 19(1)).

The statement will be published with the international application and the amended ciaims.
It must be in the language in which the international appplication is to be published.
It must be brief, not exceeding 500 words if in English or if translated into English.

It should not be confused with and does not replace the letter indicating the differences between the claims
as filed and as amended. It must be filed on a separate sheet and must be identified as such by a heading,
preferably by using the words "Statement under Article 13(1).”

It may not contain any disparaging comments on the international search report or the relevance of citations
contained in that report. Reference to citations, relevant to a given claim, contained in the intemational search
report may be made only in connection with an amendment of that clairn.

Consequence if a demand for international preliminary examination has nlre]ady been filed

If, at the time of filing any amendments under Article 19, a demand for intemational preliminary examination
has afready been submitted, the applicant must preferably, at the same time of filing the amendments with the
Intemational Bureau, also file a copy of such amendments with the Intemnational Preliminary Examining
Authority (see Rule 62.2(a), first sentence).

Consequence with regard to tranalation of the international application for entry into the national phase

The applicant's attention is drawn to the fact that, where upon entry into the national phase, a translation of the
claims as amended under Article 13 may have to be furnished to the designated/elected Offices, instead of, or
in addition to, the translation of the claims as filed.

‘ For further details on the requirements of each designated/elected Office, see Volume Il of the PCT Applicant's
Guide. ’

o

Notes to Form PCTASA/220 (second sheet) (January 1994)
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. INTERNATIONAL SEARCH REPORT

International Application No

PCT/US 01/24240

Information on patent famlly members

Patent document Publication Patent family Publication
cited in search report date member(s) date
US 4912656 A 27-03-1990  NONE
US 5056085 A 08-10-1991  NONE

Form PCT/ISA/210 (patent family annex) (July 1992)
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PATENT COOPERATION TREATY

PCT

INTERNATIONAL SEARCH REPORT

(PCT Article 18 and Rules 43 and 44)

Applicant's or agent's file referenc see Notification of Transmitta! of International Search Report
PP 9 ! rence FOR FURTHER (Form PCT/ISA/220) as well as, where applicable, item S%elow.

0300480010 ACTION

International application No. international filing date (day/month/year) (Earliest) Priority Date (day/month/year)

PCT/US 01/ 24240 31/07/2001 31/07/2000

Applicant )

THE BOEING COMPANY

This International Search Report has been prepared by this International Searching Authority and is transmitted to the applicant
according to Article 18. A copy is-being transmitted.to the International Bureau.

This International Search-Report consists of a total of 3 sheets.
It is also accompanied by a copy of each prior art document cited.in this report.

1. Basis of the report.
a. With regard to the language, the international search was carried-out on the basis of the international application in the
language in which it was filed, unless otherwise indicated under this item.
I:I the international search was.carried out on the basis-of a transtation of the internationat application furnished to this
Authority (Rule 23.1(b)).

b. With regard to any nucleotide and/or amino acid sequence disciosed in the international application, the international search
was carried out on the basis of the sequence listing :

contained in the international application in written form.

filed together with the international application in computer readable form.
furnished subsequently to this Authority in written form.

furnished subsequently to this Authority in computer readble form.

the statement that the subsequently furnished written sequence listing does not go beyond the disclosure in the
international application as filed has been furnished..

the statement that the information recorded in computer readable form is identical to the written sequence listing has been
furnished

Certain claims were found unsearchable (See Box |).

[ [

Unity of invention is lacking (see Box.l).

»

With regard to the title,
[X]  the textis approved as submitted by the applicant.
D the text has been established by this Authority to read as follows:

5. With regard to the abstract,
m the text is approved as submitted by the applicant.
D the text has been established, according to Rule 38.2(b), by this Authority as it appears in Box ill. The applicant may,
within one month from the date of mailing of this international search report, submit comments to this Authority.
6. The figure of the drawings to be published with the abstract is Figure No. |

D as suggested by the applicant. D None of the figures.
D because the applicant failed to suggest a figure.

m because this figure better characterizes the invention.

Form PCT/ISA/210 (first sheet) (July 1998)
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N INTERNATIONAL SEARCH REPORT

-
International Application No

PCT/US 01/24240

CLASSIFICATION OF SUBJECT MATTER

TPe 7 CHOAL12/18 - HOAL12/56

According to International Patent Classification (IPC) or to both national classification and IPC

B.. FIELDS SEARCHED

IPC 7 HO4L

Minimum documentation searched (classification system followed by classification symbols)

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched

Electronic data base consulted during the international search (name of data base and, . where practical, search lerms used)

EPO-Internal, WPI Data, PAJ, IBM-TDB, INSPEC, COMPENDEX

C. DOCUMENTS CONSIDEFI.ED TO BE RELEVANT

column 2, line 49 -column 3,. Tine 12

-

Category ° |- Citation of document, with indication, where appropriate, of the relevant passages : Relevant to claim No:
Y US 4 912656 A-(CAIN JOSEPH B ET AL) 1-3,
27 March 1990 (1990-03-27) 7-10,12,
: ' 19,20,
: 22,24-27
column-5, 1ine 60 —column-7, line 20
A 13-18,
‘ 21,28-33
Y US 5 056 085 A (VU THU V) 1-3,
8 October 1991 (1991-10-08) 7-10,12,
: 19,20,
22,24-27

Further documents are listed in the continuation of box C.

Patent family members are listed in annex.

° Special categories of cited documents :

"A" document defining the general state of the art which is not
considered to be of particular relevance

"E" earlier document but published on or after the international
filing date

*L* document which may throw doubts on priority claim(s) or
which is cited to eslablish thie publication date of another
citation or other special reason (as specified)

*Q* document referring to an orat disclosure, use, exhibition or
other means

'P* document published prior to the international filing date but
later than the priority date claimed

e

e

0w

g

later document published after the intemational filing date
or priority date and not in confiict with the application but
cited to understand the principle or theory underlying the
invention

document of particular relevance; the claimed invention
cannot be considered novel or cannot be considered to
involve an inventive step when the document is taken alone

document of particular relevance; the claimed invention
cannot be considered to involve an inventive step when the
document is combined with one or more other such docu—
me'r]ns, such combination being obvious to a person skilled
in the ar.

document member of the same patent family

Date of the actual completion of the international search

27 May 2002

Date of mailing of the international search report

05/06/2002

Name and mailing address of the ISA
European Patent Office, P.B. 5818 Patentlaan 2
NL ~ 2280 HV Rijswijk
Tel. (+31-70) 340-2040, Tx. 31 651 epo nl,
Fax: (+31-70) 340-3018

Authorized officer

Strébeck, A.

Form PCT/ISA/210 (second sheet) (July 1992)

page 1 of 2
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o INTERNAT{ONAL SEARCH REPORT

International Application No

PCT/US 01/24240

C.(Continuation) DOCUMENTS CONSIDERED TO BE RELEVANT

Category© | Citation of document, with indication,where appropriate, of the relevant passages Relevant to claim No,

A ALAGAR S ET AL: "Reliable broadcast in 1-33
mobile wireless networks"
MILITARY COMMUNICATIONS CONFERENCE, 1995.
MILCOM ’95, CONFERENCE RECORD, IEEE SAN-
DIEGO, CA, USA 5-8 NOV. 1995, NEW YORK,
NY, USA,IEEE, US,

5 November 1995 (1995-11-05), pages
236-240, XP010153965
ISBN: 0-7803-2489-7
page 237, left-hand column, line 43 -page
239, right-hand column, last line

Form PCT/1SA/210 (continuation of secand sheet) (July 1992)

page 2 of 2
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UniTED STATES PATENT AND TRADEMARK OFFICE

United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

UNITED STATES DEPARTMENT OF COMMERCE

£,0. Box 1450
Alexandria, Virginia 223131450
WWW.USPIO.ZOv
| appcaTioNNO. | FILING DATE | FIRST NAMED INVENTOR | ATTORNEY DOCKETNO. | CONFIRMATIONNO. |
09/629,577 07/31/2000- Fred B. Holt 030048003US 4317
25096 7590 11/05/2003 | EXAMINER |
PERKINS COIE LLP LAZARO, DAVID R
PATENT-SEA .
P.O. BOX 1247 : ‘ _ARTUNIT® - l PAPER NUMBER l

SEATTLE, WA 98111-1247 2155

DATE MAILED: 11/05/2003

Please find below and/or attached an Office communication concerning this application or proceeding.

PTO-90C (Rev. 10/03)
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‘ Application No. 7
09/629,577 HOLT ET AL.
Office Action Summary Examiner ArtUnit
David Lazaro 2155

-- The MAILING DATE of this communication appears on the cover sheet with the correspondence address -~
Period for Reply

A SHORTENED STATUTORY PERIOD FOR REPLY IS S8ET TO EXPIRE 3 MONTH(S) FROM
THE MAILING DATE OF THIS COMMUNICATION.

- Extensions of time may be available under the provisions of 37 CFR 1.136{(a). In no event, however, may a reply be timely filed
after SIX (6) MONTHS from the mailing date of this communication.
- i the period for reply specified above is less than thirty (30) days, a reply within the statutory minimum of thirty (30} days will be considered timely.
- If NO period for reply is specified above, the maximum statutory period will apply and will expire SIX (6) MONTHS from the mailing date of this communication.
- Failure 1o reply within the set or extended period for reply will, by statute, cause the application to become ABANDONED (35 U.S.C. § 133).
- Any reply received by the Office later than three months after the mailing date of this communication, even if timely filed, may reduce any
eamed patent term adjustment. See 37 CFR 1.704(b).

Status
1) Responsive to communication(s) filed on 18 June 2002 .
2a)[ ] This action is FINAL. 2b)X] This action is non-final.

3)[] Since this application is in condition for allowance except for formal matters, prosecution as to the merits is
closed in accordance with the practice under Ex parfe Quayle, 1935 C.D. 11, 453 0.G. 213.
Disposition of Claims

4)KX Claim(s) 1-30is/are pending in the application.
4a) Of the above claim(s) 1-8 isfare withdrawn from consideration.

51 Claim(s) is/are allowed.

8)X] Claim(s) 8-30 is/are rejected.

7)1 Claim(s) ____is/are objected to.

8)[1 Claim(s) are subject to restriction and/or election requirement.

Application Papers
9)X] The specification is objected to by the Examiner.
10)[X] The drawing(s) filed on
Applicant may not request that any objection to the drawing(s) be held in abeyance. See 37 CFR 1.85(a).
11)[] The proposed drawing correction filed on ______is: a)[_] approved b)[_] disapproved by the Examiner.

isfare: a)X] accepted or b)[_] objected to by the Examiner.

If approved, corrected drawings are required in reply to this Office action.
12)[C] The oath or declaration is objected to by the Examiner.
Priority under 35 U.S.C. §§ 119 and 120
13)[] Acknowledgment is made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f).
a)lJAll b)J Some* ¢)[] None of:
1.[]] Certified copies of the priority documents-have been received.
2.[] Certified copies of the priority documents hav’e\been received in ApplicationNo.

3. Copies of the certified copies of the priority documents have been received in this National Stage
application from the International Bureau (PCT Rule 17.2(a)).
* See the attached detailed Office action for a list of the certified copies not received.

14)[] Acknowledgment is made of a claim for domestic priority under 35 U.S.C. § 119(e) (to a provisional application).

a) [] The translation of the foreign language provisional application has been received.
15)[_] Acknowledgment is made of a claim for domestic priority under 35 U.S.C. §§ 120 and/or 121.

Attachment(s)

1} Notice of References Cited (PTO-892) 4) D Interview Summary (PTO-413) Paper No(s). .
2) |:] Notice of Drafisperson's Patent Drawing Review (PT0-948) 5) D Notice of Informal Patent Application (PT0O-152)
3) Information Disclosure Statement(s) (PTO-1449) Paper No(s) 4.5 . 8) D Cther:

}.8. Patent and Trademark Office . '
ATOL-326 (Rev. 04-01) Office Action Summary ' Part of Paper No. 8
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Application/Control Number: 09/629,577 Page 2
Art Unit: 2155

DETAILED ACTION

Election/Restrictions
1. Restriction to one of the following inventions is required under 35 U.S.C. 121:
I Claims 1-8, drawn to a method for determining a diameter of a broadcast
channel, classified in class 709, subclass 238.
i Claims 9-30, drawn to a method and computer-readable medium for
disconnecting a first computer from a second computer with the first and
second computer being connected to a broadcast channel, classified in

class 709, subclass 227.

2. The inventions are distinct, each from the other because of the following reasons:
3. Inventions | and |l are related as subcombinations disclosed as usable together
in a single combination. The subcombinations are distinct from each other if they are
shown to be separately usable. In the instant case, invention | has separate utility such
as determining the broadcast channel diameter. invention Il has separate utility such as
disconnecting a first computer from a second computer when they are connected to a
broadcast channel. See MPEP § 806.05(d).

4. Because these inventions are distinct for the reasons given above and have
acquired a separate status in the art as shown by their different classification, restriction

for examination purposes as indicated is proper.
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Application/Control Number: 09/629,577 Page 3
Art Unit: 2155

5. During a telephone conversation with Chun Ng of Perkins Coie LLP on 10/22/03
a provisional election was made without traverse to prosecute the invention of Group |,
claims 9-30. Affirmation of this election must be made by applicant in replying to this
Office action. Claims 1-8 are withdrawn from further consideration by the examiner, 37
CFR 1.142(b), as being drawn to a non-elected invention.

6. Applicant is reminded that upon the cancellation of claims to a non-elected
invention, the inventorship must be amended in compliance with 37 CFR 1.48(b) if one
or more of the currently named inventors is no longer an inventor of at least one claim
remaining in the application. Any amendment of inventorship must be accompanied by

a request under 37 CFR 1.48(b) and by the fee required under 37 CFR 1.17(i).

Papers Received
7. Oath/Declaration, basic filing fee, additional claim fee and late filing fee/oath or

declaration surcharge were received on 11/06/00.

Information Disclosure Statement

8. IDS received on 4/23/02 has been considered by the examiner.
9. Supplemental IDS received on 6/19/02 has been considered by the examiner.
Specification

10.  This application does not contain an abstract of the disclosure as required by 37

CFR 1.72(b). An abstract on a separate sheet is required.
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Application/Control Number: 09/629,577 Page 4
Art Unit: 2155

Claim Rejections - 35 USC § 103
10.  The following is a quotation of 35 U.S.C. 103(a) which forms the basis for all
obviousness rejections set forth in this Office action:

(a) A patent may not be obtained though the invention is not identically disclosed or described as set
forth in section 102 of this title, if the differences between the subject matter sought to be patented and
the prior art are such that the subject matter as a whole would have been obvious at the time the
invention was made to a person having ordinary skill in the art to which said subject matter pertains.
Patentability shall not be negatived by the manner in which the invention was made.

11. Claims 9, 10, 12, 15-18, 22-25 and 28-30 are rejected under 35 U.S.C. 103(a) as
being unpatentable over U.S. Patent 6,618,752 Moore et al. (Moore) in view of U.S.
Patent 6,353,599 by Bi et al (Bi).

12.  With respect to Claim 9, Moore teaches a method of disconnecting a first
computer from a second computer, the first computer being connected to a broadcast
channel, the method comprising when the first computer decides to disconnect from the
second computer, the first computer sends a disconnect message to the second
computer (Col. 10 lines 35-40). Moore does not disclose the second computer
broadcasting a connection port search message to find a third computer to which it can
connect. However it is well known in the art that a connection port search message can

Lol « R, Ldive 1Y~ 20,
be broadcast to find a computer to connect to as shown by Bi %aim 13 lines 48-51). It

e
0
i)
would have been obvious to one of ordinary skill in the art at the time the invention was
made to take the method disclosed by Moore and modify as indicated by Bi with the
step of when the second computer receives the disconnect message from the first

computer, the second computer broadcasts a connection port search message to find a

third computer to which it can connect. One would be motivated to do this as it provides
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Application/Control Number: 09/629,577 Page 5
Art Unit: 2155

an easy way to establish communications without previously knowing the specific port
address (Col. 2 lines 34-37).
13.  With respect to Claim 10, Moore in view of Bi further teaches the second
computer receives a port connection message indicating the third computer is proposing
that the third computer and the second computer connect (Col. 2 lines 51-55 of Bi).
14.  With respect to Claim 12, Moore in view of Bi further teaches the broadcast
channel is implemented using the Internet (Col. 4 lines 13-14 of Moore).
15.  With respect to Claim 15, Moore in view of Bi further teaches the first computer
and second computer are connect via a TCP/IP connection (Col. 4 lines 67 to Col. 5 line
2 of Moore).
16.  With respect to Claim 16, Moore teaches a method for disconnecting a first
computer from a second computer comprising connecting the first computer to a second
computer, attempting to send a message from the first computer to the second
computer and connecting to another computer when the communications fail (Col. 10
lines 48-52). Moore does not explicitly disclose broadcasting a connection port search
message. However it is well known in the art that a connection port search message
can be broadcast to find a computer to connect to asshqwn by Bi (Claim 13 lines 48-
lee plso cof v 2, Lomes 14 ~30-87. .
51) 1t would have been obvious to one of ordinary skill in the art at the time the
invention was made to take the method disclosed by Moore and modify as indicated by
Bi with the step of when the attempt to send the message is unsuccessful, broadcasting
a connection port search message indicating that the first computer needs a connection.

One would be motivated to do this as it provides an easy way to establish

ACTIVISION, EA, TAKE-TWO, 2K, ROCKSTAR, Ex. 1002, Vol. 3, p. 820 of 1657



Application/Control Number: 09/629,577 Page 6
Art Unit: 2155

communications without previously knowing the specific port address (Col. 2 lines 34-
37).

17.  With respect to Claim 17, Moore in view of Bi further teaches when a third
computer receives the connection port search message and the third computer also
needs a connection, sending a message from the third computer to the first computer
proposing that the first computer and third computer connect (Col. 2 lines 51-55 of Bi).
18.  With respect to Claim 18, Moore in view of Bi further teaches the first computer
receives the message proposing that the first computer and third computer connect,
sending from the first computer to the third computer a message indicating that the first
computer accepts the proposal to connect to the first computer to the third computer
(Col. 10 lines 42-47 of Moore).

18.  With respect to Claim 22, Moore in view of Bi further teaches the broadcasting
includes sending the message to each computer tb which the first computer is
connected (Col. 10 lines 4-7 of Moore).

20.  With respect to Claim 23, Moore teaches a computer readable medium
containing instructions for controlling disconnecting of a computer from another
computer, the computer and the other computer being connected to a broadcast
channel comprising a component that when the computer decides to disconnect from
the other computer, the computer sends’a disconnect message to the other computer
(Col. 10 lines 35-40). Moore does not explicitly disclose a component that broadcasts a
connection port search message to find a computer to which it can connect. However it

is well known in the art that a connection port search message can be broadcast to find
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a computer to connect to as shown by Bi (Claim 13 lines 48-51). It would have been
obvious to one of ordinary skill in the art at the time the invention was made to take the
computer-readable media containing instructions disclosed by Moore and modify it as
indicated by Bi with a component when the computer receives a disconnect message
from another computer, the computer broadcasts a connection port search message to
find a computer to which it can connect. One would be motivated to do this as it
provides an easy way to establish communications without previously knowing the
specific port address (Col. 2 lines 34-37).

21.  With respect to Claim 24, Moore in view of Bi further teaches a component that,
when the computer receives a connection port search message and the computer
needs to connect to another computer, sends to the computer that sent the connection
port search message a port connection rﬁessage indicating that the computer is
proposing that the computer that sent the connection port search message connect to
the computer (Col. 2 lines 51-55 or Bi).

22.  With respect to Claim 25, Moore in view of Bi further teaches a component that,
when the computer receives a port connection message, connecting to the computer
that sent the port connection message (Col. 10 lines 4-7 of Moore).

23.  With respect to Claim 28, Moore in view of Bi further teaches; the computers are
connected via a TCP/IP connection (Col. 4 lines 67 to Col. 5 line 2 of Moore).

24.  With respect to Claim 29, Moore in view of Bi further teaches the computers that
are connected to the broadcast channel are peers (Col. 3 line 52 to Col. 4 line 3 of

Moore).
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25.  With respect to Claim 30, Moore in view of Bi further teaches the broadcast

channel is implemented using the Internet (Col. 4 lines 13-14 of Moore).

26. Claims 13, 14, 19-21, 26 and 27 are rejected under 35 U.S.C. 103(a) as being
unpatentable over Moore in view of Bi as applied to claims 9, 16 and 23 above, and
further in view of “Graph Theory with Applications” by Bondy et al. (Bondy).

27.  With respect to Claim 13, Moore in view of Bi teaches all the limitations of Claim
9 but does not explicitly disclose each computer connected to the broadcast channel
network is connected to at least three other computers. However it is well known in the
art that a communications network can be designed to be more reliable by increasing
the connectivity and edge connectivity as shown in Bondy (Page 47-50 section 3.3). It
would have been obvious to one of ordinary skill in the art at the time the invention was
made to take the method disclosed by Moore in view of Bi and modify it as disclosed by
Bondy with each computer connected to the broadcast channel is connected to at least
three other computers. The larger amount of connectivity and edge connectivity, the
more reliable the system becomes. Therefore the amount in terms of a reliable system
is arbitrary. One would be motivated to have this as it provides reliability in a
communications network where the failure of communications link can jeopardize
communications of the system (Page 47-50 section 3.3).

28.  With respect to Claim 14, Moore in view of Bi and in further view of Bondy further
teach the computers and their connections form an m-regular graph for the same

reason and motivation as described above in Claim 13.
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29.  With respect to Claim 19, Moore in view of Bi teaches all the limitations of Claim
16 but does not explicitly disclose each computer connected to the broadcast channel
network is connected to at least three other computers. However it is well known in the
art that a communications network can be designed to be more reliable by increasving
the connectivity and edge connectivity as shown in Bondy (Page 47-50 section 3.3). It
would have been obvious to one of ordinary skill in the art at the time the invention was
made to take the method disclosed by Moore in view of Bi and modify it as disclosed by
Bondy with each computer connected to the broadcast channel is connected to at least
three other computers. The larger amount of connectivity and edge connectivity, the
more reliable the system becomes. Therefore the amount in terms of a reliable system
is arbitrary. One would be motivated to have this as it provides reliability in a
communications network where the failure of communications link can jeopardize
communications of the system (Page 47-50 section 3.3).

30.  With respect to Claim 20, Moore in view of Bi and in further view of Bondy further
teach the computers and their connections form an m-regular graph for the same
reason and motivation as described above in Claim 19.

31.  With respect to Claim 21, Moore in view of Bi and in further view of Bondy further
teach the computers and their connections form an m-connected graph for the same
reason and motivation as described above in Claim 19.

32.  With respect to Claim 26, Moore in view of Bi teaches all the limitations of Claim
23 but does not explicitly disclose each computer connected to the broadcast channel

network is connected to at least three other computers. However it is well known in the
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art that a communications network can be designed to be more reliable by increasing
the connectivity and edge connectivity as shown in Bondy (Page 47-50 section 3.3). It
would have been obvious to one of ordinary skill in the art at the time the invention was
made to take the computer-readable medium disc[osed by Moore in view of Bi and
modify it as disclosed by Bondy with each computer connected to the broadcast
channel is connected to at least three other computers. The larger amount of
connectivity and edge connectivity, the more reliable the system becomes. Therefore
the amount in terms of a reliable system is arbitrary. One would be motivated to have
this as it provides reliability in a communications network where the failure of
communications link can jeopardize communications of the system (Page 47-50 section
3.3).

33.  With respect to Claim 27, Moore in view of Bi and in further view of Bondy further
teach the computers and their connections form an m-regular graph for the same

reason and motivation as described above in Claim 19.

Conclusion
34.  The prior art made of record and not relied upon is considered pertinent to
applicant's disclosure.

35. U.S. Patent 6,252,884 by Hunter “Dynamic Configuration of Wireless Networks”
June 26, 2001.
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36. U.S. Patent 6,073,177 by Hebel et al. “Dynamic Method for Connecting a Client
to a Server Application” June 6, 2000.

37. U.S. Patent 5,946,316 by Chen et al. “Dynamic Distributed Mulitcast Routing
Protocol” August 31, 1999.

38.  Yavatkar et al. "A Reliable Dissemination Protocol for Interactive Collaborative

Applications" Proc. ACM Multimedia, 1995 p.333-344

Any induiry concerning this communication or earlier communications from the
examiner should be directed to David Lazaro whose telephone number is 703-305-
4868. The examiner can normally be reached on 8:30-5:00 M-F.

If attempts to reach the examiner by telephone are unsuccessful, the examiner's
supervisor, Hosain Alam can be reached on 703-308-6662. The fax phone number for |
the organization where this application or proceeding is assigned is (703) 872-9306.

Any inquiry of a general nature or relating to the status of this application or

proceeding should be directed to the receptionist whose telephone number is 703-305-

3900.

David Lazaro
October 31, 2003
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Chapter Goals - :

« Explain IP multicast addressing.

+ Learn the basics of Internet Group Management Protocol (IGMP).
» Explain how multicast in Layer 2 switching works.

+ Define multicast distribution trees.

» Learn how multicast forwarding works.

» Explain the basics of protocol-independent multicast (PIM). o
» Define multiprotocol BGP. »
« Learn how Multicast Source Discovery Protocol (MSDP) works.
» Explain reliable multicast: PGM.

et Protocol Multicast

Intern

NSt S

Background

Internet Protocol (IP) multicast is a bandwidth-conserving technology that reduces traffic by
simultaneously delivering a single stream of information to thousands of corporate recipients and homes.
Applications that take advantage of multicast include videoconferencing, corporate:communications,
distance learning, and distribution of software, stock quotes, and news.

IP Multicast delivers source traffic to multiple receivers without adding any additional burden on the
source or the receivers while using the least network bandwidth of any competing technology. Multicast
packets are replicated in the network by Cisco routers enabled with Protocol Independent Multicast
(PIM) and other supporting multicast protocols resulting in the most efficient delivery of data to multiple
receivers possible. All alternatives require the source to send more than one copy of the data. Some even
require the source to send an individual copy to each receiver. If there are thousands of receivers, even
low-bandwidth applications benefit from using Cisco IP Multicast. High-bandwidth applications, such
as MPEG video, may require a large portion of the available network bandwidth for a single stream. In
these applications, the only way to send to more than one receiver simultaneously is by using IP
Multicast. Figure 43-1 demonstrates how data from one source is delivered to several interested
recipients using IP multicast.

Internetworking Technologies Handbook
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B Multicast Group Concept

Figure 43-1 Multicast Transmission Sends a Single Multicast Packet Addressed to All Intended
Recipients

Multicast Group Concept

Multicast is based on the concept of a group. An arbitrary group of receivers expresses an interest in
receiving a particular data stream. This group does not have any physical or geographical
boundaries—the hosts can be located anywhere on the Internet. Hosts that are interested in receiving
data flowing to a particular group must join the group using IGMP. Hosts must be a member of the group
to receive the data stream. '

IP Multicast Addresses '

Multicast addresses specify an arbitrary group of IP hosts that have joined the group and want to receive
traffic sent to this group.

IP Class D Addresses

The Internet Assigned Numbers Authority (IANA) controls the assignment of IP multicast addresses. It
has assigned the old Class D address space to be used for IP multicast. This means that all IP multicast
group addresses will fall in the range of 224.0.0.0 to 239.255.255.255.

Note  This address range is only for the group address or destination address of IP multicast
traffic. The source address for multicast datagrams is always the unicast source address.

Internetworking Technotogies Handbook
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P Multicast Addresses

Reserved Link Local Addresses

The IANA has reserved addresses in the 224.0.0.0 through 224.0.0.255 to be used by network protocols
on a local network segment. Packets with these addresses should never be forwarded by a router; they
remain local on a particular LAN segment. They are always transmitted with a time-to-live (TTL) of 1.

Network protocols use these addresses for automatic router discovery and to communicate important
routing information. For example, OSPF uses 224.0.0.5 and 224.0.0.6 to exchange link state
information. Table 43-1 lists some of the well-known addresses.

Iable 43-1 Link Local Addresses

Address Usage

224.0.0.1 All systems on this subnet
224.0.0.2 , All routers on this subnet
224.0.0.5 ' OSPF routers

224.0.0.6 OSPF designated routers
224.0.0.12 " DHCP server/relay agent

Globally Scoped Address

The range of addresses from 224.0.1.0 through 238.255.255.255 are called globally scoped addresses.
They can be used to multicast data between organizations and across the Internet.

Some of these addresses have been reserved for use by multicast applications through IANA. For
example, 224.0.1.1 has been reserved for Network Time Protocol (NTP).

More information about reserved multicast addresses can be found at
http://www.isi.edu/in-notes/iana/assignments/multicast-addresses.

Limited Scope Addresses

The range of addresses from 239.0.0.0 through 239.255.255.255 contains limited scope .addresses or
administratively scoped addresses. These are defined by RFC 2365 to be constrained to a local group or
organization. Routers are typically configured with filters to prevent multicast traffic in this address
range from flowing outside an autonomous system (AS) or any user-defined domain. Within an
autonomous system or domain, the limited scope address range can be further subdivided so those local
multicast boundaries can be defined. This also allows for address reuse among these smaller domains.

Glop Addressing

RFC 2770 proposes that the 233.0.0.0/8 address range be reserved for statically defined addresses by
organizations that already have an AS number reserved. The AS number of the domain is embedded into
the second and third octets of the 233.0.0.0/8 range.

For example, the AS 62010 is written in hex as F23A. Separating out the two octets F2 and 3 A, we get

242 and 58 in decimal. This would give us a subnet of 233.242.58.0 that would be globally reserved for
AS 62010 to use.

[ 1-58705-001-3
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Layer 2 Multicast Addresses

Normally, network interface cards (NICs) on a LAN segment will receive only packets destined for their
burned-in MAC address or the broadcast MAC address. Some means had to be devised so that multiple
hosts could receive the same packet and still be capable of differentiating among multicast groups.

Fortunately, the IEEE LAN specifications made provisions for the transmission of broadcast and/or
multicast packets. In the 802.3 standard, bit 0 of the first octet is used to indicate a broadcast and/or
multicast frame. Figure 43-2 shows the location of the broadcast/multicast bit in an Ethernet frame.

Figure 43-2 [EEE 802.3 MAC Address Fornmat

Octet 0 Octet 1 Octet 2 Octet3 . Octet4 Octet 5
7 0 7 0 7 0 7 0 7 0 7 0

r T
| xxxxxx11 l XXXXXXXX I xxxxxxxx_l XXXXXKXX | XXXXXXXX [ XXXXXXXX

— Broadcast/multicast bit

Laocally administrated address bit

This bit indicates that the frame is destined for an arbitrary group of hosts or all hosts on the network (in
the case of the broadcast address, OXFFFF.FFFF.FFFF).

IP multicast makes use of this capability to transmit IP packets to a group of hosts on a LAN segment.

Ethernet MAC Address Mapping

The IANA owns a block of Ethernet MAC addresses that start with 01:00:5E in hexadecimal. Half of
this block is allocated for multicast addresses. This creates the range of available Ethernet MAC
addresses to be 0100.5¢00.0000 through 0100.5e7f.ffff.

This allocation allows for 23 bits in the Ethernet address to correspond to-the IP multicast group address.
The mapping places the lower 23 bits of the IP multicast group address inte these available 23 bits in the
Ethernet address (shown in Figure 43-3).

king Technologies Handbook
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Figure 43-3 Mapping of IP Multicast to Ethemnet/FDDI MAC Address
32 hits
28 bits

Mcast addr i ’

IP multicast address
5 bits
Lost

MAC address
(Ethemet/FDDI)

-———
25-bit 23 bits
prefix

A

Y

48 bits

Because the upper 5 bits of the IP multicast address are dropped in this mapping, the resulting address

is not unique. In fact, 32 different multicast group IDs all map to the same Ethemet address (see Figure
43-4),

Figure 43-4 MAC Address Ambiguities

32 - IP multicast addresses

2241141
224.129.11
225111

22512911 ‘Multicast MAC addresses

0x0100.5E01.0101

238111
238.129.11
239.1.11
239.129.11

Internet Group Management Protocol

IGMP is used to dynamically register individual hosts in a multicast group on a particular LAN. Hosts
identify group memberships by sending IGMP messages to their local multicast router. Under IGMP,

routers listen to IGMP messages and periodically send out queries to discover which groups are active
or inactive on a particular subnet.

IGMP Version 1

REC 1112 defines the specification for IGMP Version 1. A diagram of the packet format is found in
Figure 43-5.

Internetworking Technologies Handbook
[ 1-s8705-001-3 Jm

ACTIVISION, EA, TAKE-TWO, 2K, ROCKSTAR, Ex. 1002, Vol. 3, p. 831 of 1657



Chapter 43 Internet Protacol Multicast |

I Multicast in the Layer 2 Swilching Environment

Figure 43-5 IGMP Version 1 Packet Forrnat
0 4 7 15 23- 31

Version | Type Unused Checksum

Group address ; . i

In Version 1, there are just two different types of IGMP messages:
* Membership query
» Membership report

Hosts send out IGMP membership reports corresponding to a particular multicast group to indicate that
they are interested in joining that group. The router periodically sends out an IGMP membership query
to verify that at least one host on the subnet is still interested in receiving traffic directed to that group.
When there is no reply to three consecutive IGMP membership queries, the router times out the group
and stops forwarding traffic directed toward that group.

IGMP Version 2 o5

RFC 2236 defines the specification for IGMP Version 2.
A diagram of the packet format follows in Figure 43-6.

Figure 43-6 IGMPv2 Message Forrmat
0 7 15 23 31

Type Ma""““'?‘ Checksum
response time

Group address

In Version 2, there are four types of IGMP messages:
» Membership query
» Version 1 membership report : |
» Verston 2 membership report
+ Leave group

IGMP Version 2 works basically the samc as Version 1. The main difference is that there is a leave group
message. The hosts now can actively communicate to the local multicast router their intention to leave
the group. The router then sends out a group-specific query and determines whether there are any
remaining hosts interested in receiving the traffic. If there are no replies, the router times out the group
and stops forwarding the traffic. This can greatly reduce the leave latency compared to IGMP Version 1.
Unwanted and unnecessary traffic can be stopped much sooner.

Multicast in the Layer 2 Switching Environment

The default behavior for a Layer 2 switch is to forward all multicast traffic to every port that belongs to
the destination LAN on the switch. This would defeat the purpose of the switch, which is to limit traffic
to the ports that need to receive the data.

vy
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Multicast in the Layer 2 Switching Environment Il

Two methods exist by which to deal with multicast in a Layer 2 switching environment
efficiently—Cisco Group Management Protocol (CGMP) and IGMP snooping.

Cisco Group Management Protocol B | ’

CGMP is a Cisco-developed protocol that allows Catalyst switches to leverage IGMP information on
Cisco routers to make Layer 2 forwarding decisions. CGMP must be configured both on the multicast
routers and on the Layer 2 switches. The net result is that with CGMP, IP multicast traffic is delivered
only to those Catalyst switch ports that are interested in the traffic. All other ports that have not explicitly
requested the traffic will not receive it.

The basic concept of CGMP is shown in Figure 43-7. When a host joins a multicast group (part A), it
multicasts an unsolicited IGMP membership report message to the target group (224.1.2.3, in this
example). The IGMP report is passed through the switch to the router for the normal IGMP processing.
The router (which must have CGMP enabled on this interface) receives this IGMP report and processes
it as it normally would, but in addition it creates a CGMP join message and sends it to the switch.

The switch receives this CGMP join message and then adds the port to its content addressable memory
(CAM) table for that multicast group. Subsequent traffic directed to this multicast group will be
forwarded out the port for that host. The router port is also added to the entry for the multicast group.
Multicast routers must listen to all multicast traffic for every group because the IGMP control messages
are also sent as multicast traffic. With CGMP, the switch must listen only to CGMP join and CGMP leave
messages from the router. The rest of the multicast traffic is forwarded using its CAM table exactly the
way the switch was designed.

Figure 43-7 Basic CGMP Operation

IGMP report CGMP join

USA =0080.c7a2.1093
GDA = 0100.5e01.0203

Dst MAC = 0100.5e01.0203
Src MAC = 0080.c7a2.1093
DstIP=224.1.23
SrcIP=192.1.1.1
IGMPgroup = 224.1.2.3

(a) ()

IGMP Snooping

IGMP snooping requires the LAN switch to examine, or snoop, some Layer 3 information in the IGMP
packets sent between the hosts and the router. When the switch hears the IGMP host report from a host
for a particular multicast group, the switch adds the host’s port number to the associated multicast table
entry. When the switch hears the IGMP leave group message from a host, it removes the host’s port from
the table entry.

Because 1GMP control messages are transmitted as multicast packets, they are indistinguishable from
multicast data at Layer 2. A switch running IGMP snooping examine every multicast data packet to
check whether it contains any pertinent IGMP must control information. If IGMP snooping has been
implemented on a low-end switch with a slow CPU, this could have a severe performance impact when

[ 1-58705-001-3
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data is transmitted at high rates. The solution is to implement IGMP snooping on high-end switches with

special ASICs that can perform the IGMP checks in hardware. CGMP is ideal for low-end switches
without special hardware. -

Multicast Distribution Trees

Multicast-capable routers create distribution trees that control the path that IP multicast traffic takes

through the network to deliver traffic to all receivers. The two basic types of multicast distribution trees
are source trees and shared trees.

Source Trees

The simplest form of a multicast distribution tree is a source tree whose root is the source of the multicast
tree and whose branches form a spanning tree through the network to the receivers. Because this tree
uses the shortest path through the network, it is also referred to as a shortest path tree (SPT).

Figure 43-8 shows an example of an SPT for group 224.1.1.1 rooted at the source, Host A, and
connecting two receivers, hosts B and C.

Figure 43-8 Host A Shortest Path Tree

Source

¢ 192.1.1.1 Notation: (S, G)

S = Source
; G = Group

224.1.1.1 Traffic

Receiver

The special notation of (S,G), pronounced “S comma G,” enumerates an SPT in which S is the IP address

of the source and G is the multicast group address. Using this notation, the SPT for the example in Figure
43-7 would be (192.1.1.1, 224.1.1.1).

The (S.G) notation implies that a separate SPT exists for each individual source sending to each group,
which is correct. For example, if Host B is also sending traffic to group 224.1.1.1 and hosts A and C are
receivers, then a separate (S,G) SPT would exist with a notation of (192.2.2.2,224.1.1.1).

Internetworking Technologies Handbook
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Shared Trees

Mutticast Distribution Trees W

Unlike source trees that have their root at the source, shared trees use a single common root placed at
some chosen point in the network. This shared root is called the rendezvous point (RP).

Figure 43-9 shows a shared tree for the group 224.2.2.2 with the root located at Router D. When using
a shared tree, sources must send their traffic to the root, and then the traffic is forwarded down the shared
tree to reach all receivers.

Figure 43-9 Shared Distribution Tree

Source 1

1921111 Notation: (*, G)
* = All sources
G = Group

o
F

192.4.44

D
(Shared root}

192.2.2.2 192.3.3.3

Receiver

224.2.2.2 Traffic
e

O

Receiver

In this example, multicast traffic from the source hosts A and D travels to the root (Router D) and then
down the shared tree to the two receivers, hosts B and C. Because all sources in the multicast group use
a common shared tree, a wildcard notation written as (*, G), pronounced “star comma G,” represents the
tree. In this case, * means all sources, and the G represents the multicast group. Therefore, the shared
tree shown in Figure 43-8 would be written as (*, 224.2.2.2). '

Both SPT and shared trees are loop-free. Messages are replicated only where the tree branches.

Members of multicast groups can join or leave at any time, so the distribution trees must be dynamically
updated. When all the active receivers on a particular branch stop requesting the traffic for a particular
multicast group, the routers prune that branch from the distribution tree and stop forwarding traffic down
that branch. If one receiver on that branch becomes active and requests the multicast traffic, the router
dynamically modifies the distribution tree and starts forwarding traffic again.

Shortest path trees have the advantage of creating the optimal path between the source and the receivers.
This guarantees the minimum amount of network latency for forwarding multicast traffic. This
optimization does come with a price, though: The routers must maintain path information for each
source. In a network that has thousands of sources and thousands of groups, this can quickly become a
resource issue on the routers. Memory consumption from the size of the multicast routing table is a factor
that network designers must take into consideration.

[ 1-58705-001-3
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Shared trees have the advantage of requiring the minimum amount of state in each router. This lowers
the overall memory requirements for a network that allows only shared trees. The disadvantage of shared
trees is that, under certain circumstances, the paths between the source and receivers might not be the
optimal paths—which might introduce some latency in packet delivery. Network designers must
carefully consider the placement of the RP when implementing an environment with only shared trées..

Multicast Forwarding

In unicast routing, traffic is routed through the network along a single path from the source to the
destination host. A unicast router does not really care about the source address—it only cares about the
destination address and how to forward the traffic towards that destination. The router scans through its
routing table and then forwards a single copy of the unicast packet out the correct interface in the
direction of the destination.

In multicast routing, the source is sending traffic to an arbitrary group of hosts represented by a multicast
group address. The multicast router must determine which direction is upstream (toward the source) and
which direction (or directions) is downstream. If there are multiple downstream paths, the router
replicates the packet and forwards the traffic down the appropriate downstream paths—which is not
necessarily all paths. This concept of forwarding multicast traffic away from the source, rather than to
the receiver, is called reverse path forwarding.

Reverse Path Forwarding

Reverse path forwarding (RPF) is a fundamental concept in multicast routing that enables routers to
correctly forward multicast traffic down the distribution tree. RPF makes use of the existing unicast
routing table to determine the upstream and downstream neighbors. A router forwards a multicast packet
only if it is received on the upstream interface. This RPF check helps to guarantee that the distribution
tree will be loop-free.

RPF Check

- When a multicast packet arrives at a router, the router performs an RPF check on the packet. If the RPF
check is successful, the packet is forwarded. Otherwise, it is dropped. '

For traffic flowing down a source tree, the RPF check procedure works as follows:

Step1  Router looks up the source address in the unicast routing table to determine whether it has arrived on the
interface that is on the reverse path back to the source.

Step2  If packet has arrived on the interface leading back to the source, the RPF check is successful and the
packet is forwarded.

Step3  If the RPF check in Step 2 fails, the packet is dropped.

Figure 43-10 shows an example of an unsuccessful RPF check.
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Figure 43-10 RPF Check Fails

Muiticast packet from
~ source 151.10.3.21

RPF check fails! . $ ’
S0 -

Packet arrived on
wrong interface!
Discard packet.

A multicast packet from source 151.10.3.21 is received on interface S0. A check of the unicast route
table shows that the interface that this router would use to forward unicast data to 151.10.3.21 is SI.
Because the packet has arrived on S0, the packet will be discarded.

Figure 43-11 shows an example of a successful RPF check.

Figure 43-11 RPF Check Succeeds

Multicast packet from
source 151.10.3.21

Packet arrived on
correct interface!

This time the muiticast packet has arrived on S1. The router checks the unicast routing table and finds
that SI is the correct interface. The RPF check passes and the packet is forwarded.

Protocol-Independent Multicast

Protocol-independent multicast (PIM) gets its name from the fact that it is IP routing
protocol-independent. PIM can leverage whichever unicast routing protocols are used to populate the
unicast routing table, including EIGRP, OSPF, BGP, or static routes. PIM uses this unicast routing
information to perform the multicast forwarding function, so it is IP protocol-independent. Although
PIM is called a multicast routing protocol, it actually uses the unicast routing table to perform the reverse
path forwarding (RPF) check function instead of building up a completely independent multicast routing
table. PIM does not send and receive multicast routing updates between routers like other routing
protocols do.

’

PIM Dense Mode

PIM Dense Mode (PIM-DM) uses a push model to flood multicast traffic to every corner of the network.
This is a brute-force method for delivering data to the receivers, but in certain applications, this might
be an efficient mechanism if there are active receivers on every subnet in the network.
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PIM-DM initially floods multicast traffic throughout the network. Routers that do not have any
downstream neighbors prune back the unwanted traffic. This process repeats every 3 minutes.

The flood and prune mechanism is how the routers accumulate their state information—by receivin gthe
data stream. These data streams contain the source and group information so that downstream routers
can build up their multicast forwarding tables. PIM-DM can support only source trces—( 5,G) entries. It
cannot be used to build a shared distribution tree.

PIM Sparse Mode

PIM Sparse Mode (PIM-SM) uses a pull model to deliver multicast traffic. Only networks that have
active receivers that have explicitly requested the data will be forwarded the traffic. PIM-SM is defined
in RFC 2362. :

PIM-SM uses a shared tree to distribute the information about active sources. Depending on the
configuration options, the traffic can remain on the shared tree or switch over to an optimized source
distribution tree. The latter is the default behavior for PIM-SM on Cisco routers. The traffic starts to flow
down the shared tree, and then routers along the path determine whether there is a better path to the
source. If a better, more direct path exists, the designated router (the router closest to the receiver) will
send a join message toward the source and then reroute the traffic along this path.

PIM-SM has the concept of an RP, since it uses shared trees—at least initially. The RP must be
administratively configured in the network. Sources register with the RP, and then data is forwarded
down the shared tree to the receivers. If the shared tree is not an optimal path between the source and
the receiver, the routers dynamically create a source tree and stop traffic from flowing down the shared
tree. This is the default behavior in I0S. Network administrators can force traffic to stay on the shared
tree by using a configuration option (Ip pim spt-threshold infinity).

PIM-SM scales well to a network of any size, including those with WAN links. The explicit join
mechanism prevents unwanted traffic from flooding the WAN links.

Sparse-Dense Mode

Cisco has implemented an alternative to choosing just dense mode or just sparse mode on a router
interface new IP. This was necessitated by a change in the paradigm for forwarding multicast traffic via
PIM that became apparent during its development. It turned out that it was more efficient to choose
sparse or dense on a per group basis rather than a per router interface basis. Sparse-dense mode
facilitates this ability.

Network administrators can also configure sparse-dense mode. This configuration option allows
individual groups to be run in either sparse or dense mode, depending on whether RP information is
available for that group. If the router learns RP information for a particular group, it will be treated as
sparse mode; otherwise, that group will be treated as dense mode.

Multiprotocol Border Gateway Protocol

Multiprotocol Border Gateway Protocol (MBGP) gives a method for providers to distinguish which
route prefixes they will use for performing multicast RPF checks. The RPF check is the fundamental
mechanism that routers use to determine the paths that multicast forwarding trees will follow and
successfully deliver multicast content from sources to receivers.
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MBGP is described in RFC 2283, Multiprotocol Extensions for BGP-4. Since MBGP is an extension of
BGP, it brings along all the administrative machinery that providers and customers like in their

interdomain routing environment. Including all the inter-AS tools to filter and control routing (e.g., route
maps). Therefore, by using MBGP, any network utilizing internal or external BGP can apply the multiple
policy control knobs familiar in BGP to specify routing (and thereby forwarding) policy for muiticast.

Two path attributes, MP_REACH_NLRI and MP_UNREACH_NLRI have beén introduced in BGP4+.
These new attributes create a simple way to carry two sets of routing information—one for unicast
routing and one for multicast routing. The routes associated with multicast routing are used to build the
multicast distribution trees.

The main advantage of MBGP is that an internet can support noncongruent unicast and multicast
topologies. When the unicast and multicast topologies are congruent, MBGP can support different
policies for each. MBGP provides a scalable policy based interdomain routing protocol.

Multicast Source Discovery Protocol

In the PIM Sparse mode model, multicast sources and receivers must register with their local
Rendezvous Point (RP). Actually, the closest router to the sources or receivers registers with the RP but
the point is that the RP knows about all the sources and receivers for any particular group. RPs in other
domains have no way of knowing about sources located in other domains. MSDP is an elegant way to
solve this problem. MSDP is a mechanism that connects PIM-SM domains and allows RPs to share
information about active sources. When RPs in remote domains know about active sources they can pass
on that information to their local receivers and multicast data can be forwarded between the domains. A
nice feature of MSDP is that it allows each domain to maintain an independent RP which does not rely
on other domains, but it does enable RPs to forward traffic between domains.

The RP in each domain establishes an MSDP peering session using a TCP connection with the RPs in
other domains or with border routers leading to the other domains. When the RP learns about a new
multicast source within its own domain (through the normal PIM register mechanism), the RP
encapsulates the first data packet in a Source Active (SA) message and sends the SA to all MSDP peers.
The SA is forwarded by each receiving peer using a modified RPF check, until it reaches every MSDP
router in the interconnected networks—theoretically the entire multicast intemet. If the receiving MSDP
peer is an RP, and the RP has a (*,G) entry for the group in the SA (there is an interested receiver), the
RP will create (S,G) state for the source and join to the shortest path tree for the staté of the source. The
encapsulated data is decapsulated and forwarded down that RP’s shared tree. When the packet is received
by areceiver’s last hop router, the last-hop may also join the shortest path tree to the source. The source’s
RP periodically sends SAs, which include all sources within that RP’s own domain. Figure 43-12 shows
how data would flow between a source in domain A to a receiver in domain E.

[ 1-58705-001-3
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Figure 43-12 MSDP Example
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MDSP was developed for peering between Intemet Service Providers (ISPs). ISPs did not want to rely

on an RP maintained by a competing ISP to service their customers. MSDP allows each ISP to have their
own local RP and still forward and receive multicast traffic to the Internet.

Anycast RP-Logical RP

A very useful application of MSDP is called anycast RP. This is a technique for configuring a multicast
sparse-mode network to provide for fault tolerance and load sharing within a single multicast domain.

Two or more RPs are configured with the same IP address on loopback interfaces—say, 10.0.0.1, for
example (refer to Figure 43-13). The loopback address should be configured as a 32 bit address. All the
downstream routers are configured so that they know that their local RP’s'address is 10.0.0.1. IP routing
automatically selects the topologically closest RP for each source and receiver. Because some sources
might end up using one RP and some receivers a different RP, there needs to be some way for the RPs
to exchange information about active sources. This is done with MSDP. All the RPs are configured to be
MSDP peers of each other. Each RP will know about the active sources in the other RP’s area, If any of
the RPs fail, IP routing will converge and one of the RPs will become the active RP in both areas.

Note  The Anycast RP example above uses IP addresses from RFC 1918. These IP addresses are
normally blocked at interdomain borders and therefore are not accessible to other ISPs. You
must use valid IP addresses if you want the RPs to be reachable from other domains.
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Figure 43-13 Anycast RP

A

Note  The RPs are used only to set up the initial connection between sources and receivers. After
the last-hop routers join the shortest path tree, the RP is no longer necessary.

Multicast Address Dynamic Client Allocation Protocol

The Multicast Address Dynamic Client Allocation Protocol (MADCAP) is defined in RFC 2730 asa
protocol that allows hosts to request a multicast address allocation dynamically from a MADCAP
server. The concept is very similar to the way DHCP works today and is built on a client/server model.

Multicast-Scope Zone Announcement Protocol

Multicast-Scope Zone Announcement Protocol (MZAP) is defined in RFC 2776 as a protocol that allows
networks to automatically discover administratively scoped zones relative to a particular location.

Reliable Multicast-Pragmatic General Multicast

Pragmatic General Multicast (PGM) is a reliable multicast transport protocol for applications that
require ordered, duplicate-free, multicast data delivery from multiple sources to multiple receivers. PGM
guarantees that a receiver in a multicast group either receives all data packets from transmissions and
retransmissions, or can detect unrecoverable data packet loss.

The PGM Reliable Transport Protocol itself is implemented on the sources and the receivers. The source
maintains a transmit window of outgoing data packets and retransmits individual packets when it
receives a negative acknowledgment (NAK). The network elements (routers) assist in suppressing an
implosion of NAKs (when a failure does occur) and aids in efficient forwarding of the retransmitted data
just to the networks that need it.

PGM is intended as a solution for multicast applications with basic reliability requirements. The
specification for PGM is network layer-independent. The Cisco implementation of PGM Router Assist
supports PGM over IP.

Today, the specification for PGM is an Internet draft that can be found on the IETF web site
(http://www.ietf.org) under the name “PGM Reliable Transport Protocol.”

Review Questions

Q—What is the range of available IP multicast addresses?
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[ 1-58705-001-3 .m

ACTIVISION, EA, TAKE-TWO, 2K, ROCKSTAR, Ex. 1002, Vol. 3, p. 841 of 1657



Chapter 43 Internet Protacol Multicast |

B For More Information

A—224.0.0.0 to 239.255.255.255.

Q—What is the purpose of IGMP? : - -
A—IGMP is used between the hosts and their local multicast router to join and leave multicast groups.
Q-—~What is an advantage of IGMPv2 over IGMPv1? l

A—IGMPv2 has a leave group message that can greatly reduce thé latency of unwanted traffic on a LAN.

3

Q—What is a potential disadvantage of IGMP snooping over CGMP on a low-end Layer 2 switch?

A—IGMP snooping requires the switch to examine every multicast packet for an IGMP control message.
On a low-end switch, this might have a severe performance impact.

Q—What is an advantage of shortest path (or source) trees compared to shared trees?

A—Source trees guarantee an optimal path between each source and each receiver, which will minimize
network latency.

Q—What is an advantage of using shared trees?
A—Shared trees require very little state to be kept in the routers, which requires less memory.

Q—What information does the router use to do an RPF check?

A—The unicast routing table. ‘ I

Q—Why is protocol-independent multicast called "independent’'?

A—PIM works with any underlying IP unicast routing protocol—RIP, EIGRP, OSPF, BGP or static
routes.

Q—What is the main advantage of MBGP?
A—Providers can have noncongruent unicast and multicast routing topologies.
Q—How do RPs learn about sources from other RPs with MSDP?

A—RPs are configured to be MSDP peers with other RPs. Each RP forwards source active (SA)
messages to each other.

Q—What is the purpose of the anycast RP?

A—1I oad balancing and fault tolerance.

For More Information '

Williamson, Beau. Developing IP. Multicast Networks. Indianapolis: Cisco Press, 2000.
Multicast Quick Start Configuration Guide (http://www.cisco.com/warp/customer/105/48.html)
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By Patricia A. Murphy,
Manager Emerging Technology and Standards,
Rockwell Automation Control Systems.

As today'’s source/destination-based networks cannot offer the required functionality or accommodate
increased traffic, system capabilities and productivity improvements are restricted. Consequently, a new
network model - one that provides more functionality, makes more efficient use of bandwidth, and
increases information flow, alf while reducing traffic on the wire - is needed.

in a discussion of what is needed in the new network model regarding diagnostics, explicit and I/0
messaging and throughput, the producer/consumer network model is revealed as the only model avail-
able today that can meet the control environment's demanding requirements and alfow for future migra-
tion. The paper concludes with a discussion of the benefits of the producer/consumer network mode},
including Multicast and two one-way I/0 trigger mechanisms: change-of-state and cyclic I/0 produc-

tion.

INTRODUCTION

: f there's one thing we've all leamed over the past
decade, it's that users are demanding more from
their confrol systemns, and consequently, fom the
networks that tie the system together. Users want bet-
ter diagnostics available over the network, less down-
time, and reduced installation and maintenance costs.
At the same time, they are demanding improved

" throughput,

With increased functionality comes more traffic and
data on the wire. Todays networks, which are

" source/destination based, cannot offer the required

functionality and accommodate increased traffic, thus
restricting system capabilities and productivity
improvements.

Increased demands on networks have forced the evo-
lution of a new network model - one that provides
more functiorality, makes more efficient use of band-
width, and increases information flow, all while reduc-
ing traffic on the wire.

Unfortunately, much of the discussion to date about
networks has focused on baud rates, protocol efficien-
cy, and physical characteristics (.e. type of wire used).
In reality, its more complex than that Available diag-
nostics, messaging types and throughput must all be
considered when evaluating a network.

The most important factor affecting these capabilities
in the conrol environment is the network model

The source/destination model used for the past two
decades can no longer meet todays network needs.
The only model available today that can meet these
demanding requirements and allows for future migra-
tion is the producer/consumer network model. Here's
why:

DIAGNOSTICS

Networks provide a convenient way to relieve diag-
nostics from devices. Device-specific information,

such as detection of a photoelectric sensor's low mar-
gin due to a dirty lens can be communicated over the
network to the control system during run time. The net-
work delivers the diagnostic. to the system operator
interface, alerting plant personnel to the problem. The
lens can be cleaned at a convenient time before there

is a glitch in the process. Trouble-shooting a device,

reading its fault codes, updating data logs - all while
not impacting the remote 1/O control data exchange
among other nodes -~ is a must.

EXPLICIT AND I/0 MESSAGING

Explicit messages, used for device configuration and
diagnostics, are extrernely flexible, with the data field
camying protocol information and instructions for ser-
vice performance. For example, a message would be
able to-write new presets to five timers in a controller,
or to execute a selftest.  Explicit messages are used
for uploading and downing programs, modifying
device configurations, and data logging, rending and
diagnostic functions. Nodes must interpret each mes-
sage, perform the requested task, and generate
responses. These types of messages are highly vari-
able in both size and frequency.

110 messages on the other hand are implicit in nature.
The data field contains no protocol information, only
realtime /O control data. The meaning of the data
has been predefined and processing time in the node
is minimized. An example of an /O messageis a con-
troller sending output data to an 0 block, and the I/C
block responding with its input data. Such messages
are low overhead, shor, vary frequently and require
high performance.

in the past, manufacturers have had separate networks
10 deal with the very different requirements of these two
messaging types. A network used for /O control can-
not tolerate the variability introduced by explicit mes-
saging. Allen-Bradley's blue-hose duo, DH+/RIG and
Siemens’ Profibus FMS/ Profibus DP are examples of
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this situation.

Today's users are demanding both functions on the
same wire. And today's smarer devices need the

functionality provided by both messaging types.

Yesterday's source/destination networks cannot deal
with these modem demands.

THROUGHPUT

Ultimately it's the throughput required by the applica-
tion that determines what type of network model is
required. Throughput is the rate at which input data
from devices can be delivered to all nodes that need it
and the resulting output data (decisions) can be deliv-
ered to all the devices that need it. Nodes include sen-

cally limited to that function alone to obtain the neces-
sary repeatability and throughput for control.
Peer-to-peer networking goes beyond master/slave,
providing considerably more flexibility. But as a result
most netwarks that support peer-to-peer use explicit
messaging.

PC-based programming and configuration of con-

troflers uses explicit peer-to-peer messaging. PC-
based MMI also use explicit peer-to-peer messaging.
As additional MMI units are added, the network load
increases dramatically as each unit typically will read
all the same variables out of each coniroller as does
the prior units so an operator can get the same alarms,
trends, and graphics from muitiple locations.

Figure 1.

sors, operator interfaces, controllers, data loggers,
alarm monitors, actuators, etc. I is determined by
baud rate, protocol efficiency, and most important of all,
the network model, or delivery method. Let's briefly dis-
cuss each,

Baud rate is raw speed. Ii's unforlunate that this is
often the most used measure of performance because
its the most misleading. Not only that, but with today's
new networks, its the least important of the three
throughput factors,

Protocol efficiency - data bytes (the payload) versus
the total bytes in the packet - typically expressed as a
percent, is a measure of the network protocol over-
head. While important, it is not nearly as significant as
the data delivery and exchange method (network
model) used. If a paricular information exchange
takes two or more packets on the wire as compared to
one, the fact the one protocol has 25 percent greater
efficiency becomes meaningless.

To keep nodes from dominating the wire, most peer-
to-peer networks use some sort of token rotation algo-
rithm. While these algorithms have been enhanced
over the years to be more air, the basic flexibiiity that
makes it attractive makes its use for peer-to-peer inter-
locking between controllers very problematic.
Response times vary considerably for any given mes-
sage, depending on load and on how “far away" one
is from the token holder when'there is a need to speak.

Frequently low-end electronic operator interface (EO)
units will be found on /0 netwarks, basically replacing
simple push button, pilot light and meters. But as
each EOI device is added, an additional load of typi-
cally the same data new node with a different destina-
tion address is added to the network. While variability
isn't a factor because of the fixed nature of such loads,
the increase in data load slows response time for all
nodes, including the real ¥O. 1It's not just EOI that's
causing excess network loading. As I/O devices get

Figure 2.

Network model, Every control vendor has its own
favorite networks, whether it be Data Highway Plus,
Remote /O, Profibus FMS, Profibus DP, Interbus-S, ASl,
Modbus Plus, Geniustan, or Lonworks. All these net-
working options have the same thing in common.
They follow the legacy source/destination network
model. A typical packet is shown below.

In mastet/slave implementations of this model, the
source field is usually not present, as the master is the
only source and all responses from slaves are for the
master. This master/slave polfing is inherently a one-
to-one data exchange. It is typically used for the
exchange of real time control data (/O messaging).
When used for I/0 exchange, such networks are typi-

smarier, the extra diagnostic and configuration data
can absorb considerable bandwidth.

Whether master/slave or peer-to-peer, destination-ori-
ented networks waste considerable bandwidth send-
ing the same data set to multiple nodes. Trying to do
coordinated control like sending a new setpoint to dif-
ferent drives in a synchronized manner is very difficult,
as data amives at each drive at a different time.

The new network paradigm: The pro-
ducer/consumer network model

To manage the growing need for data, smarter devices
and better control, new networks that simply increase
the baud rate or number of nodes only postpones the
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inevitable. What is needed is a whole new network
model that is designed to manage today's control
issues.

That new model is producer/consurmer. With produc-
er/consumer networks, messages are identified by
content. If a node needs data, it will "accept” that iden-
tifier and consume it

Multicast. Because data is identified by its content; if
a node needs that data, multiple nodes can consume
the same data at the same time from a-single produc-
er. Nodes may be synchronized more precisely while
achieving more efficient bandwidth usage. The source
of data has to produce the information only once.
Additional EOl and MMI can be added without
increasing network raffic, since they can consume

these same messages. And nodes can produce more ,

than one data set, each using a unique identifier.

Multicast is inherently impossible withy source/destina-
tion networks, although attempls have been made.
Some have added a third field for a group destination
and then reserved node numbers for group destina-
tion. Others allow a node to carry more than one node
number. But these are all band-aid approaches, des-
perately trying to extend the exhausted legacy
source/destination model.

Producer/consumer also allows for two new powerful
1/O triggers, in addition to traditional polling. Polling is
born out of the source/destination model, and is inher-
ently a two message bi-directional ransaction (origina-
tor sends output data, and receiving node responds
with input data). This transaction is repeated as rapid-
ly as possible to minimize latency from when an input
occurs and is delivered to the controller. Most polling
cycles are filed with the same outputs and inputs,
wasting bandwidth.

With the producer/consumer model, two more efficient
and -effective one-way /O tigger mechanisms are
available: change-of-state and cyclic I/O production.

Change-of-state (event-based) data production
Nodes produce data only when that data changes.
There is no "network polling cycle delay,” and, as a
result, the data is delivered to all consumers when it
changes. A background heartbeat is produced cycli-
cally so that consumers can tell if a device hasnt
changed from one that is no longer online. Change-
of-state can dramatically reduce network traffic and the
load-on typically needed to repeatedly receive, process
and generate the same data.

Cyclic (time-based) data production. Cyclic data
production invoives nodes producing data at a user-
configured rate. Data is updated al a rate appropriate
to the node and the application. Data can be sampled
and produced by sensoars at precise intervals for better
PID control. Contollers can collect a stock of data for
operator interfaces and produce it a couple times a
second, plenty fast for human consumption; thereby
preserving bandwidth for nodes with rapidly changing
l/0.

Both peer-to-peer and controller-to-device exchanges
can be handled more efficienty with cyclic and
change-of-state data production of producer/con-

sumer networks. Operator interface needs can be lay-
ered on top of /0 traffic with minimal increases to net-
work load.

At the same time, prbducer/consumer networks can
accommoadate the fiexible explicit messaging, point-to-
point needs for device configuration and program-
ming. Cetain identifiers are typically specified for such
traffic and nodes know they contain destination and
other protocol information. These identifiers, coupled
with the network access method, combine to insure
that explicit messages, with their assorted larger over-
head are much lower priority on the network than the
/O messages. Large uploads and downloads adjust-
ments to configurations parameters, and diagnostic
activities by users with their S/W tools are relegated to
background traffic, fitted between the higher priority /0

' messages.

No need for users to run both an /O network and
explicit message network through the plant And no
need for vendors to put an I/O port and an explicit
message network port on devices. Is it any wonder
that the newest open control networks - DeviceNet,
ControlNet, and FOUNDATION Fieldbus - are all
based on the producer/consumer model?

Will the source/destination model dis-

appoar?
Source/destination is a "hand me down" from the com-
puter and data processing industry. While limited,
source/destination systems are still well-suited for.a
variety of applications which do not require complex
coordination and sharing of data. The flexibility and
efficiency of the producer/consumer network model
will allow for the expanded functionality demanded by
today's applications and is well suited for tomormrow's
smarter devices. In this day in age where users are
demanding more (lunctionalty, diagnastics) with less
{one wire, not two), both users and vendors need a
control networking strategy that works smarter - and,
consequently, a network model that works smaner and
accomodates the future

T
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First-Person Shooters

General

There are many different varieties of computer games on the market today. From
flight simulators to real-time strategy, all of these varieties have created niche
markets within the huge population of computer gamers. One of the fastest
growing game-types is the First-Person Shooter. This subcatagory of action games,
also called over-the-shoulder shooters and other names, is based upon a relatively
simple premise: You see the world through the eyes of your character. The goal of
such games also tend to be very simple: You run down darkened hallways and kill
anything that gets in your way. However, reducing the genre to simplistic elements
fails to appreciate the reasons that these games are so popular. First-person shooters
have lead the industry in implementing the latest technology, providing the greatest
support for multi-player gaming, and generating the greatest amount of praise and
condemnation.

History

The birth of the first-person shooter can be traced back to id Software's Wolfenstein
3-D, released in shareware on May 5, 1992. Using a very strong graphics engine «
developed in-house, this game allowed players to see an amazing landscape through °
the eyes of the main character. The graphics may appear dated now after less than a
decade, but the ability to move along the x and y axis in a graphically rendered
hallway was a revelation. So was the feeling that the perspective gave the game.
Players who were used to seeing small, animated characters jump up and down in
side-scrolling games were amazed at the immersive feel of Wolfenstein. You could
see the weapon that you were carrying and could see it fire. Life-like Nazis and
vicious dogs attacked you from every comer.

If Wolfenstein is the father of the first-person shooter, then Doom would be his most
popular descendent. Doom, also by id Software, moved the action from the
darkened hallways of a German castle during World War II to futuristic, although
still darkened, hallways with a score of alien monsters. The game was an immediate
success. This can be attributed to both the technical and aesthetic improvements in
the game as well as the timing of its release. Doom, released on December 10,

1993, entered the scene just as modem speeds and awareness of the internet were
increasing and the corporate and academic worlds were embracing the Local Area
Network (LAN) . Its ability to support convincing multi-player games catapulted it
into the forefront of the gaming community.
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Other software companies were quick to recognize the appeal of Doom and the first-
person shooters. Many licensed the graphics engine from id and began creating their
own games. These "Doom clones" enjoyed great success. Games such as Rise of the
Triad and LucasArt's Dark Forces created worlds that rivaled the world of Doom.
This competition encouraged companies to find new ways to exploit the Doom
engine. One result was beautifully rendered games with innovative ideas, like Raven
Software's Heretic. The other result was increasingly graphic violence and a move
towards parental ratings. Apogee, and its subsidiary 3D Realms, have ironically
been at the forefront of both controversial content and moves to inform parents of
the content. :

Doom was followed by the highly successful Doom II. This game is viewed by
many as the ultimate development of the Doom engine. However, the game still
lacked true 3D. id Software then announced the development of Quake, a true 3D
game. Development of Quake lasted 18 months, giving competitors an opportunity
to develop competing technology. 3D Realms took this opportunity. Using the Build
graphics engine, created by the amazing Ken Silverman, 3D Realms developed
Duke Nukem 3D. This game wasn't really'a 3D game, but the graphics engine was
versatile enough to make the illusion of 3D almost seamless. Duke was released
several months before Quake and quickly garnered a huge following. Many of the
innovations contained in this game are currently being used by other software
comparnies.

The release of Quake marked the true beginning of the 3D age of first-person
shooters, at least in the traditional sense that we use the terms 3D and first-person
shooter. Descent was the first title to actually use 3D successfully, with impressive
and popular results, but Quake was the first title that used 3D in the traditional first-
person shooter. With its superb graphics engine, quality levels and monsters, and
multi-player support for 16 players, Quake allowed id Software to regain its crown
as the king of the first-person shooter. Amazingly, Quake remained the technology
leader for a year and a half. This has as much to do with the appeal of the game as
with id's decision to release enough tools and information to allow users to modify
Quake. Using a language called Quake C, programmers could alter virtually every
element of the game. The creation of powerful level editors and a host of utilities, all
by the growing "Quake community," paved the way for spectacular new games, new
levels, and new ideas. :

LucasArts' Jedi Knight was a revolutionary game on many levels. Until this title’
was released in mid 1997, it was laughable to talk about the "storyline" in a first-
shooter. Jedi Knight took advantage of the rich Star Wars history to create a unique
and entertaining game. Through the use of cutscenes and a non-linear story,
LucasArts provided a game that compelled a player to finish.

The release of Quake II in December 1997 pushed the technology envelop even
further. Many of the features that had been pioneered during Quake's ongoing
development, such as OpenGL support, transparent water, and the client prediction
of QuakeWorld, were included in this new game. Quake II also added nifty visual
cffects, like 16 bit textures in GL mode and colored lighting, but was also the first id
title to have a strong storyline. Granted, the storyline still involved you running
around killing everything, but the player was provided with specific tasks for each
level.

Just as Duke Nukem 3D and Jedi Knight had done previously, the release of Unreal

has had a profound impact on a community that had been entirely focused upon
titles from id. Unreal's strength lies not in its storyline, which tended to disappear in
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the middle of the game, but in the power of its graphics engine. The engine adds
many visual improvements, allowed for incredibly large levels, and is still very easy
to modify. A wide range of titles, from hunting games to adventure games, are
currently being developed with the Unreal engine. Many have seen this as a real
threat to the empire of id.

Fans of the Quake series are looking forward to the release of Quake III Arena. This
game has gone through a few profound changes since it was first proposed, but the
many new visual effects and gameplay elements that have been proposed for the
game are very impressive.

1999 will undoubtedly see a continued evolution of the first-person shooter. Several
companies are currently developing games utilizing the graphics engine from id
Software's Quake 2. Several other companies are using the popular engine from
Unreal to design their games. Still others have created, or are creating, their own
graphics engine. It is impossible to determine how successful these efforts will be in
an increasingly crowded field. Regardless, it is clear that the first-person shooter will
remain a large and powerful genre in computer gaming.

Technology

As a group, first-person shooters tend to be driving forces in accelerating the
development of computer software and hardware. Other types of games are now
frying to keep up, but FPSs have a clear lead in the technology race. The rise of the
3D graphics accelerator cannot be accredited to business applications; it is rooted
firmly in computer games. It could be argued that 3Dfx, the company that created
the Voodoo chipset used by several graphics cards, owes much of its success to GL
Quake.

First-person shooters have also pioneered the mutli-player gaming experience.
Artificial intelligence with games continue to increase, but many players find
monsters a poor substitute for playing against real people.

Controversy

. Just as FPSs lead the way in technology, they also have cornered the market in b
controversy. Very few games contain as much graphic violence as a first-person
shooter. Many first-person shooters have also received criticism for their sexist
portrayal of women, satanic overtones, and racial stereotypes. Many voices have
been raised in defense, and in condemnation, of these controversial games. The
course of first-person shooters in this area remains uncertain. id Software removed
all Satanic references from Quake 2, but the program was banned for sale in
Germany for its violent content. 3D Realms created a "parental lock" for Duke
Nukem 3D, an effort to allow parents to monitor a child's use of the game, but their
1s little doubt that the strippers and prostitutes will return for Duke Nukem Forever.
Some software companies appear to be concerned about reducing controversy.
Others appear to go out of their way to generate controversy. This division will
likely remain as long segments of the gaming community are drawn towards each
approach. In the end, the actual playability of a game will generate more interest,
and more sales, than controversy alone.

14

[Basics] [Servers] [Beyond basics] {Other versions of Quake] [Sources of information] [Citizenship] [Quake
C] [Level editing] [Mods] [ Quake derivatives] [Operating Systems] [Guide News]
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Gnutella: Alive, Well, and Changing Fast

01/25/2001

Gnutella, an open peer-to-peer search system primarily used for file =~ Related Articles:
sharing, was released in March. Within four months, developer
activity had substantially diminished, although usage continued to
surge due to Napster-driven media attention on peer-to-peer file-
sharing systems. After five months; the strain of an increasing
number of users on a weak technical infrastructure resulted in a Mojo Nation Responds
quasi-collapse of the Gnutella network. Late in the year, however, a
second wave of more sophisticated development began to emerge,
informed by experience. Defying reports of its demise, Gnutella is
evolving and usage is growing in response, although significant

. . Gnuteila and Freenet
technical challenges remain. Represent True

In Praise of Freeloaders

P2P Directory

What problems have been overcome and how? What problems
remain to be solved, and how can they be addressed? Clip2's.

data on the Gnutella network and closely followed related Mare from OpenFiPoam I
application development. Here, we cover some representative issues
to provide insight into Gnutella's evolution.

The origins and technical significance of Gnutella have been described elsewhere. Some notable
points: )

e Gnutella's creators released an executable application and published neither its source’code
nor the communications protocol. Extant protocol publications made by third parties trace
their primary sources to reverse-engineerings of the original application.

o Itis generally acknowledged that Gnutella was not designed to support an unlimited user
population, but instead a few hundred to perhaps a few thousand users.

o The Gnutella protocol defines five message types, the data carried by each type, the
transmission rules for each type and the mechanics of connection between hosts.

¢ Pings and queries used to discover hosts and files, respectively, are broadcast; other
message types, including responses, are routed. Messages are supposed to be dropped after
a predefined number of relays.

o Gnutella is not a file-transfer protocol. The protocol is designed for finding hosts and their
files. File transfer is handled directly between serving and requesting hosts via HTTP.
Gnutella applications that serve files contain mini Web servers.

e The protocol does not specify how many connections a given host may initiate, accept or
simultaneously maintain. It does not dictate conditions under which a host should maintain
or drop a given connection.

o Many independent developers have produced a number of Gnutella-speaking applications.

It is not hard to imagine from the foregoing that Gnutella is susceptible to a number of problems.
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Non-compliance

Non-compliant implementations are problematic not just for their users, who may not be able to
effectively communicate with others, but they are also trouble for the network at large. Because
Gnutella messages are relayed from host to host, the impact of a non-compliant application can
easily extend beyond its installed base and be magnified out of proportion.

But, what does "non-compliant” mean for a protocol without a blessed standard? In the open
world of Gnutella, free from central authority, compliance means being able to effectively
communicate with the bulk of the installed base. It is not unlike the situation with languages such
as English that have no formal codification. Protocol specification documents in this
environment then become analogous to dictionaries that reflect popular usage instead of dictating
usage.

Of course, non-compliance can arise out of the purposeful invention of new words or simply out
of poor grammar and pronunciation. Among the many ways an application can go wrong on the
latter front: It can malform messages it originates, it can corrupt messages it forwards and it can
improperly route messages. Proper handling of the routed message types by creating and
maintaining a routing table is a feature that, when short-shrifted by a developer, results in
substantial costs to users, including increased traffic and lost responses. The low barriers to entry
to Gnutella programming have encouraged less experienced developers to try their hands, often
exacerbating matters.

Non-compliant implementations have been kept in check by, among other things, the availability
of quality protocol specification documents, and the strict filtering implemented in popular
applications in order to not propagate deviant messages. They represent a continued problem.

Connectivity

Connectivity was a big headache for users. Just as a Web browser needs a start page, a Gnutella
application needs a start host. Unfortunately, early programs did not come preset with one
because host addresses generally have short shelf lives. This sent users searching across Web
sites, message boards and chat rooms for active host addresses. Developer Bob Schmidt came to
the rescue with gnuCache, an open-source application that automatically began doling out
addresses from several enthusiast-run servers. Not long after, Clip2 began reliably servmg lists
of well connected, verified active hosts through a service that could be accessed at ;
Gnutellahosts.com via Gnutella and the Web. By fall, developers had begun providing an "auto-
connect” feature in Gnutella applications that relied upon host list services for start hosts,
relieving users of the need to bother with this matter. Technically, these services are sufficiently
uniform in the way they operate so as to be interchangeable to the developer, although the
quality of addresses returned varies. The connectivity problem has thus been addressed in a
manner that is not susceptible to a single point of failure.

Lack of Search Results

A lack of search results was a substantial issue following the quasi-collapse of the network in
August. As the traffic carried by an average host grew, it eventually exceeded the capacity of
hosts on the slowest physical links -- dial-up modems. These hosts became bottlenecks in the
network, effectively severing communication lines running through them. Fragmentation into
smaller sub-networks effectively resulted, with the upshot that users saw fewer search results.

Responses to the issue followed a common theme: move users on slower connections to the edge
of the network.

In October, Clip2 introduced the Reflector, a special Gnutella server designed to run on a high-

ACTIVISION, EA, TAKE-TWO, 2K, ROCKSTAR, Ex. 1002, Vol. 3, p. 851 of 1657



http://www.openp2p.conv/Ipt/... 01/29/2002--page 3

speed connection and act as a proxy for users on slower links. In so doing it conserves the user's
bandwidth and situates slower hosts at the edge of the network. Via a Reflector, a network of
users can use Gnutella with far less aggregate bandwidth than would otherwise be required. Most
Reflectors are run on behalf of a particular user population and not publicly advertised, although
a handful of public-access ones are available at any given time.

November and December saw the introduction of two significant new Gnutella applications.
First, Lime Wire LLC introduced LimeWire, then Free Peers, Inc. released BearShare. Both
programs apply connection-preferencing rules that decide whether a given connection will be
maintained. One common example: connections to unresponsive hosts are dropped. The
consistent repeated application of this simple rule to a series of connections will tend to drive
slower hosts to have fewer connections and sit at the edge of the network, a bit like a poor
conversationalist might find himself marginalized at a party.

Coincident with these developments and the uptake in adoption of these applications, Clip2 has
seen a steady increase in the number of responsive hosts active at any given time on the network,
rising from a typical figure of 500 in October to more than 1500 in early January 2001. The
quantity of search results has increased as well. According to Clip2 estimates, the number of
Gnutella users per day has risen from' 10,000 to 30,000 in November to between 20,000 and
50,000 in January.

Download Failure

Download failure looms as one of the most serious problems according to many. Although
attractive search results may come back, they are useless if the associated files cannot be
downloaded. Quantitative study of the problem is complicated since users have preferences in
the files they download and upload. Since all files are not equal, there is much room for
inaccuracy in the results of any test that assumes otherwise. Nonetheless, there is a
preponderance of perception that downloads fail too often, particularly relative to other peer-to-
peer file-sharing systems.

Spurred by an August 2000 paper by Eytan Adar and Bernardo Huberman of Xerox PARC, there
is belief that "freeloading" - users downloading much more than they upload - is a major source
of the download failure problem, although the critical ratio of supply and demand is anyone's
guess. The response to commentator Clay Shirky's counterpoint that "bandwidth over time is
infinite” is that the server bandwidth available to users who want to download a file right now is
too finite,

Developers are taking two major actions:

1. removing as much friction as possible from the upload process, such as defaulting a user's
upload directory to be his download directory; and
2. blocking uploads to users who are not themselves uploading.

Web sites such as Gnute and Gnutella.it allow users to search and download from the Gnutella
network without providing a direct means of contributing files back into the network. Seizing on
this asymmetry, recent versions of LimeWire and BearShare have taken the offensive of denying
download requests from Web site users. Instead of the file, the user finds a suggestion to
download LimeWire or BearShare. The next step in this evolution may be to prioritize download
requests even among users of these applications based on how much they have uploaded or made
available for upload. The situation begins to resemble the model of Mojo Nation, in which
downloading has a cost that is payable by providing resources back into the community. An
alternative approach that might potentially be effective would be to not advertise a file -- not
respond to a query for it -- so long as there is no bandwidth available to serve the file.
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"Busy signals" are not the only possible cause for download failure. Hosts may be unreachable
due to firewalls or intervening network address translation devices, applications may be buggy or
incompatible, hosts may go offline or change their content between the point of advertising a file
and the point of receiving a download request, and so on. A mechanism that enabled hosts to
verify each other's ability to upload any file would address some of these issues.

What Next?

"What next?" is a fitting conclusion, for it is a problem that looms over Gnutella's future. Non-
compliant implementations, connectivity, a lack of search results, download failure - these are all
nuts-and-bolts problems with Gnutella. Sorting them out is necessary for Gnutella to meet
commonly held basic expectations of it as a usable, public, decentralized file-sharing system.
What happens when these core issues are sufficiently resolved?

The answer is that users spur developers to push on to new features. But which features? The
trouble of "What's next?" is the contentious issue of agreeing on what problems need to be
solved. Some aspire to see Gnutella be more scalable or more secure. Some want the system to
be more anonymous, some want it to be less. Some hope it becomes a more generalized
distributed search medium and grow beyond its file-sharing origins. Some imagine other
applications riding upon it, even commerce. It seems there is no end to the expectations.

Unfortunately, Gnutella has a history of aborted, failed or poorly supported attempts to unite
developers; the analogy of herding cats has rarely been so apt. One of the most notable efforts --
Gnutella Next Generation -- never significantly advanced beyond the proposal stage. Media
reports have confused a spin-off effort known as gPulp as a Gnutella organization, but as the
principal behind it has recently stated, "We are not a working group on Gnutella."

As of this writing, then, there is no clear leader in terms of a working group or other form of
organization. There is, however, one arbiter of innovations: the market. Gnutella developers who
have experimented with "improvements" that run counter to, outsid, or in between the lines of
the de facto protocol have been kept in check by the fact that their appllcatlons must be able to
communicate with those produced by other developers. 5

search-response messages than existing protocol specifications called for, he made sure he did it
in a way that could still be passed on by the original Gnutella application, which was dominapt
in terms of user base at the time. Some other applications regarded Gnotella's search responses as
noncompliant and dropped or otherwise "mishandled"” the messages. The ability of Gnotella
users to respond to queries was impaired, but the degree of impairment depended on the
popularity of applications that regarded Gnotella as noncompliant. This story is being repeated
with BearShare, which has recently released a version that also places extra information in
search responses.

Will this market-driven pattern continue, so that Gnutella evolves in a competitive, Darwinian,
decentralized and bottom-up manner? Or will it "grow up" and follow the trajectory of many
other protocols, evolving through top-down committee processes? Only time will tell.

Kelly Truelove is the founder and CEO of Clip2, where he has led the company's efforts on P2P
systems, distributed search, and Gnutella. He is a speaker at the upcoming Peer to Peer and
Web Services Conference.
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50 Graph Theory with Applications

3.3.5 Find, for all v=5, a 2-connected graph G of diameter two with
e=2v-35.
(Murty, 1969 has shown that every such graph has at least this
number of edges.}
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4 Euler Tours and Hamilton
Cycles

4.1  BEULER TOURS

A trail that traverses every edge of G is called an Euler trail of G because
Euler was the first to investigate the existence of such trails in graphs. In the
earliest known paper on graph theory (Euler, 1736), he showed that it was
impossible to cross each of the seven bridges of Kdnigsberg once and only
once during a walk through the town. A plan of Konigsberg and the river
Pregel is shown ‘in figure 4.1a. As can be secn, proving that such a walk is
impossible amounts to showing that .the graph of figure 4.1b contains no
Euler trail. o
A tour of G isa closed walk that traverses each edge of G at least once]
An Euler tour is a tour which traverses each edge exaéfly ()n??ﬁn other
words, a closed Euler trail). A graph is eulerian if it contains an Euler tour.

Theorem 4.1 A nonempty connected graph is eulerian if and only if it has

vertices of odd degree.

Proof Let G be eulcrmn.gd let C be an Euler tour of G with origin
(and terminus) u. Each time a vertex v occurs as an internal vertex of C, two
of the edges incident with v are accounted for. Since an Euler tour contains

c

{a) [§)]

Figure 4.1. The bridges of Konigsherg and their graph
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KEYWORDS . meck when the sender must mamtam stat.e informati 10n;

and: process: incoming, acknowledcrements and. retrans-

mission requests from a large number of receivers. Net--

Reliable Multlcast 'I‘ransport Protoco]s, Mbone, In-

teractive- Mulnpomt Semces’ Collabora,tlon . workresources become a bottleneck unless the: frequencyf ;

!NTRODUCTION - : ~~ and scope:of retransmissions-is. imited. For instance,

Widespread availability of IP multlcast {6 2} has. sub- - loss of packets due to congestion in a small portion of

sta,ntlally mcreased thg geograpmc span. and portablhty . the IP.multicast tree should: not lead to retransmission-

: i " of packets:to. all the receivers. Frequent. multicast: re<

' “‘,,,;transnussmns of packets also; wastes valuable network
‘ba.ndvndth S

. This paper desCrlbes the de51gn a.nd mplementatxon ‘

_ . of a reliable dissemination protocol called TMTP (Tree-

- based Multicast Transport Protocol) that includes the
following. features

1. TMTP takes advantage of IP multicast for efficient:
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packet routing and delivery. -

9. TMTP uses an ezpanding ring search to dynam-

ically organize the dissemination group  members
into a hierarchical control tree as members Jom and
leave a group. «

3. TMTP achieves scalable reliable dissemination via
the hierarchical control tree.used for ‘flow and.er-
ror control.. The control tree takes the:flow and
error control duties normally placed at the sender
and: distributes them across several nodes. - This

distribution of control also allows error recovery to -
proceed independently and concurrently in dlfferent i

portlons of the network

increased. .’

Backgro:.nd

A considerable amount of reseazch ‘has been reported
Several systems:
such as thie ISIS system [1]; the 'V kernel- [4], A_moeba, - al

in the:area of group communication.

the: Psynch protocal [17], and vari

posed grotip, commumca.tlon prnmtwes for constructmg ’
distributed applications. However, all'of these systems ~ . -
support a general group communication model” (NxN
communication) designed to prowde reliable delivery -
with support for atomicity. and/or causahty or: t0- sim~
ply support an umehable, unordere multlcast dehvery ‘
S:mﬂazly, tranSport protocols specxﬁcally desxgned to
s , e \

, 55 3 19,9]. These:’pmt’ 0
pnmdmg rehable Dbroadca:

delivery. -
Earlier multicast protocols used conventional flow

and- error -control mechanisms based. on a sender- -

formation associated with each receiver.

'jr'nethods (19, 15] shifts the burden of reliable delivery to

' abxhty by s;gmﬁcantly reducmg the, sender sprocessmgf ‘ N
load; the. total number of retransmissions- that. oceur, -

and the end-to—end lat:ency as t.he mzmber of recewers is la.rge as error recovery solely;depends on the tl.meouts at

'vka NACK must be multlcas o all the Teceivers to allow

v Pl B v;"aéhleves scalable reliable dissemination by reducmg the
mechamsms employed in. networks; w1th physxca.l layer o

multicast. capability are- snmple and'do not necessarily ..
scale well to-a wide area network with urireliable packet -

initiated approach in which the sender disseminates.
packets and uses either a Go-Back-N or a selective repeat
mechanism for error recovery. If used for reliable dissem-
ination of information to a large number of receivers,

'this approach has several limitations. First, the sender

-Tust. maintain and process a large amount -of state in-
Second,; the:
approach can lead to a pecket implosion problem where

-a large number of ACKsor NACKSs must be received and
_.processed by the sender over a short interval: Overall,
~.this can lead to severe bottlenecks at a sender resulting -
_in an-overall decrease in throughput [18].

. An  alternate approach based on recewar—zmtzated

he receivers. Each receiver mamtams state information:
'exphcmly requests retransmxs&on of lost packets by

‘the recelver unless the sender penodmally po]}s the re—

‘suppression of NACKs at' other receivers ‘and, smnlarly,

. all-the retransmissions must. be multicast to all the'te-
-ceivers. chever, this ‘can.result in unnecessary propa--
- gation of multicast. traiﬁc over.a large geographic area -
- even if the’ packet losses and recovery problems e e -
- stricted to-a distant but stmall geographic area'.. Thus;
"-the ap' roach may unneceesarﬂy waste vaiuable band-

» Tn'this. paper we: present an, a.ltematxve approacli that

:processmg bottlenecks of sender—mtlated approaches‘ L

" LAssumethat only a. dlstant pomon of the Intemet is congeeted e
miultmg in packet losg in the area: One or more receivers in this =
region may multicast repeated NACKS that.must be processed - -
by all the receivers and the resulting’ retransmxssmns must alsg be R
forwarded'to and pmcessed by all the recewers
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and avoiding the long recovery times of receiver-initiated
approaches.

OVERVIEW OF OUR APPROACH

Under the TMTP dissemination model, a single
sender multicasts a stream of information to a dissem-
) znatwn group. A dissemingtion group consists of pro-

‘cesses scattered: throughout the Internet, all interested

in re(iexvmg the same data feed. A session directory ser-
vice (similar to the session directory sd from LBL {12]) 3

~ advertizes all active dissemination groups.

. . Before a transmitting process can begin to send its -
e stream of: mformatmn, the process must créate a dissem-

ination’ group: Once the dxssemmatmn group has been
formed, irterested processes can dynamically joinr the

_group toreceive the data feed. The dissemination pro-- -
_tocol does not. provxde any. mechamsm tq insure that all_'

‘the $ame subnet-belong to a domain and & smgle

main manger acts as a representamre ori ‘behalf of . the
domain for'that particular group. The: ‘domain manager: -
is. reSponsmle for recovering from: €ITOrS and handlmg lo- SE
cal. retransnusmons if one or more of the group, members T

‘vnthm 1ts,~,domam do. not receive some packets
In ‘a,dd"lon 10" handlmg error recovery for: th,

*. this purp se, - the do:nam mé,nager
* a control iree as shown in Figure 1. The send

cal group members in-a domain (or subnet) The degree
of the tree (K) limits the processing load on the sender

and the internal. nodes of the control tree. Consequently, -
the protocol overhead grows slowly, propomonal to the‘-

Logx(Number_Of:Receivers).

Packet transmission in TMTP proceeds ‘as follows :
When' a sender wishes to send data, TMTP ‘uses,IP-
multicast to transmit. packets to:the entire group. The:
transmission rate is controlled using .a sliding window -

based protocol déscribed later: The control tree en-

sures. rehable dehverv to eax:h member Each node of o

gamzes the group pa,mmpa;nts into a: hxerarchy of ‘sub-" -
nets: or- giamams Typlcally, all the group msember in

orgamzed mto‘:f,‘

ina. .
-dissemination’ group-serves as- the root of the tree.and -
has-at most K domain managers as. ch:]d.'ren S1mﬂax1y,v '
- each’ domain- manager will accept.at most K other: do--
. main managers as children, resultmg in.a tree with max--

- imum degree K. The value of K is chosen at: the time of -
group creation and registration and does not includelo- -

Sender Local Bormain

Dk-m waniger
GM = Group Mamber

Figure 1: An example control tree with the maximum.
degree of each node restricted to K. Local group mem-
bers within a domain‘are indicated by GM. There:i§ no-
restriction on the number of local group members within

-& domain.

‘the control tree. (including. the root) is: onl;y responm—
‘ble for handlmg vthe ermrs that arise.in 1ts 1mmed1atee

manager attach‘ to the controi tree aﬁer dlsocve : ng:( ‘

- the closest riode ‘in_the tree: using an- expanded. ring - B
*search. Note that the control iree is buzlt solely at the -

‘tmnsporé layer and- thus. does mot require, any ezphczt

*_support. fmm, or: madzﬁcm:son ta, the: IP m«:{t:cast m~ o
- frastructure inside the routers: ‘

The ' following sectmns descnbe the detaﬂs of the

o : GROUP MANAGEMENT

"The session. dlrectory prov:des the followmg group'

‘management pnmltlves

' CreateGroup(GName,CommType) A sender cre-

ates a new group (with identifier GName) using the
CreateGroup routine.. Comm.’lijpe specxﬁes the type-
of commumcatmn pattern desired and may. be: ei-
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ther dissemination or concast®. .If successful, Cre-
ateGroup returns an IP multicast address and a
port number to use when- transmitting the data.

JoinGroup(Gname): Processes that want to receive
the data feed represented by. GName call JoinGroup
to.become a member of the group: Join returns the

transport level address. (IP multicast address-and

port number ) for the group which the new process
uses to.listen tothe data feed.

LeaveGroup(Gname): Removes the caller from the

dissemination group GName.

o _DeleteGroup(GName) When the transmission is

. complete, the sending process issues a DeléteGroup -

request to Temove the group ‘GName from the sys:

‘ pec1ﬁcally, the tree grows whenever the ﬁrst process

_ domain: joins, the: group .(i:e., & doma.m manager is:.
. created) and: shrinks: whenever the last: process left in & »
- domain: leaves the group (Leya domam ma.nager termr- s

g nates)

There are’ only two- .operations: assoc1ated with con-'

trol tree management: JoinTree:and LeaveTree. When:a

-new domain manager is created, it executes the JoinTree:
‘; ’protocol ‘to- become . a member. of.the control tree: Likes .-

" wise, -domain’ managers ‘that no. ‘longer. have any. local
- processes to support may choose to execute the Leave-
o ’I‘ree protocol S T

Figures:2 7and. 3" outlme the protocolsa

) 'and lea.vmg the control trée. - Thé join: algorrthmem--;' :
S ploys an ezpandmg fing’ search totlocate’ potentlal com -

. nection: points: into' the: “control” tree: : A new: domaln
manager begins - ‘an expandmg ring” “search’ by mul—

S ticasting a: SEARCH.FOR-PARENT request. message
. with'a small time-to-live value (TTL): The small TTL

_f.value restricts the- scope- of the. sea.rch to“nearby.con-

trol nodes by limiting: the propagation of the multic.

_.'”cast message.. If. the manager- does: not, receive’ a re-

~sponse within- some:: fixed: timeout’ penod the Iman::
ager resends. the SEARCH_FOR_PARENT message us- .
ing: a larger TTL valué: This. process repeats until the-

manager ‘Teceives a WILLING. -TOBE.PARENT ‘mes-

sage-from one or more:domain- managers in the .cofi-.

~ trol tiee. All existing domiajn: managers that receive the
SEARCH_FOR_PARENT message will respond w1th ‘a

‘A]though thrs paper focuses on dlssemma.tlon, TMTP also
supports efficient concast style communication[10]. -

tem 'DeleteGroup also 1nforms a.ll part1c1pa.nts a.nd ’

While (NotDone) {
" Multicast.a SEARCH FOR PARENT msg '
Collect responses B

Recelve reqnest message L )
If (fequest is. SEARCH_FO' PARENT) ;
£ (MAX_CHILDREN' not: éxceeded)
Send WILLING .TO_BE.PARENT msg
Else: i
/% Do-not: respond 3?*/
Else If. (request is- JOIN REQUEST)
-Add- child- to: the ‘tree:
Send" JOIN_ CDNFIRH msg

omau1 Manger Algomthm

Flgure 2 i THe protocol used by doma.m managers t :
join‘the: control treé:. A:new: domain. nanager: performs
algonthm (A) while" a]l other -existing managers execute
algonthm {(B). ,
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If (I_am_a_leaf_manager)
Send LEAVE_TREE request
to parent
Receive LEAVE_CONFIRM-
Terminate

Else /+ I am an internal manager #/
Fulfill-all pending obligations .
Send. FIND_NEW_PARENT message to children
Receive FIND_NEW_PARENT reply from all chlldren
Send’ LEAVE.TREE request to parent
Receive LEAVE_CONFIRM
Terminate | ’

Figure 3: The algorithny used to leave the control tree
after the last local group member terminates.

- As descnbed later m the descnptlon of the error control

part; of. TMTP ‘both parent.and its children'in 3/domain

useé the current multicast radius to-restrict: the scope of 2

their multicast: transmissions.

Before: describing. the LeaveTree protocol; note:that -

a domain; manager typically has two types. of children.

F1rst a domain manager. supports the group members -
that reside within its local domain. Second, a domain. - -

manager. may a.lso actasa parent to one or more. chr]dren,
domain managers

- supports group: members from its- Ioca.l dom'

A domain manager may only léave the’ tree a.fter its W

. last.local; member leaves the group.- At this. pornt the . - ¢
domain: ma.nager begms executmg the LeaveTree proto- ;-
col shown in Figure 3. The algorithi for léaf managers: *

is stra.lghtforward However, the algorithm for- inter-
nal managers-is: comphcated by the fact that internal

managers are a.crucial link in the control tree, contin- -
uously’ serwcmgpﬂow and error control messages from .

other 'managers, éven when. there are no-local domain
members Teft. In’ short %2 depa.rtmg internal noéde must

ternative algorithms can. be- devised to determine when
and how servicé will be cutoff and children reintegrated:
The level of service provided by these algorithms could
range from “unrecoverable interrupted service” to “tem-
porarily interrupted service” to “uninterrupted service”.
Our current implementation provides “probably unin-

‘ - a Forcmg the chx]dren t0° Testart: the Jom';procedure en:.
-WILLII\G TOBEEARENT, message unless they al-

partltloned mto three: components data transm sro o

We -say. a. manager is an: zntemal o
manager: of the; tree if it has-other: domain managers as. .
children.’ We : say a: manager isa leaf manayerlf it only'

E dition, all the domain managers in. the. control tree hsten.i :
- . and receive the packets duectly :
' As in the sender-initiated approach the oot S ex-,}*' a
- pects to Teceive positive: acknowledgments 41 order to. -

7 ever; to avoidithe ack: implosion. problem of the:sender.
initiated: approach the sender does. not receive ackno
: edgments directly: from: all the group members. and

‘sérvice at some: point-and possibly coordi-
nate. chrldren ‘withthe rest-of the tree to-allow seam-:
‘less reintegration of children into the tree: Several al- -

- terrupted service” which. means children of the depart-
"“ing manager continue to receive the feed while they rein-

tegrate themselves into the tree. However, errors that
arise during, the brief reintegration time might not: be
correctable. We are still investigating alternatives to
this approach: .

“After a departmg manager has fulfilled all obliga: -
tions to-its children and parent, the departing manager

" instructs.its children to find'a new parent. The chil--

dren then beégin the process of joining the tree all over
again.. Although we invéstigated several other. possible
algorithms, ‘we: chiose the above algorithm for its sim- -

~plicity:. Other, more static algonthms, such as requiring
‘orphaned children to attach themselves to their grand-.

parents, often result in poorly. constructed control trees. :: -

or recelver-mrtiated approach However usmg the con--,

trol tree, TMTP 1s able to combme the advantages o)

error. handlmg, and flow control. The followmg sectlons B '

' address each of 'these aSpects

“'senting group X The multicast packets tra.vel d1rectly

%0 all group- ‘members via standard 134 multrcast In ad-v '

reclaim buffer ‘space. and-implément flow- control ‘Ho

stead, receives: ACKs only. from its: K immediate: chil=-
dren. . Once: a- domain. manager receives a ‘multicast
packet from the sender; it can send an acknowledgment -

" for the packet to its parent because the branch of the-

tree the manager represents has successfully received the.
packet. (even though the individual members-may not:
have received the packet). That is, a domain manager
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does not need to wait for ACKs from its children in or-
der to send an ACK to the.parent. In addition,.each
domain manager only periodically sends such ACKs to
its.parent.. This feature substantially reduces ACK pro-
cessing at the- sender (and each domain manager)

Error Control

Before descr1hmg the detaxls of T\/ITP 5 error control '

mechamsm we must define an 1mportant concept called

limited: scope maulticast messages.: A hrmted scope multi-
cast restricts the scope of amulticast message by setting -
‘the TTL value in-the' IP. header to some small value -
The approprlate ;

which: we call the multicast radius.
multicast radius to-use is obtamed from. the expanding
ring search that domain managers use to: join the tree.
Limited scope multicast messages prevent messages: tar-

geted to-a particular region of the tree from propagatmg-,

S throughout the: entrte Internet

- trol tree are a.ISo respon51ble for-error control after they

receive: packets from-the sender.. Although the sender.
; 1mt1ally multlca.sts packets to the ent1re group, 1t is; the i

a'retransrmssron tlmeout occurs, the sent
. {or> domam manager) assumes: the packet was:lo

retransynits. it using-TP multicast: (with- a. small TTL:. -

equal-to the ‘multicast’ radius for: the loca.l domal 5
that it on.ly goes. to its: c’mldren)

In ‘addition: to thé sender: 1mt1ated approach TMTP.';]. s
uses. restricted - NACKs with NACK ‘suppréssion to re- -
spond. qmckly to packet losses::When'a recelver nOtheSr-_:

a missing. packet, the receiver generates a negatlve acs

~ knowledgment that is multicast to the parent. and'sib-

lings using a restricted (small) TTL value: To avoid mul-
tiple.receivers generatlng a NACK for the:same packet, -
" each: receiver- delays a’'random amount:of time before:
transmitting.its NACK. If the receiver. hea.rs a: NACK'

from anothen: sibling during; the. delay; ‘period; it" sup-

presses its own NACK. This ‘technique: substantlally Te .
duces the load imposed- by NAGKs. “When a domain.

manager receives a NACK; it immediately. responds by
multicasting the missing packet to the local domam uss

- ing a limited scope multicast mesSage:
Flow Control

TMTP achieves flow control by using a combination
of rate-based and window-based techniques. The rate-

based component. of the protocol proliibits sendérs from

"RTT toits farthest child: T,
‘ Tret,.am — n.X Tack, where nisan mteg

transmitting data faster than some predefined maxi-
mum transmission rate.. The maximum rate is set when
the group is created and- never changes. Despite its-
static nature, a fixed rate helps avoid congestion aris-
ing from bursty traffic and packet loss at rate-dependent
receivers’ while. still providing the neoessary quahty-of-
service without excessive overhead: o

TMTP’s primary means of flow control consists-of

- a window-based approach used-for both-dissemination

from the sender and retransmission from domain ‘man-
agers:;. Within a- wmdow, senders transrit- at a fixed -
rate:

TMTP’s window-based flow. control dlffers shghtly

from conventional point-to-point window-based flow -

control. Note that retransmissions are very expensive .
because they are multicast. In addition; transient. tra.f-,--».
fic COIldlthnS or: congestlon in. one pa.rt of the networ

‘ ﬁrst packet ina wmdow i sent:’ Smce % et ransfer rate.f L
o 18 fixed; Tretrans. also. defines the. ‘window: size:. ‘Asec
“onds tlmer, Tacks: defines ‘the periodic, interval- at: ‘which:
t1ve ACKs (from its 1mmed1ate chlldren) i tuneouts, andﬁ{’ ;
) retransmlsslons to ensure:reliable. dehvery toits:. chrl,.;."

. dren.» Wher

eaclh:. receiver: is- expected to. umcast a posntlve -ACK to: -~

. its. parent
The’ ender specrﬁas the va.lue of Tack based on the L
retrans 1S chosen such that,; el

the T,.e "a,,, perlod

- Figure:4 ﬂlustrates the wmdowmg algonthm graplu-{~:= e
cally “The sender starts a-timer and: begins transmrttmg L
data (at a fixed rate). ‘Consider the: packets transmit--; -

ted during the first T, interval: Although ‘the sender:

should see a positive: ACK at time Tack, the senderdoes .-
_not i require one until time Tretrans. Instead; the sender - - -
“continues to send packets during the second; and: third -
mterval After. Tretrans amount of tlme, thie ‘timer ex--
pires: ‘At this point, the sender retransmits all unACK’d‘ S

packets that were sent during the first: Tiick. 1nterval Re-:
transmissions ‘continue until all packets:in- the: Tpe in--
terval are acknowledged-at which point the window:is
advanced: by Tack. On. the receiving end; packets con- .
tinue to arrive. without being acknowledged until Tocr -
amount; of tlme has exp1red3

3However, a receiver may generate a restricted NACK as soon :
as it detects ‘a missing packet: .
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Time

Tack Tack T.ack Tack T ack,

I S e B
! interval 4
- _‘ !ntervalz
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& 4 S interval s
Fi | sl
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& v 34
o B
g I
o
2

Three retransmission intervals where T_retrans =3* T_ack "

‘ At the end of the first interval, packets sent during .

. | the first T_ack period are retransmitted. Attheend -
{ofthe second interval, packets sent duringthe -

| second T_ack period are retransmitted. Atthe.end’

of the third: interval, packets sent dunng the thlrd

T. ack panod are retransmlﬂed o

unnecessarily applying baackpr%sure to the sender. -

We have chosen the value of the multxplymg factor‘ :

'n to be 3 based on" empirical . evidence; the appropm

ate: value depends on seyeral factors Jincluding exp/ ted;:_ © WIN-BA SEP and BURST_BASEP respectrve )

exror rates; ;vamance i RT'T, and. expected le
the ‘intervals-with transxent, loca.hzed cong

ther study"is necessary to determine whether value”eff
n should be choserr dyna,mma.lly usmg an adaptwe a.lgca-

-rithm: -

RESULTS
The Test- Eaviron ment

Figure 54 illustrates the environment in thch the ex-
penments were run. Our tests mvolved seven geograph-

tem'éls durmg the retransxmssmn mterval prov1d suffic-
cient opportumty for a domain- manager to recover from
transient network ]oad in its part of the subtree wn;hout[

o weré condur:ted usmg sta.ndard IP multlca,st

o lays, congestlon, and packet Joss. . Lo
‘As-a point-of comparison, we nnplemented a standard?j RTINS

EMﬁMﬁmw ' .. Stlous

i fbf Mannhelm in Germany All of our

sender-initiated reliable multicast transport. protocol
both. with-and without - window-base flow. control:

der both. protocols the sender mairitains state mforma-

. tion; for all* recelvexs, “expects positive ACKs from' each - -
receiver, and uses. timeouts and global multicast retrans- .

missions to recover from missing acknowledgments. The:
two BASEP protocols illustrate the performance bot-

tlenecks related. to-processor load and end:to-end: la< -

tency. All'three protocols used the same packet size (1

Kbytes). TMTP and WIN_BASEP used a window size”

of 5. TMTP uses a transmission rate of 10 packets per - '
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second, while both BASEP protocols transmit packets
as fast as possible (up to the window size in the case of
WIN_BASEP). Both BASEP protocols set the retrans-
mission timeout period to be twice the RTT to the far-
thest site (approx 2 seconds in our tests). TMTP uses

a retransmission period of Tretrans = N X Tyok- e L
-dynamically set based on the RTT to the farthest group- A
member (approximately 1.1 séconds for our tests). After -
some preliminary evaluation of different setting for N,
our empirical results indicated that N = 3 provides sufﬁ—ﬂ :
- cient time for local domains to recover without delaying -~
acks unnecessarily or consuming too much buffer space..
Consequently, Tretrans Was approximately 3.3 seconds
in our tests.. The following sections describe the perfor--
‘mance measures. used and deta.ﬂ the ax:tual expenments»h -

, performed S
P rformance Measares

The sendmg app

- width eoﬁSum tloh “T6 méasure: the procesexng load a

‘the sender, recelvers, and’ domain Managers; we mom-.—"

tored the foll0wmg processing a.ctmtles'

+ ‘receiving and processing a- selectlve posﬁ:zve ac- -

knowledgment

. recewmg and- processing a negative: a&:knowledg—,

ment

. handhng a timer event (such as a. retransrmssmn-

“timeout) -
. perform.mg a retransmission

~ Because it is hard:to measure the amount of process-

 ing time needed:for each of the-events listed above (and

“highly-dependent on the operating system and-architec-

ture); we have chosen to simply count the total-humber -

f.”result of dropped ACKS

calculated the end- to-end delay as-the time between the -

s begmmng of the transniission and the time at which the
last: group- ‘member’s final GOTIT, . message is Teceived.-

" “From the: network’s perspectlve, the primary concern -

N is network load and scalabﬂlty of the algonthm I the: o
' protocol provldes Jow: end—to-end delay ‘but, consumes; '

- 'la,rge amoviits of network resolirces, the protocol will not’ -

e: well congestmg the Internet by consnmmg shared

of such events at the sender to estimate the processing
load generated by a protocol.

The second important measure of network load is
bandwidth consuiption.  The precise amount of band-
width. consumed by each protocol.is much harder to
quantify since we,were unable to collect traces of traf-

- fic across'the Mbone to determine the number of links -

traversed and the amount of bandwidth consumed over
-each link.. H0wever, our results indicate that TMTP"
_generated far fewer. retransmissions than. the. BASEP_
protocols, and most TMTP retransmissions’ are Jocal to -
a particular doma.m ‘For example, under’ the BASEP
protocols most txmeouts/ retransmissions oocurred as a
T\/ITP s }uera.rchy substa,u-? -

‘uratlons are p0331ble dependmg on when; and m‘what',
order, domain: mangers JOUl the tree. However to ensure s

cewers Joxned the goup, the sender. dlssemmated adata.
file'to the group; and ‘then: waited for the final GOTIT .
message from all _recenrers .Theé values reported for each:

he,sa,me mesothat th served;j.,

the changes in processmg load at the senders; receivers,
and managers. To measure the effective throughput, we'
measured the changes in’ ‘end-te-end delay as. perceived .
by the sender. Both processing load and’end-to-end-
delay were. recorded under a; variety of workloads. In.
the first set of tests, the sender- transm.xtted a 30'Kbyte
file'to a varymg number of Teceivers. The dissemination
was considered complete when all the receivers. .cotrectly.
receive the entxre ﬁle In the second set: of: tests; the -
number of processes was fixed at 30 and we incremen-
tally increased the ﬁle size: from 3K to 30 Kbytes. The
end-to-end delay i is measured as the time between the
begmnmg of the. file transfer and the time at. whxch the -
last group member’s final GOT.IT message is received.
To measure the processing load, we counted the total
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 Intetnet traffic conditions remain similar “across tests. o
“To gauge the scalabﬂlty of the protocol we momtored“f -
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: Flgure 6 (a) Effect of the amount of data transmm--
- ted on the processing load. (b). Effect. of ‘the amount -
-~ of data transmitted on'the end:to-end delay. Figure b -
S shows the time for the ﬁle transfer. to.complete at all- the -

- receivers:. All measurements were taken with a dlsserm-l

" nation | group of size 30.

,Flgure 7 :(a.)vapact of g;roup gize. (no. of recewers) on 3
* the processing load.
. receivers). on' the end-to-end* ‘delay. Figure bishows the:

Procasslng Load v Numbe! of Recelvers .

gl

R
Nurber of Récehvers .

)-Impact: of “‘group size” (ng

time for the file transfer to. complete at all the- re¢eivers.

AlL measuxements were’ taken for a dlssemmatlon ofa )

30 KB ﬁle
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. protocols-experiénce an mcrease i end—to—end dela

mumber of events at the sender that contribute to the
processing load. Similarly, we recorded. the number of
events at each domain manager. Figure 6 only shows

the number of events processed at the sender. However,

the balanced nature of our control tree meant the event

processing load. was spread equally among the sender -

and - all domain managers: Consequently, ‘the' number

"of events processed at each domain manager is approx-

imately the same as the number of events processed at

the sender: Variations occurred based on the number of
NACKs: ‘received:

Figures .6 and- 7 show the results for each of the ex~
pemnents performed. . From these resuits we draw the

following observatlons
Impact of the Data Size .

F1gures ﬁa and. 6b show how the «ﬁle sme affects o

_ BASEP; protocols for all’ ﬁle smes A]‘chough all th

* sulting from larger; data tra.nsmxssmns, ‘packet losses;
and retransmissions; TMTP’s end-to-end delay rises at

a significantly lower rate than. that of the BASEP pro-
This océurs because error. recovery in TMTP™
proceeds: concurrently in- different parts of the control:

tocols..

tree- rather than sequentlally as in the BASEP cases
Jmpact-of the Group Size

Figures 7a and: 7b show how the number of recelvers"
(group size) affects the processing load and end-to—end_l

delay.
Again, as the plots show, two versions of BASEP pro-
tocol show sharp increases.in processing load with in-

crease in number of receivers because the sénder solely.

shoulders the responmbﬂlty for processing acknowledg-
ments-and retransmission requests (or timeouts) from

each receiver. In the case of TMTP, the processing load .-

5 D 2
g load. at the sender and the end-to»end delay

t the delay for WIN.BASEP (with flow cons

actually h1gher than BLRST_BASEP (no flow. -

- at the sender (and each domain manger) is limited by

the maximum number of immediate children in the con-
trol tree and, therefore, shows-almost no increase as the

~ number of receivers is increased. This results from the ‘

fact that the number of domains remains at seven for
more than seven receivers. An increase in'the number of .
domains participating in the dissemination group would -

- cause a slight load increase on domain managers who -
“adopt the new children.

Pigure 7a shows that: the end-to-end.delay of both

- BASEP protocols-is 51gruﬁcantly higher than’ that. of
 TMTP: The primary reason for this. difference- stems -
from TMTP’s receiver-initiated capabilities that re-
. spond to and correct errors quickly.. In contrast, the.
~ BASEP protocols will not correct an error untﬂ are
" transmission timeout occurs.

In ‘the case of: TMTP end-to—end delays 1ncreases‘?;:

,Iar trend of gradual increase in end-to-end dela.ys with = -
B mcreasmg number of receivers at. addmonal domains.

f”'::'RELATED WORK -

Aiconsxderable amount . of work has been repor‘ced‘f”"

- “in the literature regarding reliable multicast [13; 5, 3; -~
113 12;71;°4; 19, 151’"8, 11, 16]

hable dehverj,r usmg';

':‘A‘motlvkated by similar observations, but combines t;he‘ele-, SRS '
- ments of both the approa.ches to achleve fast local error S T
recovery:

The reliable multicast protoool used in LBL’s whlt;e-A

board tool (wb) [15, 8] and the log-based reliable mul- -
. ticast . protocol [11] are two recent examples of the.

receiver-initiated. a.pproach for reliable delivery. Un-

“ like. TMTP;: these protocols do not. combine; sender-f g
initiated with receivér-initiated approaches and- differ’

s;gmﬁcantly in flow control mechanisms and: buﬁenng :
mechanisms. Our work is related to the. wh work in that -

-the wb protocol also uses a-NACKs with NACK suppres-
_ sion mechanism. The wh protocol reduces state manage-
ment overhead and-achieves high degree:of fault toler-- -
- ance by relying solely on the receiver to recover from a
: packet loss. However; the protocol incurs the overhead -
of global (sometimes redundant) multicasts; a receiver -
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multicasts a repair request to the entire group and one or
more receivers in the group who have missing data {irre-
spective of their proximity to the complaining receiver)
will multicast the missing packet(s) to the entire group
even though the loss (or congestion) is restricted to a
small region of the group topology. TMTP restricts the
scope of multicast NACKs and retransmissions-to the

local domain to avoid generating redundant multicast:

transmissions over.a wider region. Similar to TMTP;
receivers using the wb protocol delay their NACKs to
suppress duplicate NACKs in case another receiver mul-
ticasts a NACK. However, in the wb protocol, each re-
ceiver delays its NACK. (and the response) by a ran-
dom amount that depends on the RTT to the original

sender. This can result in higher latency in Tecovering’

{rom: packet: losses. TMTP; on the-other hand, uses lo-

: ’faster.an \-eﬂiclent »recovery
.Chetiton:ét: al]

ticast-delivery. Some elements of LRBM are siriilar to

v 'TMTP §:mechanisms to some: extent LRBM uses ahi- .'

" erarchy of logging servers with a primary‘log server re-

- .sponsible for- sendrng posrtrve acknowledgments to.the . .* ..
- The primary-log setver stores. the
- packets:as-long as an: application desires-and the re-.
_ ceivers must Tecover from errors by contacting a logging
-+ server:. A sé¢ondary server at esch site miay log received:
- packets. and satisfy: local retransnussmn requests 0 re-

" riulticast: source:

"ducé load 6nthe primary servet: Deployment of LRBM

‘in’ the Internet is nécessary to evaluate:its performance .
in achieving rehable delivery ina wide area network en- .

vironment. -

Recently Paul-et. al. [16] have proposed and ‘are ex- ;
‘amining three multicast a.lternatlves with features sim- - ...
ilar to those of TMTP. In contrast, to' these protocols;. -
 TMTP: uses a multi-level hierarchical control tree and a .

. dynamic group management-protocol, as opposed to-a -

_static two-level hierarchy, to evenly distribute the proto-

col processing load:and allow finer grained independent

and -concurrent. error recovery TMTP: targets a best-

effort multicast system such as IP multicast rather than
an ATM-like network with allocated resources: TMTP"
imposes no additional load on. netwoik-level routersand

requires no modification to the network-level routers,

“but yet incorporates both local retransmissions and:

combined acknowledgments. Furthermore, TMTP em-
ploys . receiver-initiated: recovery - techniques: (restricted
negative acknowledgments with nack. suppression: com-

bined with. periodic positive acknowledgments) and a -
unique flow control mechanism that can provide quick

recovery from transient. congestion and lost acknowledg=

_.'_cahzed recovery and thus, the amount of .random delay :

[8] have' recently- proposed & collec--_’
. tion of strategles (called-log-based receiver-reliable mul- " .:
- ticast:or: LRBM) for achieving large-scale; reha.ble mul- i ' A
o [4] Davrd R Chenton a.nd W Zwaenepoel Drs- .
: - ACM

ments.

CONCLUSION

~ Based on our experimental results, we believe that
TMTP can scale well to provide reliable delivery on a
large scale without. sacrrﬁcmg end-to-end latency. Under
TMTP; the network processing load increases very grad-
ually, indicating. that the protocol will scale well as'the

-number -of receivers irncreases. Moreover, TMTP pro-

vides ‘significantly better: application-level throughput
because of the concurrency. resulting from local retrans-
missions as shown by the end-to-end measurements. -
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1 Graphs and Subgraphs

[.1  GRAPIS AND SIMPLE GRAPIHS

Many real-world situations can convenicntly be described by means of a
diagram consisting of a sct of points together with lines joining certain pairs
of these points. For example, the points could represent people, with lines
joining pairs of friends; or the points might be communication centres, with
lines representing communication links. Naotice that in such diagrams one is
mainly interested in whether or not two given points arc joined by a line;
the manner in which they arc joined is immaterial. A mathematical abstrac-
tion of situations of this type gives rise to the concept of a graph.

A graph G is an ordered triple {V{G), E(G), $) consisting of a
nonempty set V(G) of vertices, a set E(G), disjoint from V(G), of edgg&__
and an incidence functi that associates with each edge of G an
unordered pair of (not necessarily distinci) vertices of G. If e is an edge and
w and U are vertices such that $ia(€) = wy, then e is said to join u and v; the
vertices u and v arc called the ends of e

Two examples of graphs should serve to clarify the definition.

Example 1
G =(V(G), E(G), )
where
V(G) = {vy, U2, D, Vs, s}

E(G) ={ei, €1, €1, €4, €5, €u, €1, €4}
and g is defined by
Be{€1) = 0102, Palea) = Bats, Poler) = Vabs, Poles) = va0s
dres(es) = Vb, Wa(s) = Vals, Pal€r) = 02Us, heslen) = 0205
Example 2
H =(V(H), E(H), )

where
V(H)={u, v, w, x. y}

E(H)={a, b, c.d, e f g h}
and ¢y is defined by
(@) =up, Pulb)=uw, dulc)=ovw, dnld)=wx
dule)=vx, PulH)=wx, dulg)=ux, dll)=xy
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1 Graphs and Subgraphs

1.1 GRAPHS AND SIMPLEE GRAPIS

Many real-world situations can convenicntly be described by means of a
diagram consisting of a sct of points together with lines joining ccrtain pairs
of these points. For example, the points could represent people, with lines
joining pairs of fricnds; or the points might be communication centres, with
lines representing communication links. Notiee that in such diagrams onc is
mainly interested in whether or not two given points are joined by a line;
the manner in which they arc joined is immaterial. A mathematical abstrac-
tion of situations of this type gives rise to the concept of a graph.

A graph G is an ordered triple (V(G), E(G). ;) consisting of a
nonempty set V(G) of vertices, a set_E(G), disjoint from V(G), of edges,
and an incide i —that associates with each cdge of G an
unordered pair of (not necessarily distinct) vertices of G. If e is an edge and
w and D are vertices such that fa(e) = uv, then e is said to ioin u and v; the
vertices u and v arc called the ends of e.

‘Two examples of graphs should serve to clarify the definition.

Example |
G = (V(G), E(G), )

where
V(G)= {U., U2, Us, U4y vs}

E(G)={e., €2 €3, €4, €5, Cu, €7, €4}
and i is defined by
Waler) = 0102, Yalez) = V203, Pales) = vavs, Piled) = 0104
Pa(es) = 1204, Pales) = Vavs, Piles) = va2Us, .1‘/(;((5() = Dy04
Example 2
H =(V(H), E(H), ¢m)

where
V(H)={u, v, w, x, y}

E(H)={a,b,c,d, e f g h}
and 4 is defined by
: T gnl@)=uv, (b} =uw, mlc)=vw, thld)=wx
dule)=vx, u()=wx, dnlg)=ux. Ymlh)=xy
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2 Graph Theory with Applications

Figure 1.1. Diagrams of graphs G and H

' Graphs are so named because they can be represented graphically, and it
is this graphical representation which helps us understand many of their
properties. Each vertex is indicated by a point, and each edge by a line
joining the points which represent its ends.t Diagrams of G and H are
shown in figure 1.1. (For clarity, vertices are depicted here as small circles.)

There i§ no unique way of drawing a graph; the relative positions of points
representing vertices and lines representing edges have no significance.
Another diagram of G, for example, is given in figure 1.2. A diagram of a
graph merely depicts the incidence relation holding between its vertices and
edges. We shall, however, often draw a diagram of a graph and refer to it as
the graph itself; in the same spirit, we shall call its points ‘vertices’ and its
lines ‘edges’.

Note that two edges in a diagram of a graph may intersect at a point that

€3
eq \&
e e
v s oy,
vz
ey
€ b
vy

Figure 1.2. Another diagram of G

tin sth a drawing it !s understood that no line intersects itself or passes through a point
reprg;fnlmg a vertex which is not an end of the corresponding edge—this is clearly always
possible.

Graphs and Subgraphs 3

is not a vertex (for example ¢, and e, of graph G in figure 1.1). Those gra hs
that_have a diagram whose edges intersect _only at their_ends are called
planiar, since such graphs can be represented in the plane in a simple
manner. The graph of figure 1.3a is planar, even though this is not
immediately clear from the particular representation shown (sce exercise
1.1.2). The graph of figure 1.3b, on the other hand, is nonplanar. (This will
be proved in chapter 9.)

Most of the definitions and coneepts in graph theory are suggested by the
graphical representation. The ends of an edge are said to be incident with
the edge, and vice versa. Two vertices which are incident with a common
edpe are adjacent, as are two edges which are incident with a common
vertex. An cdge with identical cnds is called a loop, and an edge with
distinct ends a link. For example, the edge es of G (figure 1.2) is a loop; all
other edges of G are links.

Figure 1.3. Planar and nonplanar graphs

A graph is finite if both its vertex sct and cdge sct are finite. In this book
we study only finite graphs, and so the term ‘graph’ always mcans ‘finite

aph’ C ith j ivial and all aphs
grdph. - ngb\yfﬂgﬁ_ﬂnwﬂnx_mmql«am 1l other graphs
nontrivial,

A graph is simple if it has no loops and no two of its links_join the same

pair of vertices. The graphs of figure 1.1 arc not simple, whereas the graphs

of igure 1.3 are. Much of graph theory is concerned with the study of simple
graphs.

We usc the symbols v(G) and £(G) to denotc the numbers of vertices and
edges in graph G. Throughout the book the letter G denotes a graph,
Moreover, when just onc graph is under discussion, we usually denotce this
graph by G. We then omit the letter G from graph-theoretic symbols and
write, for instance, V, E, v and ¢ instead of V(G), E(G), v(G)and £ ().
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4 Graph Theory with Applications
Exercises

1L List five situations from everyday life in which graphs arise naturally.
1.1.2 Draw z different dingram of the graph of figure 1.3a to show that it
is indeed planar.

1.1.3 Show that if G is stimple, then sﬁ(;).

E.2 GRAPH ISOMORPHISM

Two graphs G and W are identical (written G=H) if V(G)= V(H),
E(G)= E(11), and yri = . H two graphs are identical then they cun clearly
be represented by identical diagrams. However, it is also possible for graphs
that arc not identical to have essentially the same diagram. For example, the
diagrams of G in figure 1.2 and H in figure 1.1 look exactly the same, with
the exception that their vertices and edges have ditferent labels. The graphs
G and H are not identical, but isomorphic. In general, two graphs G and H
are said to be isamorphic (written G = H) if thére arc bijections 8: V(G)—
Mﬂw«%ac} — E(H) such thai @glel=up if and only if gu(d(e))=
8(1)8(v); such a pair (A, ¢) of mappings is called an isomorphisiit Between G

...... e Rl

To sﬁow that two graphs are isomorphic, one must indicate an isomorph-
ism between them. The pair of mappings (6, ¢) defined by

()= y. #{v:)=x, B(uy) = u, B{vg) = v, Blos)=w
and
d(e)=h, dles) =g, dle) = b, dle)=a
(f)(c*) = 0, ¢(eﬁ) =, ¢(e7) = da d’(eﬂ) =[

is an isomorphism bhetween the graphs G and H of examples 1 and 2; G and
H clearly have the same structure, and differ only in the names of vertices
and edges. Since it is in structural properties that we shall primarily be
interested, we shall often omit labels when drawing graphs; an unlabelled
graph can be thought of as a representative of an equivalence class of
isomorphic graphs, We assign lahels to vertices and edges in a graph mainly
for the purpose of rcferring to them. For instance, when dealing with simple
graphs, it is often convenient to refer to the edge with ends u and v as ‘the
edge uv'. (This convention results in no ambiguity since, in a simple graph,
at most one edge joins any pair of vertices.)

We conclude this section by introducing some special classes of graphs. A
simple graph in which each pair of distinct vertices is joined by an edge is
called a complete graph. Up to isomorphism, there is just one complete
graph on n vertices; it is denoted by K.. A drawing of K is shown in figure
1.4a. An empty graph, on the other hand, is one with no edges. A bipartite

%______M

Graphs and Subgraphs

@ + w ‘ )

Fignre 14, (1) Ko (i) the cube; (03 Kaa

H * 9 - 7
graph _is onc whose vertex sct can ‘e partitioned into two suhscg_&gg:!‘ Y.
so thal cach edge has one end in X and one_end in Y; such a partition

(X.Y) is calicd o bipartition of the graph. A complete bipartite graph :{s a
simple bipartite graph with bipartition (X, Y} in which cach vcrlf:.x of A :T
joined to cach vertex of Y il [X|~m and |Y]=n, such a graph is (?cmm;:
by Ku.. The graph defined by the vertices and edges Q{ a cqbe (figure 1.4h)
is bipartite; the graph in figure 1.4¢ is the complete bipartite g-mpl}‘Kli‘.

There arc many other graphs whosc structures arc of spectal interest,
Appendix 111 includes a sclection of such graphs.

Exercises

1.2.1  Find an isomorphism between the graphs G and H of examples |
and 2 different irom the onc given. .

1.2.2  (a) Show that if G=H. then »{G)= p(I{) and R‘((:): e{(H).
{h) Give an examplc to show that the ?mwcrsc is falsc.

12,3  Show that the following graphs are not isomorphic:

1.2.4  Show that there are eleven nonisomorphie simple graphs on four

vertices. ' '
1.2.5  Show that two simple graphs G and H are isomorphic lI: and ('mly if
there is a bijection 8: V{()~ V(H) such that uve F1G)Y if and

only if 8{u)(v)e E(H).



6 Graph Theory with Applications
1.2.6  Show that the following graphs are isomorphic:

14

127 Let G be simple. Show that ¢ = (3

1.2.8  Show that

(@) e(Ken)=mn,
(h) if G is simple and bipartite, then ¢ <v*/4.

1.2.9 A k-partite graph is one whose vertex set can be partitioned into k
subsets so that no edge has both ends in any one subset; a complete
k-partite graph is one that is simple and in which each vertex is
joined to every vertex that is not in the same subset. The complete
m-partite graph on n vertices in which each part has either [n/m] or
{n/m} vertices is denoted by Tewn Show that

(@) &(Tmo)= (" ; k)-{- (m - l)(k; I). where k =[n/m};
(b)* if G is a complete m-partite graph on n vertices, then ¢(G)=
£{Tua). with equality only if G =T,

1.2.10 The k-cube is the graph whose vertices are the ordered k-tuples of
0's and 1's. two vertices being joined'if and only if they differ in
exactly one coordinate. (The graph shown in figure 1.4b is just the
3-cube.) Show that the k-cube has 2* vertices, k2" edges and is
bipartite.

1.2.11  (a) The complement G* of a simpie graph G is the simple graph

with vertex set V, two vertices being adjacent in G° if and only
if they are not adjacent in G. Describe the graphs K7 and K.

(b) A simple graph G is self-complementary if G = G*. Show that if
G is self-complementary, then v=0., I (mod 4).

1.2.12  An automorphism of a graph is an isomorphism of the graph onto
itsell.

{a) Show, using exercise 1.2.5, that an automorphism of a simple

graph G can be regarded as a permutation on V which pre-
serves adjacency, and that the set of such permutations form a

) if and only if G is complete.
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group (G} (the automorphism group of G) under the usual
operation of composition.

(b) Find V(K,) and I'(K..).

(¢) Find a nontrivial simple graph whose automorphism group is
the identity. -

{d) Show that for any simple graph G, }(G)=TI(G").

{¢} Consider the permutation group A with clements (1)(2)(3},
(1.2, 3) and (1, 3, 2). Show that there is no simple graph G with
vertex set {1, 2, 3} such that I'{(G)=A.

(f) Find a simple graph G such that I'(G)=A. (Frucht, 1939 has
shown that every abstract group is isomorphic to the auto-
morphism group of some graph.) .

1.2.13 A simple graph G is vertex-transitive if, for any two vertices u and
v, there is an element g in I'(G) such that glu)=g(v): G is
edge-transitive if, for any two edges u,v, and u,p,, there is an
element h in I'(G) such that h{{u;, v:;}) ={u, v:}. Find

(a) a graph which is vertex-transitive but not edge-transitive;
{b) a graph which is edge-transitive but not vertex-transitive.

1.3 THE INCIDENCE AND ADJACENCY MATRICES

To any graph G there corresponds a v X £ matrix called the incidence matrix
of G. Let us denote the vertices of G by v, 0a,..., 0, and the edges by
€1, €1,..., €. Then the incidence matrix of G is the matrix M(G)=[m,]),
where my is the number of ti v-and_¢; are incident. The
inCidence matrix of a graph is just a different way of specifying tﬁggiaph.

Another matrix associated with G is the adjacency matrix; this is the v X v
matrix A{G)=[ay], in which a; is the number of edges joining v, and v,. A
graph, its incidence matrix, and its adjacency matrix are shown in figure 1.5,

4] Va
(3 X
€ & O £ € £a £7 B Uy By Dy

i 1 0 0 1 0 1 0 2 1 1
€ €3 ve g !} i P 0 0 0 v, 12 O 1 0
PO O R T N £ B LD | N O I I

by 0ot 20 it o 1
| A M} AlG)

Fignre 1.5
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8 Graph Theory with Applications

The adjacency matrix of a graph is generally considerably smalter than i‘ts
incidence matrix. and it is in this form that graphs are commonly stored in
computers,

Exercises
1.3 Lct M he the incidence matrix_and A the adjacency matrix of a
graph G.

{a) Show that every column sum of M is 2.
(h) What arc the column sums of A?

1.3.2 Let ¢ be bipaftite. Show that the vertices of G can be enumerated
so (hat the adjacency matrix of G has the form

where Au, is the transpose of Ay, o
1.3.3* Show that if G is simple and the eigenvalues of A arc distinct, then

the automorphism group of G is abelian

1.4 susGrarus

A graph H is a subgraph of G (written He G) if V(H)g V(G), E(H)¢ ‘

E(G), and tn, is the restriction of d; to E(H). When Hg G but H# G, we
write H < G and call H a proper subgraph of G. )l H is a subgraph of G, G
is a supergraph of H. A spanning subgraph (or spanning supergraph) of G is

a subgraph (or supergraph) H with ViH) = V(G). ) ’ .
By deleting from G alt loops and, for every pe ir of adjacent vertices, all
but one link joining them, we obtain a simple spanning subgraph of G,

called the underlying sim raph of G. Figure 1.6 shows 2 graph and its

underlying simpie graph.

Figure 1.6. A graph and its underlying simple graph

Graphs and Subgraphs 9
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Suppose that V' is a nonempty subsct of V. The subgraph of G whose
vertex set is V' and whose edge st is the set of those edges of (i that have

g_(jgg ends in V. is called the subgraph of G induced .tLY_X' and is denoted by
G[ V'] we say that GLV'] is an indiicéd subgraph of G. The induced
subgraph GEVA\V']is denoted by G - V'5 it is the subgraph obtained from G
by deleting the vertices in V' together with their incident edges. If
V'={p} we write G~v for G ~{v}.

Now supposc that E’ is a nonempty subset of E. The subgraph of G
whose vertex set is the set of ends of cdges in E' and whose edge set is E’ is

" called the subgraph of G induced hy E' and is denoted by GIE']; G[E'] is

an edge-induced subgraph of G. The spanning subgraph of G with edge set
ENE' is written simply as G ~E"; it is the subgraph obtained from G by
deleting the edges in E'. Similarly, the graph obtained from G by adding a
set of edges E' is denoted by G+ E'. If E'={e} we write G—~e and G +e
instcad of G —{e} and G+ {e}.

Subgraphs of these various types are depicted in figure 1.7,

wa We say that (5, and G are disjoint_if
;Mn veriex {fcommon, and_edge=disjeint. if they bave nii edge in-

s !

common. The wnion G, U G; of G, and G, is the subgraph with vertex sct
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10 Graph Theory with Applications

V{(G))U V(G:) and edpe set E(G)U E(Gy), if G, and G, are disjoint, we
sometimes denote their union by G+ G.. The intersection G.NG, of G,
and G is defined similarly, but in this case G, and G: must have at lcast one
vertex in common.

Exercises

1.4.1 Show that cvery simple graph on n vertices is isomorphic to a
subgraph of K.

1.4.2 Show that
{a) every induccd subgraph of a complete graph is complete;
(b) cvery subgraph of a bipartite graph is bipartite.

1.4.3 Describe how M(G-E") .and M(G-V’) can be obtained from
M(G), and how A(G — V') can be obtained from A(G).

1.4.4 Find a hipartite graph that is not isomorphic to a subgraph of any
k-cube.

1.4.5* Let G be simple and let n he an integer with | <n <v—1. Show that .

if v=4 and all induced subgraphs of G on n vertices have the same
number of edges. then either G =K, or G=K..

1.5 VERTFX DFGREES
The degree da(v) of a vertex v in G is the number of edges of G incident
with v, eac_ﬁj]ﬁi{‘p_@ﬁ[jﬁgjq_sf!Wﬁ'_Ed'g’e_ﬁVé'Ué’riote by 8(G) and A(G) the

—minimum and maximum degrees, respectively, of vertices of G.

Theorem 1.1

Zvd(u)=25

Proof Consider the incidence matrix M. The sum of the entries in the
row corresponding 10 vertex v is precisely d(v), and therefore z;’d(u) is just
vE

the sum of all entries in M. But this sum is also 2&, since {exercise 1.3.1qa)
each of the £ column sums of Mis 2 [
Corollary 1.1 In any graph, the number of vertices of odd degree is even.

Proof Let V. and V; be the sets of vertices of odd and even degree in G,
respectively. Then

vEV)

2. d()+ 3, d(v)= 3 d(v)

is even, by theorem 1.1. Since Z’ d(v) is also even, it follows that ZI d(v) is
vEVZ veV)

even. Thus |V|| is even [

TR
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A graph G is k-regular if d(v) =k for all ve V; a regular graph is one that
is k-regular for some k. Complete graphs and complete bipartite graphs K,

Exercises
1.5.1 Show that 8 =2¢/v<A.
1.5.2 Show that if G is simple, the entries on the diagonals of both MM’

and A’ are the degrees of the vertices of G.

1.5.3 Show that if a k-regular bipartite graph with k >0 has bipartition
(X, Y), then [X|=]Y].

1.5.4 Show that, in any group of two or more people, there are always two
with exactly the same number of friends inside the group.

1.5.5 H G has vertices v;, Va, . . ., ., the sequence (d(v:), d(v2), ..., d(v.))
is called a degree sequence of G. Show that a sequence
(di, ds,. .., d.) of non-negative integers is a degree sequence of sone

graph if and only if Y d; is cven.
i=t

1.5.6 A sequence d=(d, d,, ... , dn) is graphic if there is a simple graph
with degree sequence d. Show that
(a) the sequences (7, 6, 5, 4, 3, 3, 2) and (6, 6, 5, 4, 3, 3, 1) are not
graphic;
(b) if d is graphic and d;=d:=...=d,, then idi is cven and

k n
.; di=k(k— l)+i_¥” min{k.d} for 1<k=n

(Erd6s and Gallai, 1960 have shown that this necessary condition is
also sufficient for d to be graphic.)

1.5.7 Letd=(di, d,,...,d,) be a nonincreasing scquence of non-negative
integers, and denote the scquence (d.—1, di—1,...,da,ui—1,
dd.«-z. ey dn) by d'.

(a)* Show that d is graphic if and only if d' is graphic.
(b) Using (a), describe an algorithm for constructing a simple graph
with degrce sequence d, if such a graph exists.
(V. Havel, S. Hakimi)

1.5.8* Show that a loopless graph G contains a bipartite spanning subgraph
H such that di(v) = ida(v) for all ve V.

1.5.9% Let S={x,,x2,...,xs} be a set of points in the plane such that the
distance between any two points is at least one. Show that there are
at most 3n pairs of points at distance exactly one.

1.5.10 The edge graph of a graph G is the graph with vertex set E(G) in
which two vertices arc joined if and only if they are adjacent edges in
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12 Graph Theory with Applications
G. Show that, if G is simple )

. da(U
{a) the cdge graph of G has e(G) vertices and EZI:K_’( (2( )) edges;

{h) the edge graph of K. is isomorphic to the complement of the
graph featured in exercise 1.2.6.

1.6 PATHS AND CONNECTION

A walk in G is a finite non-null sequence W = vye,0,€:0;. .. exth. Whose
terms are alternately vertices and edges, such that, for 1=i=<k, the ends of
e, are v, and v, We say that W is a walk from v to vy, Or a (va, vs)-walk.
The vertices vo and o, are called the origin and terminus of W, respectively,
and vy, Usy ... 1u. its internal vertices. The integer k is the length of W.

T W= o 0s... 60, and W'=0.euiUuer ... et are walks, the walk
Urela-1 . - . €10, Obtained by reversing W, is denoted by W' and the walk
Dogyls . . . eor, Obtained by COncatenating W and W' at o, is denoted by
WW'. A section of a walk W = voe,0y. .. exth is @ walk that is a subsequence
Vi€iss Uit - . . €50, Of consecutive terms of W3 we refer to this subsequence as
the (v, v)-section of W.

In a simple graph, a walk veeiv; ... &ty is determined by the sequence
vovs . .. be of its vertices; hence a walk in a simple graph can be specified
simply by its vertex sequence. Moreover, even in graphs that are not simp}e,
we shall sometimes refer to a sequence of vertices in which consecutive
terms are adjacent as a ‘walk’. In such cases it should be understood that the
discussion is valid for every walk with that vertex sequence,

If the edges ey, ex.. .., e of a walk W are distinct, W is called a trail; in

this case the fength of W is just &(W). Li_in_addition, the vertices
Do, U1y« .+, Uy are distinct, W is ¢ ath. Figure 1.8 illustrates a walk, a
trail and a pathin a graph. We shall also use the word ‘path’ to denote a

graph or subgraph whose vertices and edges are the terms of a path.
: . u
4"‘*‘1 5“*0\ \M:j’ 2(%(4 2
e - g
Cq- Walk: uovlyfugyhwb
’I)ﬂt‘ hld \f\-d .’. atk: vovfyfvgyhwbv

L 51, Troil: woxdyhwhbvgy
e aerad ¢
Lcdge

Path: xewhyeuav
h b

X ¢ w

Figure 1.8
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{a) b

FFigure 1.9. (a) A connected graph; (b) a disconnected graph with three components

Twao vertices 1 and v of G are said to be_connected if there is a (u, v)-path
in G. Connection is an equivalence rclation on the vertex set V. Thus there
is a partition of V into nonempty subsets Vi, Vo,..., V., such that two
vertices 4 and v are connected if and only if both u and ¢ belong to the
same set V,. The subgraphs G[V.}, G[V.],....G[V.] are called the com-
ponents of G. If GG has exactly one component, G is connected; otherwise G

. is disconnected. We denote the number of components of G by w(G).

Connected and disconnected graphs are depicted in figure 1.9,

Exercises

1.6.1  Show that il therc is a (u, v)-walk in G, then there is also a
{1, v)-path in G.

1.6.2  Show that the number of (v;, v;)-walks of length k in G is the (i, j)th
entry of A%

1.6.3  Show that if G is stmple and 8§ = k, then G has a path of length k.

1.6.4  Show that G is connected if and only if, for every partition of V
into two nonempty sets V, and V., there is an edge with one end in
V, and one end in V..

1.6.5  (a) Show that if G issimple and e >(V; !), then G is connected.

{b) For »>1, find a disconnccted simple graph G with ¢ = (V; 1),

1.6.6  (a) Show that if G is simple and § >[v/2]- 1, then G is connected.
(b} Find a disconnected ([v/2]~ 1)-regular simple graph for v even.

1.6.7 Show that if G is disconnected, then G° is connccted.

1.6.8 (a) Show that if ecE, then o{(G)so(G~¢)sw(G})+1.
(b) Let ve V. Show that G —e cannot, in general, be replaced hy

G — v in the above inequality.

1.6.9  Show that if G is connected and each degree in G is even, then, for

any veV, o(G-v)sid(v).
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14 Graph Theory with Applications

1.6.10  Show that any two longest paths in a connected graph have a vertex
in common.

1.6.11 If vcrticcs u and v are connected in G, t Mn_ggbetween-wand
v in_G, denoted by d(u, v), is the length of a shortest (u, v)- -path in
G if thcrc is no path connecting u and v we deﬁne da(u, v) to be
infinite. Show that, for any threc vertices u, v and w, d(u, v)+
d{v, w)=d(u, w).

1.6.12 The diameter of G is the maximum distance between two vertices
of G. Show that if G has diameter greater than three, then G* has
diameter less than three.

1.6.13 Show that if G is simple with diameter two and A=v—2, then
e=2r—4.

1.6.14 Show that if G is simple and connected but not complete, then G
has three vertices u, v and w such that uv, vw € E and uw<£E.

XL u7
1.7 cveles o "";~ 0 &
A walk is close? il it has posmve lenglh and i forigin and terminus are the
same. A closed trail whose origin and internal xgmges are distinct is a cycle.
Just as wnﬂ1—palhs we sometimes use the term ‘cycle’ to denme‘a‘graph
corresponding to a cycle. A cycle of length k is called a k-cycle; a k-cycle is
odd or even according as k is odd or even. A 3-cycle is often called a
triangle. Examples of a closed trail and a cycle are given in figure 1.10.
Using the concept of a cycle, we can now present a characterisation of
bipartite graphs.

Theorem 1.2 A graph is bipartite if and only if it contains no odd cycle.

Proof Suppose that G is biarlite with bipartition (X, Y), and let C=
vol1 . .. Ueto be a cycle of G. Without loss of generality we may assume that
vo€ X. Then, since vyv,€ E and G is bipartite, v, € Y. Similarly v.€ X and,
in general, v;i€ X and va.;€ Y. Since vee X, vi€ Y. Thus k—2i+l for

some i, and it follows that C is even. a
! ¢ t'. [ ) '-

\ aamrm +°/Y

Closed trail: ucvhxgwfwdvbu
Cycle: xaubvhx

Figure 1.10
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It clearly suffices to prove the converse for connected graphs. Let G be a <=

connected graph that contains no odd cycles. We choose an arbitrary vertex
u and definc a partition (X, Y) of V b ﬁellln
partition (X. ¥) R P e SRR

X={xeV|dux x) neven} Ty \ |‘-
—{yEVId_(M) is odd} e

We shall show that (X, Y) is a bipartition. of G. Supposc that v and u{ are
two vertices of X. Let P be a shortest (i, v)-path and Q be a shortest
(1, w)-path. Denote by u, the last vertex common to P and Q. Since P and
Q are shortest paths, the (u, u,)-sections of both P and O are shortest
(u, w,)-paths and, therefore, have the same length. Now, since the lengths of
both P and Q are cven, the lengths of the (u,, v)-seéction P, of P and the
(uy, w)-section Q; of Q must have the same parity. It follows that the
(v, w)-path P,'Q, is of even length. If v were joined to w, Pi'Q,wv would
be a cycle of odd length, contrary to the hypothesis. Therefore no two
vertices in X are adjacent; similarly, no two vertices in Y are adjacent [l

]
'

Exercises

1.7.1 Show that if an edge e is in a closed trail of G, then e is in a cycle of
G.

1.7.2  Show that if =2, then G contains a cycle.

1.7.3* Show that if G is simple and 8 =2, then G contains a cycle of length
at least 6+ 1.

1.7.4 The girth of G is the length of a shortest cycle in G; if G has no
cycles we define the girth of G to be infinitc. Show that

(a) a k-regular graph of girth four has at least 2k vertices, and (up to
isomorphism) there exists exactly one such graph on 2k vertices;
(b) a k-regular graph of girth five has at lcast k?+ | verticcs.

1.7.5 Show that a k-regular graph of girth five and diameter two has
exactly k%+ 1 vertices, and find such a graph for k =2, 3. (Hofiman
and Singleton, 1960 have shown that such a graph can exist only if
k=2, 3, 7 and, possibly, 57.)

1.7.6 Show that
(a) if e=zv, G contains a cycle;

(b)* if e=v+4, G contains two edge- dmjolnt cycles. (1.. Pdsa)

APPLICATIONS
1.8 THE SHORTEST PATH PROBLEM

With each edge e of G let there be associated a real number w(e), called its
weight. Then G, together with these weights on its edges, is called a weighted
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1 2
5 3 \9 7 \o
i 6 2 "
2 4 I | 4
9 1

Figure [.11. A (. va)-path of minimum weight
graph. Wceighted graphs occur frequently in applications of graph theory. In
the friendship graph. for example, weights might indicate intensity of
friendship; in the communications graph, they could represent the construc-
tion or maintenance costs of the various communication links.

If H is a subgraph of a weighted graph, thﬂﬂMH’)‘oiH is the sum

of the weights Y. w{e) on its cdges. Many optimisation problems amount
. sCEH

to finding, in a weighted graph, a subgraph of a certain type with minimum
(or maximum) weight. One such is the shortest path problem: given a railway
network connccting various towns, determine a shortest route between two
specified towns in the network.

Here one must find, in a weighted graph, a path of minimum weight
connecting two specificd vertices us and vo; the weights represent distances
by rail between directly-linked towns, and are therefore non-negative. The
path indicated in the graph of figure 1.11 is a (ua, vo)-path of minimum
weight (exercise 1.8.1).

We now present an algorithm for solving the shortest path problem. For
clarity of exposition, we shall refer to the weight of a path in a weighted
graph as its length; similarly the minimum weight of a (u, v)-path will be
called the distance between u and v_and dgnoted by d(u, v). These defini-
tions coimcide with the usual notions of length and distance, as defined in
section 1.6, when all the weights are equal to one.

It clearly suffices to deal with the shortest path problem for simple graphs;
so we shall assume here that G is simple. We shall also assume that all the
weights are positive. This, again, is not a serious restriction because, if the
weight of an edge is zero, then its ends can be identified. We adopt the
convention that w(uv) =« if yoe E.
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The algorithm to be described was discovered by Dijkstra (1959) and,
independently, by Whiting and Hillier (1960). It finds not only a shortest
(uu, va)-path, but shortest paths from u, to all other vcrmcs of G. lhe b(mc
idea is as follows. )

Suppose that S is a proper subsct of V such that u,e S, and let S denote
VAS. If P=un...ad is a shortest path from u, to § then clearly fie S and
the (uy, it)-section of P must be a shortest (ua, ii)-path. There

_ d(ito, D) = d{un, i) + wliid)
and the distance from ua 10 § is given by the fnrm}lla

d(uq, §) = lmigl{d(un. 1)+ w(us)}

ves

(1.0

This formula is the basis of Dijkstra’s algorithm. Starting with the sct
So={ud}, an increasing sequence S, S).....S.., of subsets of V is con-
structed, in such a way that, at the end of stage i, shurlcst paths from u, to
all vertices in S; are known.

The first step is to determine a vertex necarest to u,. This is achieved by
computing d(u,, S») and sclecting a vertex w; €S, such that d(ug, 1) =
d(uq, gu) hy (i.1)

d(un, §) = I'J‘]Lﬂ{d(un, u)+wluv)}= Q)Ln{w(unv)}

ved,

and so d(ua, Su) is easily computed. We now set S, ={u,, u/} and let P,
denote the path uyuy; this is clearly a shortest (uq, 1,)-path. In gencral, if the
set Sy = {un, Uy, . .., t} and corresponding shortest paths P, P», .. .. P, have
already been determined, we compute d(ua, S.) using (1.1) and select a
vertex uii€S. such that d(us, uy)=d(te, So). By (1.1), d(ua, thoy) =
d(ug, u;) + wlthin.,) for some j=k; we get a shortest (ua, uy,i)-path by
adjoining the edge u;juy. to the path P;.

We illustrate this procedure by considering the weighted graph depicted in
figure '1.12a. Shortest paths from u, to the remaining vertices are deter-
mined in scven stages. At cach stage, the vertices to which shortest paths
have been found are indicated by solid dots, and cach is labelled by its
distance from u,; initially u, is labelled 0. The actual shortest paths are
indicated by solid lincs. Notice that, at cach stage, these shortest paths
together form a connected graph without cycles; such a graph is called a tree,
and we can think of the algorithm as a ‘tree-growing’ procedure. The final
tree, in figure 1.12h, has the property that, for cach vertex v. the path
connecting uy and v is a shortest (un, v)-path.

Dijkstra’s algorithm is a refinement of the ahove procedure. This refine-
ment is motivated by the consideration that, if the minimum in (1.1) were to
be computed from scratch at each stagc, many comparisons would bhe

-
A
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repeated unnecessarily. To avoid such repetitions, and to retain computa-
tional information from one stage to the next, we adopt the following
fabelling procedure. Throughout the algorithm, each vertex v carries a label

" {v) which is an upper bound on d(u., v). Initially Hue) =0 and [(v) == for
v# o, (In actual computations = is replaced by any suofficiently large
number.) As the algorithm proceeds, these labels are modified so that, at the
‘end of stage i,

i) =dua, 1) for ueS;
and

)= xfl‘_\i“{d(”“' W+ wlup) for ve§

Dijkstra’s Algorithm

1. Set (i) =0, H{y}=2 for v+ uy, Su={ua} and i =0,

2. For each veS, replace iv) by min{l{v), I(w)+w(wv)}. Compute
Q}igl{i{v)} and let w;,, denote a vertex for which this minimum is attained.

Set Sinsms‘u{“iu}.
3. UHi=v~1,stop. Wi<ev—I, replace i by i +1 and go to step 2,

When the algorithm terminates, the distance from u, to v is given by the
final value of the label {(v). (If our interest is in determining the distance to
one specific vertex vq, we Stop as soon as some y; equals va.) A flow diagram
summarising this algorithm is shown in figure 1.13.

As described above, Dijkstra’s algorithm determines only the distances
from ua to all the other vertices, and not the actual shortest paths. These
shortest paths can, however, be easily determined by keeping track of the
predecessors of vertices in the tree (exercise 1.8.2).

Dijkstra’s algorithm is an example of what Edmonds (1965) calls a good
algorithm. A graph-theoretic algorithm is good if the number of computa-
tional steps required for its implementation on any graph G is bounded
above by a polynomial in v and & (such as 3v’e). An algorithm whose
implementation may require an exponential number of steps (such as 2*)
might be very inefficient for some large graphs.

To see that Dijkstra’s algorithm is good, note that the computations
involved in boxes 2 and 3 of the flow diagram, totalled over all iterations,
require »(v— 1)/2 additions and v{v~ 1) comparisons. One of the questions
that is not elaborated upon in the flow diagram is the matter of deciding
whether a vertex belongs to § or not (box 1), Dreyfus (1969) reports a
technique for doing this that requires a total of (v — 1) comparisons. Hence,
if we regard either a comparison or an addition as a basic computational
unit, the total number of computations required for this algorithm is
Figure 1.12. Shortest path algorithm approximately 5»°/2, and thus of order »”. (A function f{v, £} is of order
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Figure 1.13. Dijkstra's algorithm .

g(w, &) if there exists a positive constant ¢ such that f(v, 8)/g(v, ey=c for all
v and &) )

Although the shortest path problem can be solved by a good alg?nthrr';,
there are many problems in graph theory for which no good algorithm is
known. We refer the reader to Aho, Hoperoft and Ultman {1974) for
further details,

Exercises

1.8.1 Find shortest paths from u, to all other vertices in the weighted
graph of figure 1.11. . )

1.8.2 What additional instructions are needed in order that Dijkstra’s
algorithm determine shortest paths rather than merely distances?

1.8.3 A company has branches in each of six cities Ci, Car v+, Coe Th_e fare
for a direct fight from C: to G, is given by the (i, fith entry in the
following matrix (o indicates that there is no direct flight):
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0 50 o 40

25 10
50 0 15 20 < 25
o 15 0 0 20 o
40 20 10 o to 25
25 o 20 10 0 5§
0 258 =~ 25 55 O

The company is interested in computing a table of cheapest routes
between pairs of cities. Prepare such a table,

1.8.4 A wolf, a goat and a cabbage arc on one bank of a river. A ferryman
wants to take them across, but, since his boat is small, he can take
only one of them at a time. For obvious reasons, neither the wolf and
the goat nor the goat and the cabbage can be left unguarded. How is
the ferryman going to get them across the river?

1.8.5 Two men have a full eight-gallon jug of wine, and also two empty

jugs of five and three gallons capacity, respectively. What is the
simplest way for them to divide the wine equally?
1.8.6 Describe a good algorithm for determining
{a) the components of a graph;
{(b) the girth of a graph.
How good are your algorithms?

1.9  SPERNER'S LEMMA

- Every continuous mapping { of a closed n-disc to itself has a fixed point

(that is, a point x such that f(x)=x). This powerful theorem, known as
Brouwer’s fixed-point theorem, has a wide range of applications in modern
mathematics. Somewhat surprisingly, it is an easy consequence of a simple
combinatorial lemma due to Sperner (1928). And. as we shall see in this
section, Sperner's lemma is, in turn, an immediate consequence of corollary
1.1 ‘

Sperner’s lemma concerns the decomposition of a simplex (line segment,
triangle, tetrahedron and so on} into smaller simplices. For the sake of
simplicity we shall deal with the two-dimensional case.

Let T be a closed triangle in the plane. A subdivision of T into a finite
number of smaller triangles is said to be simplicial if any two intersecting
triangles have either a vertex or a whole side in common (sec figure 1.14a),

Suppose that a simplicial subdivision of T is given. Then a labelling of the
vertices of triangles in the subdivision in three symbols 0, 1 and 2 is said to
be praper if :

(i) the three vertices of T are labelied 0, 1 and 2 (in any order), and
(i) for 0=i<j=2, each vertex on the side of T joining vertices Iabelled |
and j is labelled cither i or .
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(a)

Figure 114, (a) A simplicinl subdivision of a triangle; (b) a proper labelling of the
suhdivision

We call a triangle in the subdivision whose vertices reccive all threc labels a
distinguished triangle. The proper labelling in figure 1.14b has three distin-
guished triangles.

Theorem 1.3 (Sperner's lemma) Every properly labelled simplicial subdivi-
sion of a triangle has an odd number of distinguished triangles.

Proof lLet T, denote the region outside T, and let Ty, Ts, ..., T, be lh(;,
triangles of the subdivision. Construct a graph on the vertex set
{vo, Uiy ..., 0} by joining v and v; whenever the common boundary of T,
and T is an edge with labels 0 and 1 (see figure 1.15).

In this graph, v, is clearly of odd degree (exercise 1.9.1). It follows from
coroflary 1.1 that an odd number of the vertices v,, v, ..., v. are of odd
degree. Now it is easily seen that none of these vertices can have degree
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Figure 1.15
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three, and so those with odd degree must have degree one. But a vertex v; is
of degrec onc if and only if the triangle Ti is distinguished O

We shall now briefly indicate how Sperner's lemma can be used to deduce
Brouwer’s fixed-point theorem. Again, for simplicity, we shall only deal with
the two-dimensional case. Since a elosed 2-dise is homeomorphic to a closed
triangle, it suffices to prove that a continuous mapping of a closed triangle to
itsell has a fixed point.

Let T be a given closed triangle with vertices Xa, x; and xa. Then cach
point x of T can be written uniquely as x = auxo+a,x,+ a:x2, where cach
a; = and ¥ a,= 1, and we can represent x by the veetor (aq, a,, az); the real
numbers ag, a, and a; are called the barycentric coordinates of x.

Now lct { be any continuous mapping of T to itself, and supposc that

[(au, a,, az) = (ah, a}, a%)

Define S; as the set of points (as, a,. a:) in T for which a{ = a.. To show that
[ has a fixed point, it is enough to show that SuN1 SN S, ##. For supposc
that (au. a;, az) € SeN SN S.. Then, by the definition of S;, we have that
a! < a; for each i, and this, coupled with the fact that 2 af=2 a;, yiclds

(ai, a3, a%) = (do. ay. a2)

In other words, (a., a,. a) is a fixed point of f.

Sa consider an arbitrary subdivision of T and a proper labelling such that
cach vertex labelled i belongs to S;; the existence of such a labelling is casily
scen (excrcise 1.9.2a). it follows from Sperner’s lemma that there is a
triangle in the suhdivision whose three vertices helong to Si. S; and S,. Now
this holds for any subdivision of T and, since it is possible to choose
subdivisions in which each of the smaller triangles are of arbitrarily small
diameter, we conclude that there exist three points of S, Sy and S, which
are arbitrarily close to one another. Because the sets §; are closed (exercise
1.9.2h), one may deduce that SyNS; N S:# .

For details of the above proof and other applications of Sperner’s lemma,
the reader is referred to Tompkins (1964).

Exercises
1.9.1 In the proof of Sperner’s lemma, show that the vertex vy is of odd
degree.
1.9.2  In the proof of Brouwer's fixed-point thcorem, show that
(a) there cxists a proper labelling such that cach vertex labelied i
helongs to S;;
(b) the sets S; are closed.

1.9.3  State and prove Sperner’s lemma for higher dimensional simplices.
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2 Trees

2.1 Trees
An acyclic graph is one that contains no cycles. A tree is a corlrfitfd acyclic
graph. The trees on six vertices are shown in figure 2.1.

P—

Theorem 2.1 In a iree, any two vertices are connected by a unique path.

Proof By contradiction. Let G be a tree, and assume that there :fe two
distinct (u, v)-paths P, and P, in G. Since P, # Py, there is an edge e =xy of
P, that is not an edge of P, Clearly the graph (P L{Pz)~e is Fonnected. !t
therefore contains an (x, y)-path P. But then P+e is a cycle in the acyclic

graph G, a contradiction 0
The converse of this theorem holds for graphs without loops {exercise

2.1.1)
Observe that all the trees on six vertices (figure 2.1) have five edges. In

general we have:

Theorem 2.2 1f G is a tree, then e =v— 1.

Proof By induction on v. When v=1, G=K,and e=0=vp—1.

e

Figure 2.1. The trees an six vertices

<]
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26 Graph Theory with Applications

Suppose the theorem true for all trees on fewer than v vertices, and let G
be a tree on ¥ =2 vertices. Let wv € E. Then G — uv contains no (u, v)-path,
since uv is the unique (u, v)-path in G. Thus G —uv is disconnected and so
{exercise 1.6.8a) o{G—uv)=2. The components G, and G: of G-uv,
being acyclic, are trees. Moreover, each has fewer than v vertices. Therefore,
by the induction hypothesis

f(G)=v(G)~1 for i=1,2
Thus
flG)=e{G)+e(G)+ 1 =v(G)+ (G- =v(G)-1 O

Corollary 2.2 Every nontrivial tree has at least two vertices of degree one.
Proof Let G be a nontrivial tree. Then
d(v)=1 forall veV

Also, by theorems {.] and 2.2, we have

d(v)=2e=2v-2
v

1t now follows that d(v) =1 for at least two vertices v [

Another, perhaps more illuminating, way of proving corollary 2.2 is to
show that the origin and terminus of a longest path in a nontrivial tree both
have degree one (see exercise 2.1.2).

Exercises

2.1.1  Show that if any two vertices of a loopless graph G are connected
by a unique path, then G is a tree,

2.1.2  Prove corollary 2.2 by showing that the origin and terminus of a
{ongest path in a nontrivial tree both have degree one.

2.1.3  Prove corollary 2.2 by using exercise 1.7.2.

2.14  Show that every tree with exactly two vertices of degree one is a

path.

2.1.5 Let G be 3 graph with v~ 1 edges. Show that the following three
statements are equivalent:
{a) G is connected;
(b) G is acyclic;
{c) G is a tree.

2.1.6  Show that if G is a tree with A=k, then G has at least k vertices of
degree one.

2.1.7  An acyclic graph is also called a forest. Show that
(a) each component of a forest is a tree;
(b) G is a forest if and only if e =v—w.

Trees 27
2.1.8 A cenire of G is a vertex u such that max d{u, v) is as small as
eV

possible. Show that a trce has cither exactly onc centre or two,
adjacent, centres,

2.1.9  Show that if G is a forest with cxactly 2k vertices of odd degree,
then there are k edge-disjoint paths Py, Py, ..., Pu in G such that
E(G)=E(PY)UE(PIU. . .UE(P).

2.1.10* Show that a sequence {d,, do, .. ., d.) of positive integers is o degree

sequence of a tree il and only if Z di=2(r-1).
1

2.1.11 Let T be an arhitrary tree on k+1 vertices. Show that if G is
simple and 8 =k then G has a subgraph isomorphic to T.

2.1.12 A saturated hydrocarbon is a molecule C'.H, in which cvery carbon
atom has four bonds, every hydrogen atom has one bond, and no
sequence of bonds forms a cycle. Show that, for cvery positive
integer m, C,,H, can exist only if n=2m+2.

2.2 CUT EDGES AND BONDS

A cut edge of G is an edge € such that o(G — e} > w(G). The graph of figure
2.2 has the three cut edges indicated.

Theorem 2.3 An edge e of G is a cut edge of G if and only if e is
contained in no cycle of O.

Proof Let e be a E%zdge of G. Since w(G —e)>w(G), there exist’
vertices u and v of G that are connected in G but not in G ~e. There is
therefore some (1, v)-path P in G which, necessarily, traverses e. Suppose
that x and y are the ends of ¢, and that x precedes y on P. In G —e, u is
connected to x by a scction of P and y is connected to v by a section of P, If
e were in a cycle C, x and y would be connected in G —e by the path (' ~e.
Thus, u and v would be connected in G —e, a contradiction,

Figurc 2.2, The cut edges of a graph
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Conversely, suppose that ¢ = xy is not a cut edge of G; thus, o(G—¢) =
w(G). Since there is an (x, y)-path (namely xy) in G, x and y are in the
same component of G. It follows that x and y are in the same component of
G —e, and hence that there is an (x, y)-path P in G —e. But then e is in the
cycle P+e of G 0

Theorem 2.4 A connected graph is a tree if and only if every edge is a cut
edge.

Proof Let G B%:?tree and let e be an edge of G. Since G is acyclic, e is
contained in no cycle of G and is thereflore, by theorem 2.3, a cut edge of G.
Conversely, suppose that G is connected but is not a tree. Then G
contains a cycle C. By theorem 2.3, no edge of C canbeacutedgeof G [0

A spanning tree of G is a spanning subgraph of G that is a tree.
Corollary 2.4.1

Proof Let G be connected and let T be a minimal connected spanning
subgraph of G. By definition w(T)=1 and w{T—¢)>1 foreach edge ¢ of T,
It follows that each edge of T is a cut edge and therefore, by theorem 2.4,
that T, being connected, is a tree [

Every connected graph contains a spanning tree.

Figure 2.3 depicts a connected graph and one of its spanning trees.

Corollary 2.4.2 1f G is connected, then e =v—1.

Proof Let G be connected. By corollary 2.4.1, G contains a spanning
tree T. Therefore

e(G)ze(M=v(T)-1=v(G)~1 O

Figure 2.3, Asp tree in a c¢ d graph

Trees

= =

Figure 2.4, {0) An edge cut; (b} a hond

Theorem 2.5 Let T be a spanning tree of a connected graph G and let ¢ be
an edge of G not in T. Then T+e contains a unigue cycle.

Proof Since T is acyclic, each cycle of T +e contains e. Moreover, C is a
cycle of T+e il and only if C—e is a path in T connecting the ends of e. By
theorem 2.1, T has a unique such path; therefore T+e contains a umque

eycle 0 Aade
Ao €

For subsets S and §' of V, we dcnz( by [S. §'] the set of edges with one

n § and the other in §'. An An edge cut of G is a subset of E of the form

(/[_‘S:g-sj}where Sisa nonempl proper WMm

nonempty edgeé cut 8'(3 iS called a_bond; each cut edge e, for_instance, pives

rise to a bond {e}. If G is connected, then a bond B of G is a minimal subset *°
dicates an cdge cui and a 2 6

of E 3uch that"G - B is disconnegcled.
bond in a graph.

If H is a subgraph of G, the complement of H in G, denoted by H(G), is
the subgraph G — E(H). If G is connected, a subgraph of the form T, where
Tisa spanmng tree, is called a cotree of G.

igure

Theorem 2.6 Let T be a spanning tree of a connected graph G, and let e be
any edge of T. Then . e

S + ¥ "
(i) the cotree T contains no bond of G; Lt e
(ii) T+e contains a unique bond of G. - - vt 1 ¥°

Proof (i) Let B be a bond of G. Then G~ B is disconnected, and so
cannot contain the spanning tree T. Therefore B is not eontained in T (ii)
Denote by S the vertex set of one of the two components of T ~e. The edge
cut B =8, §}is clearly a bond of G, and is contained in T+ ¢. Now, for any
beB, T—e+b is a spanning tree of G. Therefore every bond of G
contained in T+e must include every such element b. It follows that B is
the only bond of G comtained in T+e 0

The relationship between bonds and cotrees is analogous to that between
tycles and spanning trees. Statement (i) of theorem 2.6 is the analogue for
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bonds of the simple fact that a spanning tree is acyclic, and (i) is the
analogue of theorem 2.5, This *duality” between cycles and bonds will be
further explored in chapter 12 (scc also exercise 2.2.10).

Exercises
22,1 Show that G is a forest if and only if every edge of G is a cut edge.
2.2.2  lLet G be connected and let e € E. Show that
(ua) e is in every spanning tree of G if and only if ¢ is a cut edge of
G,
(b} e is in no spanning tree of G if and only if ¢ is a loop of G.
2.2.3  Show that if G is loopless and has exactly one spanning tree T, then
G=T. :
2.2.4  Let F be a maximal forest of G. Show that
ta) for every component H of G, FNH is a spanning tree of H;
M e(F)y=1(G)- w(G).
2.2.5 Show that G contains at least € — v+ @ distinct cycles.
2.2.6  Show that
{a} if each degrec in G is even, then G has no cut edge;
(b} if G is a k-regular bipartite graph with k =2, then G has no cut
edge.
2.2.7  Find the number of nonisomorphic spanning trees in the following
graphs:
o & o
2.2.8  Let G be connected and let S be a nonempty proper subset of V.
Show that the edge ecut [8, 8] is a bond of G if and only if both
G[S] and G[S] are connected.
2,29 Show that every edge cut is a disjoint union of bonds.
2.2.10- Let B and B; be bonds and let C, and C; be cycles (regarded as

Trees

2.2.12%

31

sets of edges) in a graph, Show that

{u) ByAB: is a disjoint union of bonds;
(h) C,AC: is a disjoint union of cycles,
where A denotes symmctric difference:

{c} for any cdge e, (B,U B2\Me} contains a bond;
{(dy for any edge e, (CyUCMe} contains a cycle.

Show that if a graph G contains k edge-disjoint spanning trees

then, for each partition (Vy, V.. ... Vo) of V, the number of edges
which have ends in different parts of the partition is at least
kin—1).

(Tutte, 1961 and Nash-Williams, 1961 have shown that this
necessary condition for G to contain k edge-disjoint spanning trees
is also sufficient.)

Let 8 be an n-clement sei, and let of = {A, Ao, ..., Aud be a family
of n distinct subsets of S. Show that there is an clement x € § such
that the sets A, U{x}, A;U{x}h.... A, U{x} are all distincet,

2.3 Ut VERTICES

‘\/& vgrtex v of G_is a cut vertex if E can be partitioncd into two nonempty

subsets E; and E, such that GlE,] and G|E:] have just the vertex v in

eominon, If G'is loopless and nontrivial, then v is a cut vertex of G il and

only if (G~ v)>e(G). The graph of figure 2.5 has the five cut vertices
indicated.

d{v)>1.

Proof

If d(v)=0, G=K, and, clearly, v is not a cut vericx.

Figure 2.5, The cut veriices of & graph

ACTIVISION, EA, TAKE-TWO, 2K, ROCKSTAR, Ex. 1002, Vol. 3, p. 887 of 1657



32 Graph Theory with Applications

If d{v}=1, G~v is an acyclic graph with »(G~uv)—1 edges, and thus
(exercise 2.1.5) a tree. Hence (G —v)=1=o(G), and v is not a cut vertex
of G.

It d(v) > 1, there are distinct vertices 4 and w adjacent to v. The path uvw
is a (&, w)-path in G. By theorem 2.1 uvw is the unique (u, w)-path in G. It
foliows that there is no {(u, w)-path in.G — v, and therefore that w(G—v)>
1=w(G). Thus visacut vertex of G 0O

Corollary 2.7 Every nontrivial loopless connected graph has at least two
vertices that are not cut vertices.

Proof Let G be a nontrivial loopless connected graph. By corollary
2.4.1, G contains a spanning tree T. By corollary 2.2 and theorem 2.7, T
has at least two vertices that are not cut vertices. Let v be any such vertex.
Then

o{T~v)=1

Since T is a spanning subgraph of G, T—v is a spanning subgraph of G —v
and therefore : :
oG~ v)=a(T~v)

It follows that (G —v) =1, and hence that v is not a cut vertex of G. Since
there are at least two such vertices v, the proof is complete [

Exercises
2.3.1 Let G be connected with v =3. Show that

(a) if G has a cut edge, then G has a vertex v such that w(G —0v)>
o(G); :
(b) the converse of (a) is not necessarily true.
2.3.2 Show that a simple connected graph that has exactly two vertices
which are not cut vertices is a path.

2.4 CAYLEY'S FORMULA

There is a simple and elegant recursive formula for the number of spanning
trees in a graph. It involves the operation of contraction of an edge, which
we now introduce, An edge ¢ of G is said to be contracted if it is deleted
and its ends are identified; the resulting graph is denoted by G - e. Figure
2.6 illustrates the effect of contracting an edge.

It is clear that if e is a link of G, then

v(G-e)=v(G)~1 e(G-e)=e(G)~1 and w(G-e)=0w(G)

Therefore, if T is a tree, so too is T-e.
We denote the number of spanning trees of G by 1(G).

ACTIVISION, EA
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b}
Theorem 2.8 1If e is a link of G, then {(G)=7(G ~e)+7{(G-e).

Proof Since every spanning tree of G that does not contain e is also a
spanning tree of G e, and conversely, (G ~e) is the number of spanning
trees of G that do not contain e.

Now to each spanning tree T of G that contains e, there corresponds a
spanning tree T+e of G-e. This correspondence is clearly a bijection (see
figure 2.7). Therefore 7(G - e} is precisely the number of spanning trees of G
that contain e. It follows that +{G)=1(G—e)+1{G-¢) [

Figure 2.8 illustrates the recursive calculation of 7(G) by means of
theorem 2.8; the number of spanning trees in a graph is represented
symbolically by the graph itself.

Although theorem 2.8 provides a method of calculating the number of
spanning trees in a graph, this method is not suitable for large graphs.
Fortunately, and rather surprisingly, there is a closed formuia for r(G) which
expresses 7(G) as a determinant; we shall present this result in chapter 12.
In the special case when G is complete, a simple formula for +(G) was
discovered by Cayley (1889). The proof we give is due to Priifer (1918).

Figure 2.7
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Theorem 2.9 (KJ)=n""

02

Proof Let the vertex sct of K, be N=1{1,2, ..., n}. We note that n" * is
the number of sequences of fength n—2 (hat ean be formed from N. Thus,
to prove the theorem, it suffices o establish a one-one correspondence
between the sct of spanning trees of K, and the set of such sequences.

With each spanning tree T of K, we associate a unique sequence
(1 fo - ..o 1 2) as foHows. Regarding N as an ordered sct, let s, be the first
vertex of degree one in T the vertex adjucent to 5, is taken as 1,. We fiow
delete s, from F, denote by sy the first vertex of degree one in T~ 51, and
take the vertex adjacent 10 82 as 1. ‘This operation is repeated until 1, » has
been defined and a tree with just two vertices remains; the tree in h;,ure 2.9,
for instance, gives risc to the sequence (4, 3,5, 3,4, 5). It can be scen that
different spanning trees of K, determine difference sequences.

(0

€ {4,3,53,4,5)

Figure 29

Figure 2.8. Recursive calculation of +{G)

_0) 10w

The reverse prm.edurc is equally Nir.nghtfurward Ohbserve, firsg, that any
vertex v of T oceurs d (p)—1 times in (1, f, ..., 1, 2). Thus the vertices of
degree one in T are preciscly those that do not appear in this sequence. To
reconstriuct T from (f1. 1z . - . o ta 2), we therefore proceed as follows. Let s,
be the first vertex of N notin (1), &, ..., 6. 2); join 5, to £, Next, let s; be the
first vertex of Ni{s;} not in (6, ... f. ). and join §; to . Continue in this
way until the n ~2 cdges Sify, Saz, . .., Sa 2ta 2 have been determined. T is
now obtained by adding the edge joining the two remaining vertices of
NAfS1, §2... .. 8o 2. It is casily verificd that different sequences give rise to
different spanning trees of K, We have thus established the desired one-
onc correspondence

Note that 1" 2 is not the number of nonisomorphic spanning trees of K,
but the number of distinet spanning trees of K. there arc just six
nonisomorphic spanning trees of K. (see figure 2.1}, whereas there are
6" = 1296 distinct spanning trees of K.

- N - (L
L/
L1/
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Exercises

2.4.1  Using the rccursion formula of theorem 2.8, evaluate the number of
spanning trees in Kas.

2.4.2% A wheel is a graph obtained from a cycle by adding a new vertex and
edges joining it to all the vertices of the cycle; the new edges are
called the spokes of the wheel. Obtain an expression for the number
of spanning trees in a wheel with n spokes.

2.4.3 Draw all sixteen spanning trees of K..

2.4.4 Show that if e is an edge of K., then 7{(K.—e)=(n—2n""*

2.4.5 ({(a) Let H be a graph in which every two adjacent vertices are joined

by k edges and let G be the underlying simple graph of H. Show
that +(H) =k '1(G).
(b) Let H be the graph obtained from a graph G when each edge of
- G is replaced by a path of length k. Show that r(H)=
k' (G).
{¢) Deduce from (b) that T{(K:n)=n2" ",

APPLICATIONS

2.5 THE CONNECTOR PROBLEM

A railway nctwork connccting a number of towns is to be set up. Given the
cost ¢; of constructing a direct link between wowns v; and v;, design such a
network to minimise the total cost of construction. This is known as the
connector problem.

By regarding each town as a vertex in a weighted graph with weights
w{wv;) = . it is clear that this problem is just that of finding, in a weighted
graph G, a connected spanning subgraph of minimum weight. Moreover,
since the weights represent costs, they are certainly non-negative, and we
may therefore assume that such a minimum-weight spanning subgraph is a
spanning tree T of G. inimum-wei anning tree of a weighted graph
will be_called an optimal tree; the spanning tree indicated in the weighted
graph of figure 2.10 is an optimal tree (exercise 2.5.1).

We shall now present a good algorithm for finding an optimal tree in a
nontrivial weighted connected graph, thereby solving the connector
problem.

Consider, first, the case when each weight w(e)=1, An optimal tree is
then a spanning tree with as few edges as possible. Since each spanning tree
of a graph has the same number of edges (theorem 2.2), in this specia%case
we merely need to construct some spanning tree of the graph. A simple
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Figure 2.10. An optimal tree in a weighted graph

inductive algorithm for finding such a tree is the following:

1. Choose a link e,.

2. If edges e, es...,e have been chosen, then choose e, from
EMes, ¢a,.. ., e} in such a way that Gl{e,, e, . .., e1}} is acyclic.

3. Stop when step 2 cannot be impleniénted TaTther:

This algorithm works because a maximal acyclic subgraph of a connccted
graph is necessarily a spanning tree. It was extended by Kruskal (1956) to
solve the general problem; his algorithm is valid for arbitrary rcal weights.

Kruskal's Algorithm

1. Choose a link e, such that w(e,) is as small as possible.

2. If edges ¢, e,,..., e have been chosen, then choose an edge ¢, from
E\Mei, e, ..., e} in such a way that
(i) Glfei, s, ..., e}l is acyelic; :
(i) wlei.s) is as small as possible subject to (i).

3. Stop when step 2 cannot be implemented further.

As an example, consider the table of airline distances in miles between six
of the largest cities in the world, London, Mexico City, New York, Paris,
Peking and Tokyo:

L MC NY Pa Pe T

L - 5558 3469 214 5074 5959
MC | 5558 — 2090 5725 7753 7035
NY | 3469 2090 — 3636 6844 6757
Pa 214 5725 3636 — 5120 6053
Pe 5074 7753 6844 5120 — 1307

T 5959 7035 6757 6053 1307 —
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L This table determines a weighted complete graph with vertices L. MC, NY,

60 56 Pa, Pc and T. The construction of an optimal tree in this graph is shown in

5 70 figure 2.11 (where, for convenience, distances are given in hundreds of miles).

oMC Kruskal's algorithm clearly produces a spanning tree {for the same reason

2 that the simpler algorithm above does). The following theorem ensures that
78 2521 such n trec will always be optimal.

P 8 Theorem 2.10  Any spanning trec 7%= Gl{ey, e, ..., e, }] constructed by

e NY B . R H bt
68 b7 Kruskal's algorithm is an optimal trec. \

o 36 Proof By contradiction. For any spanning [réc T of G other than T*,

Fa denote by f(T) the smaliest valuc of { such that éis no(m T Now assume that
T* is not an optimal tree, and let T be an optimal tree such that f(T) is as
large as possible,

Suppose that f{T) = k; this means that ¢, €z, .. ., € ar€ inboth T and T*,
but that e, is not in T. By thcorem 2.5, T + ew contains a unique cycie C. Let ey
be an edge of C that is in T but not in T*, By theorem 2.3, i is not a cut edge
of T+e.. Hence T' = (T +e,)— el is a connected graph with »— | edges, and
therefare {exercise 2.1.5) is another spanning tree of G. Clearly

13 &1

(~. {irer

, w(T’) = w{T)+ wies) - wied) (2.1}
1 Now, in Kruskal’s algorithm, e, was chosen as an edge with the smallest weight
such that Glle, ez,... &)} was acyclic. Since Glies, ez, coemenefl]) is a
subgraph of T, it is also acyclic. We conclude that
wie) = wlel) (2.2)
Combining (2.1) and (2.2) we have
I
w(T) < w(T)

and so T%, too, is an optimal trec. However
f(Ty>k=f(T)

contradicting the choice of T. Therefore T'=T¥, and T* is indeed an optimal
tree (I

A flow diagram for Kruskal’s algorithm is shown in figure 2.12. The edges
are first sorted in order of increasing weight (box 1); this takes about ¢ log e
computations {see Knuth, 1973). Box 2 just checks to sec how many edpes
have been chosen. (S is the set of edges already chosen and i is their
pumber.) When i=v—1, 5={ci, e2,..., ¢ ,} is the cdge set of an optimal
tree T* of G. In box 3, to check if G{SU{g;}] is acyclic, onc must ascertuin
whether the ends of g; are in different components of the forest G{S] or not.
3 ‘This can be achieved in the following way. The vertices are labelied so that,

at any stage, lwo vertices belong to the same component of G{8] if and only

Figure 2,11

e o o e
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Figure 2.12. Kruskal's algorithm

if they have the same label; initially, vertex v, is assigned the label |,
I=1=v With this labelling scheme, G[SU{a;}] is acyclic if and only if the
ends of\&yhava different labels. If this is the case, a; is taken as e,y;
otherwise, g; is discarded and a;.,, the next candidate for e,.,, is tested. Once
€1 has been added to S. mc_xcr;j?_sgn/thgm;ﬂmmmaf_}}hat
.contain the ends of e, are relabelléd With the smaller of their two labels. For
each edge, one comparison suffices to check whether its ends have the same or
different labels; this takes £ computations. After edge e... has been added to
S, the relabelling of vertices takes at most v comparisons; hence, for alj v—1

edges e, e, ..., e, we need »(v— 1) computations. Kruskal's algomhm is
therefore a good algorithm,

Exercises

2.5.1 Show, by applying Kruskal's algorithm; that the tree indicated in
figure 2.10 is indeed optimal.
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2.5.2  Adapt Kruskal's algorithm to solve the connectar probiem with preas-
signments: construct, al minimum cost, a network linking a number
of towns, with the additional requirement that certain selected pairs
of towns be directly linked.

2.5.3 Cuan Kruskal's algorithm be adapted to find
{a) a maximum-weight tree in a weighted connected graph?

(h) a minimum-weight maximal forest in a weighted graph?
i so, how?. )

2.5.4  Show that the following Kruskal-type alporithm does not nceessarily
yiclkd a minimum-wcight spanning path in a weighted complcte
graph:

I. Choose a link e, such that w{e,) is as small as possible,
2. I edges ey, ez, . .., ¢, have been chosen, then choose an edge e,
from E\lei, ez, ..., ¢} in such a way that
(Y Gl{ei ez, ... e.:}] is a union of disjoint paths;
(it} wien) is as small as possible subject to {i).
3. Stop when step 2 cannot he implemented further.
2.5.5 The tree graph of a connected graph G is the graph whose vertices
- are the spanning trees T\, T3, ..., T, of G, with T; and T, joined il
and only if they have exactly v—2 edges in common. Show that the
tree graph of any connected graph is connccted.
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3 Connectivity

3.1 CONNECTIVITY

In section 1.6 we introduced the concept of connection in graphs. Consider,
now, the four connected graphs of figure 3.1.

G, is a tree, a minimal connected graph; deleting any edge disconnects it.
G, cannot be disconnected by the deletion of a single edge, but can be
disconnected by the deletion of onc vertex, its cut vertex. There are no cut
edges or cut vertices in G, but even so G, is clearly not as well connected as
G,. the coniplete graph on five vertices. Thus, intuitively, each successive
graph is more strongly connected than the previous one. We shall now
define two parameters of a graph, its connectivity and edge connectivity,
which measure the extent to which it is connected.

A v is a subset V' of V such that G — V' is disconngcted. A
k-vertex cut i ertex cut of k elements, A complete graph has no vertex

M&WWt have vertex' cuts are those thit
contain complete graphs as spanning sﬂgraphs. If G has at least one pair of

distinct nonadjacent vertices, the cornéctivity «(G) of G is-the minimum k
for which G has a k-vertex cut; otherwise, we define «{G) tobe v— 1. Thus

¢ «(GT=0 1l G 15 cither trivial or disconnected, G 15 said 1o be k-connected if
MG =K. All nontrivial connected graphs are 1-connécled.
Recall that an edge cut of G is a subset of E of the form [S, S}, where S is

a nonempty proper subset of V. A k-edge cut is an edge cut of k clements.
IfGis ivial and E’ is an edge cut of G, then G~ E’ is ‘disconnectea; we

then define the edge confechivity k (G) of G to be the minimum k for which

G has a k-edge cut. If G is trivial, k'(G) is defined to be zero. Thus K (G =0
Mr disconnected, and k'(G) =1 if G is a connected graph
with a cut edge. G is said to be k-edge-connected if k'(G)=k. All nontrivial
connected graphs are 1-edge-connected.

A DKge

Figure 3.1
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ot o1 Figure 3.2

Py

»
7 - STt
Theorem 3.1 ks«'s8.) el

Proof 1 G is trivial, then «’= 0= 3. Otherwise, the set of links incident
with a vertex of degree § constitute a 8-edge cut of G. 1t follows that ' = 8.

We prove that « =« by induction on «'. The result is true il k"= 0, since
then G must be either trivial or disconnected. Suppose that it holds for all

0, and let ¢ be an edge in a k-edge cul of G. Setting H=( - ¢, we have
«'(H) =k -1 and so, hy the induction hypothesis, x(H)<k~1..

If H contains a complete graph as a spanning subgraph, then so does G
and

k(Gy=x(H)sk~1
Otherwise, let S be a vertex cut of H with «(H) ej_gn_lgqgs: Since H~-S is
disconnected, €ithier G =5 is disconnected, and then

k(G)=x(H)=k~1

or else G~ 8 is connected and ¢ is a cut edge of G—S. In this latter case,
either (G —S8)=2 and

k(G)sviG)~T=k(H)+1=sk

or (exercise 2.3.1a) G —S has a 1-vertex cut {v}, implying that SU{v} is a
vertex cut of G and

k(G)=sk(H)+1=sk

Thus in each case we have x{G)<k =«'((G). The result follows by the
principle of induction [

The inequalities in theorem 3.1 are often strict, For example, the graph G
of figure 3.2 has k=2, k'=3 and 6 =4.

N
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Exercises

3.L.1 (a) Show that if G is k-edge-connected, with k >0, and if E' is a set
of k edges of G, then w(G—E')=2,
(b) For k>0, find a k-connected graph G and a set V' of k vertices
of G such that (G- V') >2.
1.2) Show that if G is k- -edge-connected, then & = ky/2.
\3/ {a) Show that if G is simple and §zv -2, then « = 8,
{b) Find a simple graph G with =v~3 and x <8.
3.1.4 (a) Show that if G is simple and §=v/2, then x'= 8.
(b) Find a simple graph G with 8 =[{12)~1] and &' <8.
3.1.5 Show that if G is simple and §=(v+k—2)/2, then G is k-
connected,
++:§ Show that if G is simple and 3-regular, then « =«’.
@ Show that if I, m and n are integers such that 0<l=m <n, then
there exists a simple graph G with k =1}, x'=m, and § =n.
(G. Chartrand and F. Harary)

3.2 BLOCKS

connected graph that has_no cut vertices is calied a block. Every block
ith at least thyee vertices is 2-connected. A block of a graph is a subgraph
that is a block and is maximal with respect to this property. Every graph is

the union of its blocks; this is illustratedn Hgire .
/ B '\ ‘\‘
i ~
° <

(b
Figure 3.3. (a) G: (b) the blocks of G

\fs,f&mly of paths in G is said to be mtemally ~disjoint if no vertex of G is
fial Veriex of more than oné_path of the family. The follc;wmg‘
theorem is due to Whitney .

Theorem 3.2 A graph G with v=3 is 2-connected if and only if any two
vertices of G are connected by at least two internally~disjoint p/zﬁhs. *

-

Connectivity 45

Figure 3.4

=

Proof If any two vertices of G are connected by at least two internally- .
disjoint paths then, clearly, G is connected and has no 1-vertex cut. Hence
G is 2-connected,

Conversely, let G be a 2-connected graph. We shall prove, by induction
on the distance d{u, v) between u and v, that any two vertices u and v are
connected by at least two internally-disjoint paths.

Suppose, first, that d{(u, v)= 1. Then, since G is 2-connected, the edge uv
is not a cut edge and therefore, by theorem 2.3, it is contained in a cycle. It
follows that ¥ and v are connected by two internally-disjoint paths in G.

Now assume that the theorem holds for any two vertices at distance less
than k, and let d{u, v) =k =2. Consider a (u, v)-path of length k, and let w
be the vertex that precedes ¢ on this path. Since d{u, w)=k — 1, it follows
from the induction hypothesis that there are two intemaliy-dicjoint (u, w)-
paths P and Q in G. Also, since G is 2-connected, G—w is connected and
so contains a (u, v)-path P' Let x be the last vertex of P' that is also in
PUQ (see figure 3.4). Since u is in PUQ, there is such an x; we do not
exclude the possibility that x = v,

We may assume, without loss of generality, that x is in P. Then G has two
internally-disjoint {u, v}-paths, one composed of the section of P from u to
x together with the section of P’ from x to u, and the other composed of Q
together with the path wo 0§

Coroflary 3.2.1 ¥ G is 2-connected, then any two vertices of G lie on 2
common cycle.

Proof This follows immediately from theorem 3.2 since two vertices lie
on a common cycle if and only if they are connected by two internally-
disjoint paths [J

It is convenient, now, to introduce the operation of subdivision of an
edge. An edge ¢ is said to be subdivided when it is dcleted and replaced by a
path of length two connecting its ends, the internal vertex of this path being
a new vertex. This is illustrated in figure 3.5,
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Figure 3.5, Subdivision of an edge

1t can be scen that the class of blocks with at least three vertices is closed
under the operation of subdivision. The proof of the next corollary uses this
fact.

Corollary 3.2.2
common cycle.

If (i is a block with v = 3, then any two edges of G lieon a

Proof Let G be a block with v =3, and let ¢, and e, be two edges of G.
Form a new graph G' by subdividing e, and e;, and denote the new vertices
by v, and v.. Clearly, G’ is a block with at least five vertices, and hence is
2-connected. It follows from corollary 3.2.1 that v; and v, lie on a common
cycle of G'. Thus e, and e; lie on a common cycle of G (see figure 3.6) 0

Theorem 3.2 has a generalisation to k-connected graphs, known as
Menger's theorem: a graph G with v =k + 1 is k-connected if and only if any
two distinct vertices of G are connected by at least k internally-disjoint
paths. There is also an edge analogue of this theorem: a graph G is
k-edge-connected if and only if any two distinct vertices of G are connected

Figure 3.6. (&) G";1{b) G

et e e
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by at least k edge-disjoint paths. Proofs of thesc theorems will be given in
chapter 11,

Exercises

3 2 1) Show that a gmph is 2-edge-connccted if and only if any two vertices

- are connected by at least two edge-disjoint paths.

3.2.2  Give an example to show that if P is a (u, v)-path in a 2-connected
graph G, then G does not necessarily contain a {(u, v)-path Q

. *internally-disjoint from P, \

:7\.3.2‘3 Show that if' G has no even cycles, \then each block of G is either K, or

K, or an odd cycle.

3.2.4 Show that a connected graph which is not a block has at least two
blacks that cach contain exactly one cut vertex.

3.2.5 Show that the number of blocks in G is equal to w+ Z\(b(u)w 1),

vEN

where b(v) denotes the number of blocks of G containing v,

3.2.6" Let G be a 2-connected graph and let X and Y be disjoint subsets of
V, each containing at least two vertices. Show that G contains
disjoint paths R and Q such that

(i) the origins of P and Q belong to X,
(i} the termini of P and Q belong to Y, and
(iii) no internal vertex of P or Q belongs to XU Y.
327 A nuncmpty graph G is «-critical if, for every edge e, x{G ~e¢)<
k(G).
{a) Show that every x-critical 2-connected graph has @ vertex of
degree two,
(Halin, 1969 has shown that, in general, every k-critical k-
connccted graph has a vertex of degree k.)
(b) Show that if G is a «-critical 2-connected graph with v = 4, then
) £=2v—4. {G. A. Dirac)
Lﬂ Describe a good algorithm for finding the blocks of a graph.

00t :

\:«f APPLICATIONS

/!

( 3.3 CONSTRUCTION OF RELIABLE COMMUNICATION NETWORKS

v I we think of a graph as representing a4 communication network, the
\connectivity (or edge conneetivity) becomes the smallest number of com-
munication stations (or communication links) whose breakdown would
jeopardise communication in the system. The higher the connectivity and
edge connectivity, the more reliable the network, From this point of view. a
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tree network, such as the one obtained by Kruskal’s algorithm, is not very
reliable, and one is led to consider the following generalisation of the
connector problem.

Let k be a given positive integer and let G be a weighted graph.
Determine a minimum-weight k-connected spanning subgraph of G.

For k =1, this problem reduces to the connector problem, which can be
solved by Kruskal's dlgorithm. For values of k greater than one, the
problem is unsolved and is known to be difficult. However, if G is a
complete graph in which each edge is assigned unit weight, then the problem
has a simple solution which we now present.

Observe that, for a weighted complete graph on n vertices in which each .

edge is assigned unit weight, a minimum-weight m-connected spanning
subgraph is simply an ni-connected graph on. n vertices with as few edges as
possible. We shall denote by f(m, n) the least number of edges that an
m-connected graph on n vertices can have, (It is, of course, assumed that
m < n.) By theorems 3.1 and 1.1

Y *§ ¢ Y
f(m, n) ={mn/2} w ,’ 2 3.1)

We shall show that equality holds in (3.1) by constructing an m-connected
graph H... on n vertices that has exactly {mn/2} edges. The structure of Hu,
depends on the parities of m and n; there are three cases.

Case I m even. Let m = 2r. Then Ha. is constructed as follows. It has
vertices 0,1,...,n~1 and two vertices i and j are joined if i—~r=j=<i+r
{where addition is taken modulo n). Hias is shown in figure 3.7a.

Case 2 m odd, n even. Let m=2r+1. Then Hj.,. is constructed by
first drawing Ho.. and then adding edges joining vertex i to vertex i +(n/2)
for 1 =i=n/2. Hqa is shown in figure 3.7b.

Q
7 1
6 2
5 3
4
' (h) (c)

Figure 3.7, (a) H.a: (b) Hay; (¢} Has

|
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Case 3 m odd, n odd. Let m=2r+ 1. Then Ha .. is constructed by first
drawing H,., and then adding edges joining vertex 0 to vertices (n—1)f2
and {(n+ 1)/2 and vertex i to vertex i+{(n+ 1)/2 for I=i<{n—1)/2. Hio is
shown in figure 3.7c.

Theorem 3.3 (Harary, 1962) The graph H... is m-connected.

Proof Consider the case m = 2r. We shall show that H,,,, has no veriex
cut of fewer than 2r vertices. If possible. let V' be a vertex cut with |V <2r.
Let i and j be vertices helonging to different components of H;,.— V',
Consider the two sets of vertices

S={i,i+1,...,j—1.j}
and
T={,j+1,... =10}

where addition is taken modulo n. Since |V <2r, we may assume, without
loss of generality, that |V'N8]<r, Then there is clearly a sequence of
distinct vertices in S\V' which starts with i, ends with j, and is such that the
difference betwecn any two consecutive terms is at most r. But such a

sequence is an (i, j)-path in H,,— V', a contradiction. Hence H,, is

2r-connected.
The case m =2r+1 is left as an exercise {exercise 3.3.1) U

It is easy to see that e(Hu,)={mn/2}. Thus, by theorem 3.3,
fim, n)y={mn/2} (3.2)
It now follows from (3.1) and (3.2) that

fCm, n)={mn/2}

and that H,, is an m-connected graph on n vertices with as few edges as
possible. ‘

We note that since, for any graph G, « =« (theorem 3.1), Hu, is also m-
edge-connected. Thus, denoting by gim, n) the least possible number of
edges in an m-edge-connected graph on n vertices, we have, for | <m<n

g(m, n}={mn/2} 3.3

Exercises

3.3.1 Show that Ha ., is (2r + [)-connected.

3.3.2 Show that k(Humn) =k (Hn) = m.

3.3.3  Find a graph with nine vertices and 23 cdges that is 5-connccted but
not isomorphic to the graph M.y of figure 3.7c.

3.3.4 Show that {3.3) holds for all values of m and n withm > 1 and n >+ 1.
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ABSTRACT

This paper presents preliminary results of our research on
wireless networking that suppons reliable communications
between nomadic hosts engaged in distributed computing and
collaborative conferencing, Our network model consists of a

set of low-power, radio frequency (RF) transceivers which .

. move refative to each other across an irregular terrain subject

to RF propagation impairments; The low transmitter power - -
defines a- radio; coverage “which - limits: the: ‘probability of -+
" intercept and the number of neighbors but optimizes frequency - -
reuse:- ‘The: combination ‘of :low power: and propagmion'

: mob:le hosts’ receive: 'messages that they did. not receive
link failures.. The rapidity of these failures and perturbations - -

environment produces a \ network characterized by stochastic

to the network topology defeats the use of routing policies

based on maintaining routing tables or determining least cost

paths.  With these conditions as the background, our work
addresses the need to provide reliable information exchange,
mitigate bottlenecks, avoid excessive traffic, and offer scalable
services without the- benefit of static base station-or fixed

backbone support.- Meeting such challenges demands a robust,

flexible information transport system that delivers all required
information for diverse operational scenarios. The approach
emphasizes the importance of achieving guaranteed delivery

across a network of limited size operating in a hostile .

environment rather than obtaining a high throughput per unit
area, typical of commercial enterprises.

The basic premise of the protocol is that host mobility and
terrain prevents ¢ priori knowledge of any host location and
optimum path, Message broadcasting, or flood routing,
provides the means for reliable delivery of information in the
presence of uncertain connectivity and node. Jocations.
Knowledge of the network results, instead, from a measure of
transmitted and received message traffic. Central to the
protocol is the provision for each mobile host to retain a
HISTORY of messages broadcast to and received from its
neighbor(s). A host which receives a message broadcasts an

conumon to the nespecuve HISTORY of each host :Once the

acknowledgment to the sender, updates its local HISTORY, and
then retransmits the message if it is not a duplicate message.
Duplicated inessages are discarded. If a sending host does not
receive an acknowledgment from a neighbor within a certain
time, it timeouts and resénds the méssage:” I a host does not

receive an acknowledgment after several retries, it assumes that. -

the link disconnection is not transient and stops sending the.
message. When 2 host detects a new neighbor; 2 handshake
procedure results. in’ the exehange of active messages not

previously due.to link: disconnections. - - Idie hosts will'
periodically broadcast a soundmg msage 10 mmam thelr
nemorkpresence

1 INI‘RODUCTION Wmnmg the mfonnauon war wnh
complete ‘and up-to-date intelligence is vital to the entire
spectrum- of possible - operational: requirements,.- whether
engaged in war or corporate strategic plamning.- Military.
commanders engaged in rapid force projection, as well as
public safety officers, medical staff, and corporate managers,
demand accurate information regardless of location or
situation. Each-requires a clear and accurate picture of a
changing situation to reach well-informed decisions and
successful conclusion. Information must flow throughout the
network toward the users ar each level of the management
hierarchy whether at the sustaining base or at the forward most
part of the mission, Participating staff must have the capability
10 acquire or send accurate information that defines their space
and situation. The information transport network must extend
reliable voice, data; video, and imagery transmissions to
nomadic users at any location. The availability of assured
communications directly relates to mission success through
computing, conferencing, and synchronized tasking while fixed
or on-the-move. Invariably, this critical information is required
when communications services normally provided by a reliable,

“This research was supported in part by NSF under Grant No. CRR-9110177, by the Texas Advanced Technology Program under Grant No.

9741-036, and by a gram from Electrospace Systems, Inc., a Chrysler Company.

0-7803-2489-7/95 $4.00 © 1995 IEEE
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fixed infrastructure are unavailable or severely degraded.

The wireless networking of mobile (i.e., nomadic) subscribers
is an emerging paradigm in the field of distributed command,
control, and computing, with the potential to improve
command and control responsiveness. In our context, the
phrase "mobile wireless network® means that the network does
not contain any static support stations. This network model
supports the needs of subscribers to mobile command posts
and mobile satellite ground entry poims. In this role, the
network must provide reliable information transfer, mitigate
bottlenecks, avoid excessive traffie, offer scalable services,
and, above all, adapt to dynamic topologies. The RF coverage
area should conform as closely as possible to the area over
which subscribers move, thereby offering a low probability of

detection and improving -frequency re-use. Low-cost

implementation and operation are critical.

Nomadic wireless networks currently are characterized by
limited bandwidth and frequent changes in link connectivity.
The challenge is to allow updates from multiple users
simultaneously, but only for those users that require the
service, The major requirements include the capability to:
minimize updates, provide fault-tolerant service, provide
service scalability, and minimize communication and
computation overhead. Many of the algorithms that assume
static hosts or well-defined point-to-point links cannot be
directly used for mobile systems due to the changes in physical
connectivity and limited bandwidth of the wireless links. This
has spawned considerable research in mobile computing:
designing communication protocols [1, 2, 3, 4], file system
operations - [5, 6], managing data efficiently {7, %], and
providing fault tolerance [9]. Most research on these topics is
based on a model in which the mobile hosts are supported by
static base stations such as cellular telephony or personal
communications systerns (PCS). A typical PCS topology takes
the form of a single-hop network in which each host is within

radio range of the base station or all other hosts. In this paper,
we consider the problem of providing reliable broadcast in

mobile wireless networks where single-hop and kmown
topologies may not exist. Applications include disaster relief
operations, highly mobile military or law enforcement
operations, and rapid response contingency operations where
it is not economical to place support stations.

2. WIRELESS NETWORK MODEL. The model of the
mobile wireless network consists of several mobile hosis
distributed over an irregular terrain (Figure 1). The mobile
hosts use low-power transmitters and novel, efficient receivers
[10] to communicate. Emerging technologies and products for
PCS applications that operate in the ISM bands with a
transmitter power of 1W [11] provide the basis for practical

BNSDOCID: <XP__10153065A__(_>

implementation. In this network concept, the cell of a mobile
host is the geographical area within which the mobile hosts can
directly communicate with other mobile hosts. Note that the
cell of a host does not remain fixed, but moves with each
attached host. The nominal cell size (R) is determined by a
path loss model that denotes the local average received signal
power relative 1o the transmit power. A general path loss (PL)
model that has been demonstrated through measurensent uses
a parameter 2<pu<3 [12] to denote the power law relationship
between distance and received power. Based on both analysis
and measured results, p=4 for the microcell propagation
environment beyond a characteristic distance R,. The power
law model takes the form {13}:

PLR) = PLR) + 10ulog(RIR X, ®

where PL(R,) gives the power loss at the characteristic distance
R, and X, denotes a zero mean Gaussian random variable that
reflects the fluctuations in average recejved power. Nelson and
Kleinrock [14] show that for a slotted ALOHA network
protocol, the optimum throughput occurs with a cell size
defined by a range that includes an average of six nearest
. neighbors. Their results are reproduced in Figure 2. These
results assume a random distribution. of nodes across: the
terrain and a perfect capture condition. Perfect capture occurs
when a node will always receive and detect the strongest of
several simultaneous transmissions within its hearing range.
The weaker signals appear as noise to the detection process. A
non-caputre condition occurs if simultaneous transmissions
always result in collisions. The reduced power supports
frequency reuse, as well as low probability of detection. Their
analysis also shows thar mobile hosts with sufficiem

A S~ D
s\ /o~ . \
Y Qf%,,~

' ~)
iy

Figure 1. Model of a wireless computer network that
experiences link faflures due to range limitations and terrain
impairments.
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Figure 2. Normalized throughput for perfect capture with the
- slotted ALOHA protocol versus the average number of nearest
neighbors for different probabilities that a node is busy.

transmitter power to reach all other hosts (i.e., a single-hop
network) support a significantly lower throughput.

Detecting Neighbors, Neighbors are detected by a strategy
common to a general class of survivable and adaptive network
protocols that use sounding procedures [15, 16]. Two mobile
hosts are neighbors if they can “hear" each other. Each host
detects its neighbors by periodically broadcasting a probe

~
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Figure 3. Examples of (a) a fully connected mobile wireless
network and (b) a decomposed network due to mobility of
hosts ¢ and f. The shaded region indicates the common area
within the range of hosts ¢ and f and the rest of the network.
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message. A host that hears a probe message sends an
acknowledgment to the probing host. Every host maintains a
list of neighbors and periodically updates the list based on
acknowledgments’ received. = When two hosts become
neighbors, a wireless link is established between them, and they
execute a handshake procedure. As part of the handshake
procedure, they each update their list of neighbors.

Link Disconnections, The wireless link between two neighbors
is unreliable due to RF propagation effects such as loss of line-
of-sight (LOS), moving out of range, multipath fading, or
inclement weather. There are two types of link disconnections:
(1) transient and (2) permanent. In the transient case, a host is
unable to communicate briefly with a neighbor due to: (a) the
neighbor moving out of sight; (b) multipath fading; or (c)
inclement weather. Multipath fading has a time dependence
that varies from microseconds to seconds; depending on the
terrain and the host velocity [17]. Fade depths range up to 20
dB. The stochastic behavior of such- transient link
disconnections-is very similar to that encountered for high
frequency radio networks [18]. In the permanent case, a host
is unable to communicate with a neighbor because - their
separation exceeds the range described by the cell geomertry.
We assume that each mobile host can communicate with an
arbitrary mobile host in its cell without any interference (from
other mobile hosts in the same cell) using techniques such as
TDMA or code division multiple access (CDMA) spread
spectrum signaling. Oue such technique is presented in.[16].

3. BROADCAST CONSIDERATIONS. Temestrial
networks provide the means to manage RF spectrum utilization
to minimize the inherent latency for transmission, the
probability of datection, and the cost of utilization not afforded
by satellite services. Reliable broadcast in a mobile wireless
network is not easy due to the following reasons: (1) It may be
difficult to maintain a convenient structure (spanning tree,
virtual ring) for broadcasting because of the mobility of hosts
and the absence of an established backbone network. While an
adaptive algorithm can be used to maintain the structure, the
small cell size leads to cases where two neighbors. may
frequently move out of each others' range leading to the
invocation of the adaptive algorithm frequently. ' (2) The
wireless network itself may not be connected always (see
Figure 3). They may be decomposed into several connected
components for a while and merge after some time (we assume
“quite often™). We also assume that permanent disconnections
do not occur. In the next section we present a preliminary
solution for reliable broadcast in mobile wireless network, Our

solution is based on simple (restricted) flooding and
handshaking,.

Flooding ultimately involves transmitting the message to every
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node in the network, which is a disadvantage, particularly for
large networks. The main advantage of flooding is that there
is little explicit overhead and network management. Asa
consequence, no provisions are made to store or maintain
routing or management data. - Instead, hosts keep track of
individual messages received and determine whether or not to
retransmit the message. It i5 well suited to network
requirements for highly mobile user groups on the digitized
battlefield or in disaster relief operations where there is a need
for reliable delivery in the presence of uncertain connectivity
and rapid topology changes [19].

4. BROADCAST PROTOCOL. To broadcasta message,
a mobile host ransmits the message to all of its neighbors. On
receiving a broadcast message, an intermediate mobile host
retransmits the message to all of its neighbors.. The technique
would suffice if the network remained connected forever,
Additional steps are necessary 1o cope with network link
disconnections.

For example, mobile host &, maintains a sequence counter,
CNT, At any instant, the value of CNT, denotes the number of
messages broadcast by host h,. CNT; is incremented when k,
is about tc broadcast a new message. In addition, host h;
maintains a history of messages’ (H!STORY,) lt has broadcast

as well as received from other hosts. The j* component of
HISTORY, contains information about messages broadcast

from h, and received from h;. A rebroadcast count and a time-

stamp provide the means to limit the propagation of the
message in a large network.

A sample pictorial representation of HISTORY, is shown in
Figure 4. Host h; has received messages 1 and 4, but not

i j k
21 ‘ 21 21
2 [[]2 22
23 [[]2s 23

24 , 24 24

@ oenoTEs MESSAGE RECEIVED

D DENOTES MESSAGE NOT RECEIVED

Figure 4. A snapshot of the status of the HISTORY, showing
messages stored in k;, h;and h,.

messages 2 and 3. Similarly, k, has received messages 2 and
4 from h,, but not messages 1 and 3. It is easy to maintain
HISTORY, for each £, as an armray of lists. We now describe
our solution for reliable broadcast..

Normal Operation. Let us assume that host h, wants to
broadcast message m. The following occurs:

= Host h, first increments CNT, and then wansmits message
{m, h,, CNT}) to all neighbors. It also stores (m h,, CNT)
in a buffer locally.

+ When host k; receives message (m , F , CNT,), it sends an
acknowledgment 10 the sender, updates the i** component of
HISTORY, and buffers the message locally. Host, h then
retransmits the message (m , i, , CNT)) to its neighbors.

If h, receives another copy of (m , &, , CNT)), it discards the
message, but sends an acknowledgment to the sender.

A mobile host 4, after sending 2 message (m, ;, CNT) to
its neighbors, waits for acknowledgments from all of its
neighbors. If h does not receive acknowledgment from a
neighbor within a certain time, A timeouts and resends the

' . message (with a hope that link disconnection is transient). If

k does not recgive acknowledgment after several retries,
assumes that the link disconnection is not transient and stops
sending the message..

During periods of heavy message exchangé activity, this
strategy -substitutes for the polling or sounding procedure
described in Section 2.

Handshake Procedure. When host #, detects a new neighbor,
h,, a handshake procedure is executed by hosts h; and h,:

« hysends HISTORY, to h, and receives HISTORY, from h,.

* hcompares HISTORY, with HISTORY, to identify messages
available in HISTORY, but not in HISTORY,, and broadcasts
those messages. Host h, does likewise.

« h, then receives the "new" messages send by k, and updates
HISTORY,. hdoes the same for messages received from A,
also sends these "new” messages to other neighbors.

At the conclusion of the handshake procedure, the contents of
HISTORY, and HISTORY, are equal. Thus, using handshake
procedure, mobile hosts receive messages that they did not
receive due to link disconnections. The size of HISTORY
stored at each J can be reduced as follows. If the first message
received by h, from k, is CNT,=t then it is sufficient for the k*
component of HISTORY, to start from t. Storage for entry of
messages 110 ¢- 1 need not be provided. Further optimization
can be done by storing either the HISTORY of messages
received or the HISTORY messages not received depending on
which list is smaller.
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5. CONCLUSIONS AND FUTURE WORK. We have
presented a protocol model designed to achieve assured
delivery of information in a multi-hop nomadic wireless
network. To mitigate a handicap of flood routing, the protacol
includes a mechanism to restrict the retransmission of
messages. The protocol accounts for the temporary separation
of a node, or node segments, from other network members.

Our continued research is devoted to methods which improve

the protocol efficiency given the limitation of flood routing. In
order to reduce the size of the buffer at each mobile host, a
buffered message can be deleted after it is received by all the
hosts. For each message a host receives, the host sends an
acknowledgment to the sender of the message. Once
acknowledgments from all hosts have reached the originator,
the originator ¢can direct the hosts 1o delete the message from
the - buffer [2].. To this end, we may have to broadcast and
buffer acknowledgments also, which will increase the overhead.
. One of our objectives is to design an efficient acknowledgment
policy that does not adversely increase the congestion and
storage required at each host. Another option in deleting the

buffered messages is to use timeouts, but this may not be -

suitable in critical applications where messages cannot be lost.
Also the timeout” period “has ‘to be chosen carefully
(incorporating the mobility and link disconnections) so that the
probability of message loss is very low. Some related research
issues are: (1) deriving the necessary conditions, with respect
to the host mobility patiern for our protocol to work; - (2)
identifying structures that are easy to maintain and are suitable
for broadcasting; and (3) designing efficient routing schemes
for unicasting messages.

We are investigating the efficiency and performance
characteristics of survivable and adaptive network protocols
with computer simulation techniques. Preliminary results will
be repotted on the evaluation of the algorithm in terms of
message delay and acknowledgment overhead for different
network sizes and routing restrictions. Our preliminary results
indicate the viability of the message management protacol for
collaborative computing in a dynamic computer network
topology when the reliability of information is paramount.
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INTRODUCTION

XDR is a standard for the description and encoding of data. It is
useful for transferring data between different computer
architectures, and has been used to communicate data between such
diverse machines as the SUN WORKSTATION*, VAX*, IBM-PC*, and Cray*.
XDR fits into the 180 presentation layer, and is roughly analogous in
purpose to X.409, ISO Abstract Syntax Notation. The major difference
between these two is that XDR uses implicit typing, while X.409 uses
explicit typing.

XDR uses a language to describe data formats. The language can only
be used only to describe data; it is not a programming language.

This language allows one to describe intricate data formats in a
concise manner. The alternative of using graphical representations
{itself an informal language) guickly becomes incomprehensible when
faced with complexity. The XDR language itself is similar to the C
ianguage [1], just as Courier [4] is similar to Mesa. Protocols such
as ONC RPC (Remote Procedure Call) and the NFS* (Network File System)
use XDR to describe the format of their data.

The XDR standard makes the fellowing assumption: that bytes (or
octets) are portable, where a byte is defined to be 8 bits of data.

A given hardware device should encode the bytes onto the wvarious
media in such a way that other hardware devices may decode the bytes
without loss of meaning. For example, the Ethernet* standard
suggests that bytes be encoded in “little-endian® style [2], or least
significant bit first.

BASIC BLOCK SIZ:z

The representation of all items requires a multiple of four bytes (or
32 bits) of data. The bytes are numbered 0 through n-1. The bytes
arc read or writfen to some byte stream such that byte m always
precedes byte m*1. If the n bytes needed to contain the data are not
a multipie of four, then the n bytes are followed by enough (0 to 3)
residual zcro bytes, r, to make the total byte count a multiple of 4.

We inciude the familiar graphic box notation for illustration and

comparison. 1ln most illustrations, each box (delimited by a plus
sign at the 4 corners and vertical bars and dashes) depicts a byte.

ACTIVISION, EA, TAKE-TWO, 2K, ROCKSTAR, Ex. 1002, Vol. 3, p. 903 of 1657



http://vww.fags.org/rfcs/rfc1832.html 01/29/2002--page 3

Zllipses (...} between boxes show zero or more additional bytes where
reguired.
e e e — v e e F ot m————— o o R +
‘ byte 0 . byte 1 (...|byte n~1{ 0 [ 0 H BLOCK
o s o s o - ——p— o — — b P, sl i e e + o +
fmmmm e n bytes---————=~- D I bytes——==--— >
o e e n+r (where (n+r) mod 4 = ()>--~——mm————m >

3. XDR DATA TYPES

pach of the sections that follow describes a data type defined in the
XDR standard, shows how it is declared in the language, and includes
a graphic illustration of its encoding.

For each data type in the language we show a general paradigm
declaration. Note that angle brackets (< and >) denote
variablelength sequences of data and square brackets ([ and ]) denote
fixed-length sequences of data. "n", "m" and "r" denote integers.
For the full language specification and more formal definitions of
terms such as "identifier" and "declaration", refer to section 5:
"The XDR Language Specification™.

For scome data types, more specific examples are included. A more
extensive example of a data description is in section 6: "An Example
of an XDR Data Description". :

3.2 Integer
An XDR signed integer is a 32-bit datum that encodes an integer in
the range [—2147483648,2147483647)., The integer is represented in
two's complement notation. The most and least significant bytes are

0 and 3, respectively. Integers are declared as follows:

int identifier;

(MSB) (LSB)
e e o e o et e s o Ot S o o e e e — +
Ibyte 0 |byte 1 |byte 2 |byte 3 | INTEGER
B ittt e ——— e A ————— +
Ko e 32 bitg—=mmmmmmmmme >

3.2. Unsigned lnteger

An XDR unsigned integer is a 32-bit datum that encodes a nonnegative
integer in the range [0,4294867298]. 1t is represented by an
unsigned binary number whose most and least significant bytes are (
and 3, respectively. An unsigned integer is declared as follows:

unsigned int identifier;

(MSB) (LSB)

e e et e e e e e e o +

ibyte 0 lbyte 1 ibyte 2 |byte 3 | UNSIGNED INTEGER
e n e e e e +
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3.3 Enumeration
Enumerations have the same representation as signed integers.
Enumerations are handy for describing subsets of the integers.
Enumerated data is declared as follows:

enum { name-identifier = constant, ... } identifier;

For example, the three colors red, yellow, and blue could be
described by an enumerated type:

enum { RED = 2, YELLOW = 3, BLUE = 5 } colors;

It is an error to encode as an enum any other integer than those that
nave been given assignments in the enum declaration.

3.4 Boolean
Booleans are important enough and occur frequently enough to warrant
their own explicit type in the standard. Booleans are declared as
folliows:
bool identifier;
This is equivalent to:
enum { FALSE = 0, TRUE = 1 } identifier;
3.5 Hyper Integer and Unsigned Hyper Integer
The standard aliso defines 64-bit (8-byte) numbers called hyper
integer and unsigned hyper integer. Their representations are the
obvious extensions of integer and unsigned integer defined above.
They are represented in two's complement notation. The most and
least significant bytes are 0 and 7, respectively. Their

declarations:

hyper identifier; unsigned hyper identifier;

(MSB) (LSB)
—————— U - e —————— o e Fm—————— B +
fbyte 0 |byte 1 |byte 2 |byte 3 |byte 4 |byte 5 |byte 6 |byte 7 |
e ——— e e e Fm—————— e Fomm———— +o————— o +
e R B T 64 bit§-——=——mmmmmm oo >

HYPER INTEGER
UNSIGNED HYPER INTEGER

3.6 Iloating-point
The standard defines the floating-point data type "float" (32 bits or
4 bytes). The encoding used is the IEEE standard for normalized
single-precision floating-point numbers {3]. The following three

fields describe the single-precision floating-point number:

S: The sign of the number. Values 0 and 1 represent positive and
negative, respectively. One bit.
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E: The exponent of the number, base 2. 8 bits are devoted to this
field. The exponent is biased by 127.

F: The fractional part of the number's mantissa, base 2. 23 bits
are devoted to this field.

Therefore, the floating-point number is described by:
(-1y**g * 2%*(E-Bias) =~ 1.F
v is declared as follows:

float identifier;

o s e e e e e e e e e e o +
ibyte 0 Ibyte 1 |byte 2 lbyte 3 | SINGLE-PRECISION
si B F ! FLOATING~POINT NUMBER
o o e e g ————— o ———— “+
li<- 8 =>i<—mmmmmm 23 bits~-——-- >|
e 32 bits——=mmmmmmm— >

Just as the most and least significant bytes of a number are 0 and 3,
the most and least significant bits of a single-precision floating-
point number are 0 and 31. The beginning bit (and most significant

bit) offsets of S8, E, and F are 0, 1, and 8, respectively. Note that
these numbers refer to the mathematical positions of the bits, and
NOT to their actual physical locations (which vary from medium to
medium) .

The IEEE specifications should be consulted concerning the encoding
for signed zero, signed infinity (overflow), and denormalized numbers
(underflow) [3]. According to IEEE specifications, the "NaN" (not a
number) is system dependent and should not be interpreted within XDR
as anything other than "NaN".

3.7 Double-precision Floating-point
The standard defines the encoding for the double-precision floating-
point data type “"double" (64 bits or 8 bytes). The encoding used is
the IEEE standard for normalized double-precision flcating-point
numbers [3]. The standard encodes the following three fields, which
describe the double-precision floating-point number:

S: The sign of the number. Values 0 and 1 represent positive and
negative, respectively. One bit.

¥: The exponent of the number, base 2. 11 bits are devoted to
this field. The exponent is biased by 1023.

I': The fractiona.l part of the number's mantissa, base 2. 52 bits
are devoted to this field.

Therefore, the floating-point number is described by:

(-i)**S * 2=*(E-Bias) * 1.F
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1t is declared as follows:

double identifier;

e e e e o e o e e e o e e e e o e +
ibyte Olbyte libyte 2|byte 3lbyte 4|/byte 5ibyte 6|byte 7!
S E | F |
R e e o e e S o o e e o o e e o o +
L Ll | Lo om e e — 52 bitgm—mmmm o e >
i 64 bits=—=rmm— e — e >

DOUBLE~PRECISION FLOATING-POINT

Just as the most and least significant bytes of a number are 0 and 3,
the most and least significant bits of a double-precision floating~
point number are 0 and 63. The beginning bit (and most significant
bit) cffsets of §, E , and F are 0, 1, and 12, respectively. Note

that these numbers refer to the mathematical positions of the bits,
and NOT to their actual physical locations (which vary from medium to
medium) .

The 1EEE specifications should be consulted concerning the encoding
for signed zero, signed infinity (overflow), and denormalized numbers
(underflow} [3]. According to IEEE specifications, the "NaN" (not a
number) is system dependent and should not be interpreted within XDR
as anything other than "NaKN",

3.8 Quadruple-precision Floating-point
The standard defines the encoding for the guadruple-precision
floating-point data type "quadruple" (128 bits or 16 bytes). The
encoding used is designed to be a simple analog of of the encoding
used for single and double-precision floating-point numbers using one
form of IEEE double extended precision. The standard encodes the
following three fields, which describe the quadruple-precision
floating-point number:

S: The sign of the number. Values 0 and 1 represent positive and
negative, respectively. One bit.

E: The exponent of the number, base 2. 15 bits are devoted to
this field. The exponent is biased by 16383.

F: The fracticnal part of the number's mantissa, base 2. 112 bits
are devoted to this field.

Therefore, the floating-point number is described by:
(-1)**§ = 2**(E-Bias}) * 1.F

1t is declared as follows:
guadruple identifier;

e e — e o e o b ——— +
Ibyte 0lbyte libyte 2|byte 3lbyte 4lbyte 5| ... |bytel5|
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s E ! F |
e o s e — o e e e e o B + - = e e o +
1l€mm==15====> | Kmmmmm o 112 bits—==-mmmmmmmmmmm s >
Qo 128 bitg-—=m=-mm=——mmmmmm e — e >

QUADRUPLE-PRECISION FLOATING-POINT

Just as the most and least significant bytes of a number are 0 and 3,
the most and least significant bits of a gquadruple-precision
floating~point number are 0 and 127. The beginning bit (and most

gignificant bit) offsets of S, E , and F are 0, 1, and 16,
respectively. Note that these numbers refer to the mathematical
positions of the bits, and NOT to their actual physical locations
{(which vary from medium to medium).

The encoding for signed zero, signed infinity (overflow), and
denormalized numbers are analogs of the corresponding encodings for
single and double-precision floating-point numbers [5], (6]1. The
"NaN" encoding as it applies to quadruple-precision floating-point

~numbers is system dependent and should not be interpreted within XDR
as anvything other than “NaN".

3.9 Fixed-length Opague Data

t times, fixed-length uninterpreted data needs to be passed among
machines. This data is called "opagque" and is declared as follows:

opaque identifier[n];

where the constant n is the (static) number of bytes necessary to
contain the opagque data. If n is not a multiple of four, then the n
bytes are followed by enough (0 to 3) residual zero bytes, r, to make
the total byte count of the opague object a multiple of four.

0 1 -
e e I it e I e +
| byte 0 | byte 1 |...lbyte n-1!| 0 boudd 0 !
e el R e e I e it +
K mm i = — n bytes——--—----- e r bytes————-- >|

FIXED-LENGTH OPAQUE
3.10 variable-length Opague Data

The standard also provides for variable-length {(counted} opaque data,
defined as a sequence of n (numbered 0 through n-1} arbitrary bytes
to be the number n encoded as an unsigned integer {as described
below), and followed by the n bytes of the seguence.

Byte m of the sequence always precedes byte m+l of the sequence, and
byte 0 of the sequence always follows the sequence's length (count).
1f n is not a multipie of four, then the n bytes are followed by
enougn (0 to 3) residual zero bytes, r, to make the total byte count
a multiple of four. Variable-length opaque data is declared in the
following way:

opaque identifier<m>;
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opaque identifier<>;

The constant m denotes an upper bound of the number of bytes that the
seguence may contain. If m is not specified, as in the second
declaration, it is assumed to be (2**32) - 1, the maximum length.

The constant m would normally be found in a protocol specificatiocon.
For exzample, a filing protocol may state that the maximum data
transfer size is 8192 bytes, as follows:

opague filedata<819Z>;

0 1 2 3 4 5
o e — — e e e s — e o oy b ———— o e e o m——— +
| length n tbytellbyteli...| n-1 { O {...1 0O
o o e F e e e am o o = Eam T Ty o I +
[ m e 4 bytes--~---- >}|&-==--~n bytes------ >|<---1r bytes—-->]
| <===—-nt+r (where (n+r) mod 4 = 0)-—~->|

VARIABLE-LENGTH OPAQUE

It is an error to encode a length greater than the maximum described
in the specification. )

3.11 String

The standard defines a string of n (numbered 0 through n-1) ASCII
byres to be the number n encoded as an unsigned integer (as described
above), and followed by the n bytes of the string. Byte m of the
string always precedes byte m+l of the string, and byte 0 of the
string always follows the string's length. If n is not a multiple of
four, then the n bytes are followed by enough (0 to 3} residual zero
bytes, r, to make the total byte count a multiple of four. Counted
byte strings are declared as follows:

string object<m>;
or.
string object<>;

The constant m denotes an upper bound of the number of bytes that a
string may contain. If m is not specified, as in the second

declaration, it is assumed to be (2**32) - 1, the maximum length.
The constant m would normally be found in a protocol specification.
For example, a filing protocol may state that a file name can be no
longer than 255 bytes, as follows:

string filename<255>;

0. 1 2 3 4 5 cen
o —— e e e e o e ————— e e Fm————= Foa e m——— e o ta i h——— +
i length n |bytelibytell... n-1 | O {...} O
o e e A o e o R I e I +
§ o e e 4 byteg--—-—-m-- > L n byteg--~--- >{<---r bytes——-->|
|<=—--n+r (where {(n+r} mod 4 = 0)~~-—>]

STRING

It is an error to encode a length greater than the maximum described
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in the specification.
3.12 Fixed-length Array

Declarations for fixed-length arrays of homogeneous elements are in
the following form:

type-name identifierinl;

Fixed-length arrays of elements numbered 0 through n-1 are encoded by
individually encoding the elements of the array in their natural
order, 0 through n-l. Each element's size is a multiple of four
bytes. Though all elements are of the same type, the elements may
have different sizes. For example, in a fixed-length array of
strings, all elements are of type "string", yet each element will
vary in its length.

et S e T I s St SR

i element O i element 1 le..i element n-~1 |
e e o e e o e o e e
| Qo m e n elements-—————=~———-—ome———— >

FIXED—LENGTH ARRAY
3.13 variable-length Array

Counted arrays provide the ability to encode variable-length arrays of
homogeneous elements. The array is encoded as the element count n (an
unsigned integer) followed by the encoding of each of the array's
elements, starting with element 0 and progressing through element n- 1.
The declaration for variable-length arrays follows this form:

type-name identifier<m>;
or
type~name identifier<>;

" The constant m specifies the maximum acceptable element count of an
array; if m is not specified, as in the second declaration, it is

assumed to be (2**32) - 1.
0 1 2 3
e B e T e s b (= SN S BT A S
! n | element 0 | element 1 |...lelement n-1|
B T ata s st S R I e e e
|[<~4 bytes->|<-————=mmm—m——— n elementg——-———-=~-——= >|

COUNTED ARRAY

It is an error to encode a value of n that is greater than the
maximum described in the specification.

3.14 Structure
Structures are declared as follows:
struct {

component-declaration-A;
component-declaration-B;
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} identifier;

The components of the structure are encoded in the order of their
declaration in the structure. Each component's size is a multiple of
four bytes, though the components may be different sizes.

e — e +...

| component A | component B |... STRUCTURE
T e e e Fona

3.15 Discriminated Union

A discriminated union is a type composed of a discriminant followed
by a type selected from a set of prearranged types according to the
value of the discriminant. The type of discriminant is either "int",
"unsigned int", or an enumerated type, such as "bool". The component
types are called "arms"™ of the union, and are preceded by the value
of the discriminant which implies their encoding. Discriminated
unions are declared as follows:

union switch (discriminant-declaration) |
case discriminant-value-A:

arm-declaration-a;
case discriminant-value-B:
arm-declaration-B;

default: default~declaration;
} identifier;

Each “"case" keyword is followed by a legal value of the discriminant.
The default arm is optional. If it is not specified, then a valid
encoding of the union cannot take on unspecified discriminant values.
The size of the implied arm is always a multiple of four bytes.

The discriminated union is encoded as its discriminant followed by
the encoding of the implied arm, ‘

0 1 2 3
g e e e o e e e
| discriminant | implied arm | DISCRIMINATED UNION
et e B T e
!

3.16 void
An XDR veid is a O-byte quantity. Voids are useful for describing
operations that take no data as input-or no data as output. They are
also useful in unions, where some arms may contain data and others do
not. The declaration is simply as follows:

void;

Voids are illustratved as follows:

01/29/2002--page 10
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VOID

b

—=»<~- {J bytes
3.17 Constant
The data declaration for a constant follows this form:
const name-identifier = n;

“const™ is used to define a symbolic name for a constant; it does not
declare any data. The symbolic constant may be used anywhere a
regular constant may be used. For example, the following defines a
symbolic constant DOZEN, equal to 1l2.

const DOZEN = 12;
3.18 Typedef

"typedef" does not declare any data either, but serves to define new
identifiers for declaring data. The syntax is:

typedef declaration;

The new type name is actually the variable name in the declaration
part of the typedef. For example, the feollowing defines a new type
called "eggbox" using an existing type called “egg"™:

typedef egyg eggbox[DOZEN];

vVariables declared using the new type name have the same type as the
new type name would have in the typedef, if it was considered a
variable. For example, the following two declarations are equivalent
in declaring the variable "“fresheggs™:

eggbox fresheggs; egg fresheggs [DOZEN];

When a typedef involves a struct, enum, or union definition, there is
another (preferred) syntax that may be used to define the same type.
In generai, a typedef of the following form:

typedef <<struct, union, or enum definition>> identifier;

may be converted to the alternative form by removing the "typedef™
part and placing the identifier after the "struct™, "union", or
"enum" keyword, instead of at the end. For example, here are the two
ways to define the type "bool":

typedef enum { /* using typedef */
FALSE = 0,
TRUOE = 1

} bool;

enum bool | /* preferred alternative */
FALSE = 0,
TRUE = 1

ts
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The reason this syntax is preferred is one does not have to wait
until the end of a declaration to figure out the name of the new
type.

3.19 Optional-data

Optional-data is one kind of union that occurs so frequently that we
give it a special syntax of its own for declaring it. It is declared
as follows:

type~name *identifier;
This is equivalent to the following union:’

union switch {bool opted) {
case TRUE:
type-name element;
case FALSE:
void;
} identifier;

It is alsc equivalent to the following variable-length array
declaration, since the boolean “opted" can be interpreted as the
length of the array:

type-name identifier<l>;

Optiocnal~-data is not so interesting in itself, but it is very useful
for describing recursive data-structures such as linked-lists and
trees. For example, the following defines a type "stringlist" that
encodes lists of arbitrary length strings:

struct *stringlist { !
string item<>;
stringlist next;

s

It could have been equivalently declared as the following union:

union stringlist switch (bool opted) {
case TRUE:
struct {
string item<>;
stringlist next;
} element;
case FALSE:
void;

bi
or as a variable-length array:
struct stringlisct<i> |
string item<>;

stringlist next;
}:
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Both of these declarations obscure the intention of the stringlist
type, so the optional-data declaration is preferred over both of
them. The optional~data type also has a close correlation to how
recursive data structures are represented in high-level languages
such as Pascal or C by use of pointers. In fact, the syntax is the
same as that of the C language for pointers.

3.20 Areas for Future Enhancement

The XDR standard lacks representations for bit fields and bitmaps,
since the standard is based on bytes. &Also missing are packed (or
binary-coded) decimals.

The intent of the XDR standard was not to describe every kind of data
that people have ever sent or will ever want to send from machine to
machine. Rather, it only describes the most commonly used data-types
of high-level languages such as Pascal or C so.that applications
written in these languages will be able to communicate easily over
some medium. :

One could imagine extensions to XDR that would let it describe almost
any existing protocol, such as TCP. The minimum necessary for this
are support for different block sizes and byte-orders. The XDR
discussed here could then be considered the 4-byte big-endian member
of a larger XDR family. ' .

DISCUSSION

(1} Why use a language for describing data? What's wrong with
diagrams?

There are many advantages in using a data-~description language such
as XDR ‘versus using diagrams. Languages are more formal than
diagrams and lead to less ambiguous descriptions of data. Languages
are also easier to understand and allow one to think of other issues
instead of the low-level details of bit-encoding. Also, there is a
close analogy between the types of XDR and a high-level language such
as C or Pascal. This makes the implementation of XDR encoding and
decoding modules an easier task. Finally, the language specification
itself is an ASCII string that can be passed from machine to machine
to perform on-the~fly data interpretation.

(2) Why is there only one byte-order for an XDR unit?

Supporting two byte-orderings requires a higher level protocol for
determining in which byte-order the data is -encoded. Since XDR is
not a protocol, this can't be done. The advantage of this, though,
is that data in XDR format can be written to a magnetic tape, for
example, and any machine will be able to interpret it, since no
higher level protocol is necessary for determining the byte-order.

{3) Why is the XDR byte-order big-endian instead of little-endian?
Isn't this unfair to little-endian machines such as the VAX(r), which
has to convert from one form to the other?

Yes, it is unfair, but having only one byte-order means you have to
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be unfair to somebody. Many architectures, such as the Motorola
68000~ and IBM 370*, support the big-endian byte-order.

(4) Wny is the XDR unit four bytes wide?

There is a tradeoff in choosing the XDR unit size. Choosing a small
size such as two makes the encoded data small, but causes alignment
problems for machines that aren't aligned on these boundaries. A
large size such as eight means the data will be aligned on virtually
every machine, but causes the encoded data to grow too big. We chose
four as a compromise. Four is big encugh to support most
architectures efficiently, except for rare machines such as the
eight-byte aligned Cray*. Four is also small enough to keep the
encoded data restricted to a reasonable size.

{5) Why must variable-length data be padded with zeros?
t is desirable that the same data encode into the same thing on all
machines, so that encoded data can be meaningfully compared or

checksummed. Forcing the padded bytes to be zero ensures this.

(6} Why is there no explicit data-typing?

Data-typing has a relatively high cost for what small advanta. b
may have. One cost is the expansion of data due to the inser. L ome
fields. Another is the added cost of interpreting these type-.. s

and acting accordingly. And most protocols already know what type
they expect, so data~typing supplies only redundant information.
However, one can still get the benefits of data-typing using XDR. One
way is to encode two things: first a string which is the XDR data
description of the encoded data, and then the encoded data itself.
Another way 1s to assign a value to all the types in XDR, and then
define a universal type which takes this value as ‘its discriminant
and for each value, describes the corrésponding data type.

5. THE XDR LANGUAGE SPECIFICATION

5.1 Notational Conventions
This specificaticn uses an extended Back-Naur Form notation for
describing the XDR language. Here is a brief description of the
notation:

(1) The characters '[', *(', "y*', '[', ']1', "', and '*' are special.
(2) Terminal symbols are strings of any characters surrounded by
double quotes. (3) Non-terminal symbols are strings of non-special
characters. (4) Alternative items are separated by a vertical bar

[ (5) Optional items are enclosed in brackets. (6) Items are
groupced together by enclosing them in parentheses. (7) A >
foliowing an item means 0 or more occurrences of that item.

For example, consider the following pattern:

ua L2 vtveryu (n' L] "Very")* {I! Cold " nand u} " rainy n
("day" : "night")

An infinite number of strings match this pattern. A few of them are:
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a very rainy day"

a very, very rainy day"

a very cold and rainy day"

a very, very, very cold and rainy night"

5.2 Lexical Notes

(1) Comments begin with '/*' and terminate with '*/',

(2)

space serves to separate items and is otherwise ignored.

., identifier is a letter followed by an optional sequence of letters,
digits or underbar ('_'). The case of identifiers is not ignored.

White

(3)

(4) A constant is a sequence of one or more decimal digits,

optionally preceded by a minus-sign ('-').
5.3 Syntax Information

declaration:
type-specifier identifier
type-specifier identifier "["™ value "]1"
type-specifier identifier "<" [ value ] ">"

|
!
| "opague" identifier "([" value "]1"
| "opaque" identifier "<" [ value ] ">"
| "string" identifier "<" [ wvalue ] ">"
| type-specifier "*" identifier
| "wvoid"
value:
constant
| identifier

type-specifier:

{ "unsigned" ] "int"
| [ "unsigned”" ] "hyper"
| "float"
| "double"
| "quadruple"

! "bOOl"

| enum-type-spec

| struct-type-spec
| union-type-spec
| identifier

enum-type-spec:
"enum" enum-body

enum-body:
" { n
( identifier "=" value )

("," identifier "=" value )*
‘l}ll

struct-type-spec:
"struct" struct-body

struct-body:

l|{ll

An
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{ declaration ";" )

( declaration ";" )*
\l}l!

union-type-spec:
"union” union-body

unicn~body:

"switch“ n (“ declaration ") bl "{ll
{ "case" wvalue ":" declaration ";" )
{ "case" wvalue ":" declaration ®";¥" }*
[ "default" ":" declaration ";" ]

u}"

constant-def:
"const" identifier =" constant ¥;"

type-def:
"typedef" declaration ";"
! "enum" identifier enum-body ":;"
i "struct" identifier struct-body ":"
| "union" identifier union-body "“;"

definition:
type-def
| constant-def

specification:
definition *

5.4 Syntax Notes

{1} The following are keywords and cannot be used as identifiers:
"bool", "case", “const", "default", "double", "guadruple", "enum",
"float¥, "hyper", "opague", "string", "struct®, "switch", “typedef",
"union®, "unsigned" and "void".

{2) Only unsigned constants may be used as size specifications for
arrays. If an identifier is used, it must have been declared
previcusly as an unsigned constant in a "const" definition.

(3) Constant and tybe identifiers within the scope of a specification
are in the same name space and must be declared uniquely within this
scope.

(4) Similarly, variable names must be unique within the scope of
struct and union declarations. Nested struct and union declarations
create new scopes.

{5) The discriminant of a union must be of a type that evaluates to
an integer. That is, "int", "unsigned int", "bool", an enumerated
type or any typedefed type that evaluates to one of these is legal.
Also, the case values must be one of the legal values of the
discriminant. Finally, a case value may not be specified more than
once within the scope of a union declaration.

6. AN EXAMPLE OI' AN XDR DATA DESCRIPTION

ACTIVISION, EA, TAKE-TWO, 2K, ROCKSTAR, Ex. 1002, Vol. 3, p. 917 of 1657



http://www.fags.org/rfcs/rfc1832. html

01/29/2002--page 17

Here is a short XDR data description of a thing called a "file™,
which might be used to transfer files from one machine to another.

const MAXUSERNAME 32;
const MAXFILELEN = 65535;

/*
f"&t

max length of a user name */
max length of a file */

const MAXNAMELEN = 255; /* max length of a file name */
/v«
* Types of files:
*/
enum filekind {
TEXT = @, /* ascii data */
DATA = 1, /* raw data */
EXEC = 2 /* executable */
bi
/-r
* File information, per kind of file:
*/
union filetype switch (filekind kind) ({
case TEXT:
void; /* no extra information */
case DATA:

string creator<MAXNAMELEN>;
case EXEC:

string interpretor<MAXNAMELEN>;

}i

/*
* A complete file:
*/
struct file {
string filename<MAXNAMELEN>;
filetype type;
string owner<MAXUSERNAME>;
opaque data<MAXFILELEN>;
bi

/* data creator */

/* program interpretor */

/* name of file */
/* info about file */
/* owner of file */
/* file data */

Suppose now that there is a user named "john" who wants to store his

lisp program "sillyprog" that contains just the data "{guit)}".

file would be encoded as follows:

OFFSET HEX BYTES ASCII
0 00 00 00 08 N
4 73 68 6c 6C sill
8 79 70 72 6f ypro

A 67 00 00 0C g...

16 00 00 00 02 ‘e

20 00 00 00 04 v

24 6c 69 73 70 lisp

28 00 00 00 04 e

32 6a 6f 68 6e john

36 00 00 00 06 P

40 28 71 75 69 {gqui

44 74 29 00 00 ).

His

COMMENTS
-- length of filename = 8
-- filename characters
and more characters ...
and 3 zero-bytes of fill
filekind is EXEC 2
length of interpretor
interpretor characters
length of owner 4
owner characters
length of file data = 6
file data bytes ...
and 2 zero-bytes of fill

4
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7.

TRADEMARKS AND OWNERS

SUN WORKSTATION Sun Microsystems, Inc.

VAX Digital Equipment Corporation

IBM-PC International Business Machines Corporation
Cray Cray Research ’
NF'S Sun Microsystems, Inc.

Ethernet Xerox Corporation.

Motorola 68000 Motorola, Inc.

IBM 370 International Business Machines Corporation

APPENDIX A: ANSI/IEEE Standard 754-1985

For

The definition of NaNs, signed zero and infinity, and denormalized
numbers from [3] is reproduced here for convenience. The definitions
for quadruple-precision floating point numbers are analogs of those
for single and double-precision floating point numbers, and are
defined in [3].

In the following, 'S' stands for the sign bit, 'E' for the exponent,
and 'F' for the fractional part. The symbol 'u' stands for an
undefined bit (0 or 1).

For single-precision floating point numbers:

Type ' S (1L bit) E (8 bits) F (23 bits)

signalling NaN u 255 (max) . Quuuuu---u
(with at least
one 1 bit)
quiet NaN u 255 (max) . luuuuu-~--u
negative infinity 1 255 (max) .000000---0
positive infinity 0 255 (max) .000000~--0
negative zero 1 0 - .000000---0
positive zero 0 ‘ 0 .000000---0
double-precision floating point numbers:
Type S (1 bit) E (11 bits) F (52 bits)
signaliliing NaN u 2047 (max) . OQuuuuu---u

(with at least
one 1 bit)

quiet NaN u 2047 (max) . luuuuu---u
negative infinity 1 2047 (max) .000000~-~-0
positive infinity 0 2047 {max) .000000~---0
negative zero | 1 0 .000000-~--0
positive zero 0 0 .000000~--0
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For quadruple-precision floating point numbers:

Type S (1 bit) E (15 bits) F (112 bits)
signalling Nan . 32767 (nax)  .Ouvumu-—-u
(with at least
. one 1 bit)
guiet NaN u 32767 (max) . luuuuu---u
negative infinity 1 32767 fmax) .000000---0
positive infinity 0 32767 (max) ‘.000000———0
negative zero 1 4] .000000-~-~0
positive zero 0 0 .000000~~~0
Subnormal numbers are represented as follows:
Precision Exponent Value
single o (-1)%45 * 2%% (-126) * 0.F
Double 0 (-1)**g * 2**(-1022) * O0.F
Quadruple 0 (=1}y**3 * 2%*(~16382) * 0.F
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Security Considerations

Security issues are not discussed in this memo.
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A PRIMER ON THE T.120 SERIES STANDARDS

Broad vendor support
means that end users
will be able to choose
from. a variety of inter-
operabie products,

The T.120 standard contains a series of communication
and application protocols and services that provide sup-
port for real-time, multipoint data communications.
These multipoint facilities are important building blocks
for a whole new range of collaborative applications,
including desktop data conferencing, multi-user applica-
tions, and multi-player gaming.

Broad in scope, T.120 is a comprehensive specification
that solves several problems that have historically slowed
market growth for applications of this nature. Perhaps
most importantly, T.120 resolves complex technological
issues in a manner that is acceptable to both the comput-
ing and telecommunications industries.

Established by the International Telecommunications

- Union (ITU), T.120 is a family of open standards that

was defined by leading data communication practitioners
in the industry. Over 100 key international vendors,
including Apple, AT &T, British Telecom, Cisco Systems,
Intel, MCI, Microsoft, and PictureTel, have committed
to-implementing T.120-based products and services.

While T.120 has emerged as a critical element in the data
communications landscape, the only information that
currently exists on the topic is a weighty and complicated
set of standards documents. This primer bridges this
information gap by summarizing 1.120’s major benefits,
fundamental architectural elements, and core capabilities.

A PRIMER ON THE T.120 STANDARD 1
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Key BENEFITS oF T.120

So why all the excitement about T.120?
The bottom line is that it provides excep-
tional benefits to end users, vendors, and
developers tasked with implementing real-
time applications. The following list is a
high-level overview of the major benefits
associated with the T.120 standard:

Multipoint Data Delivery

T.120 provides an elegant abstraction for
developers to create and manage a
multipoint domain with ease. From an
application perspective, data is seamlessly
delivered to multiple parties in “reattime.”

Interoperability

viding a flexible solution for mixed unicast
and multicast networks. The Multicast
Adaptation Pratocol (MAP) is expected to
be ratified in early 1998.

Network Transparency

Applications are completely shielded from
the underlying data transport mechanism
being used. Whether the transport is a
high-speed LAN or a simple dial-up
modem, the application developer is anly
concerned with a single, consistent set of
application services.

Platform Independence

Because the T.120 standard is completely
free from any platform dependencies, it
will readily take advantage of the

T.120 allows endpoint

T.120 BENEFITS

inevitable advances in

applications from multiple
vendors to interoperate.
T.120 also specifies how
applications may interop-
erate with (or through) a
variety of network bridg-
ing products-and services

v Interoperability

v Reliable Data Delivery

v Multicast Enabled Delivery
v Network Transparency .

computing technology. In

v Multipoint Data Delivery fact, DataBeams cus-

tomers have already ported
the T.120 source code eas-
ily from Windows to a
variety of environments,
including 0§/2,

that also support the T.120
standard.

Reliable Data
Delivery
Error-corrected data deliv-

ery ensures that all end-
points will receive each

v Platform Independence

v Network Independence

v Support for Varied Topologies
v Application Independence

v Scalability

v Co-existence with Other
Standards

v Extendability

MAC/QS, several versions
of UNIX, and other pro-
prietary real-time operat-
ing systems. '

Network
independence

The T.120 standard sup-
ports a broad range of

data transmission.

Multicast Enabled Delivery

In muliticast enabled networks, T.120 can
employ reliable (ordered, guaranteed) and
unreliable delivery services. Unreliable
data delivery is also available without mul-
ticast. By using multicast, the T.120 infra-
structure reduces network congestion and
improves performance for the end user.
The T.120 infrastructure can use both

unicast and multicast simultaneously, pro-

transport options, includ-
ing the Public Switched Telephone
Networks (PSTN or POTS), Integrated
Switched Digital Networks (ISDN),
Packet Switched Digital Networks
(PSDN), Circuit Switched Digital
Networks (CSDN}, and popular local area
network protocols (such as TCP/IP and
IPX 'via reference protocol). Furthermore,
these vastly different network transports,
operating at different speeds, can easily co-
exist in the same multipoint conference.
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Support for Varied Topologies

Multipoint conferences can be set up with
virtually no limitation on network topolo-
gy. Star topologies, with a single
Multipoint Control Unit (MCU) will be
common early on. The standard also sup-
ports a wide variety of other topologies
ranging from those with multiple, cascad-
ed MCUs to topologies as simple as a
daisy-chain. In complex multipoint con-
ferences, topology may have a significant
impact on efficiency and performance.

Application Independence

Although the driving market force behind
T.120 was teleconferencing, its designers
purposely sought to satisfy a much broad-
er range of application needs. Today,
T.120 provides a. generic, real-time com-
munications facility that can be used by
many different applications. These appli-
cations include interactive gaming, virtual

reality and simulations, real-time subscrip-
tion news feeds, and process control appli-
cations.

Scalability

T.120 is defined to be easily scalable from
simple PC-based architectures to complex
multi-processor environments character-
ized by their high performance. Resources
for T.120 applications are plentiful, with
practical limits imposed only by the con-
fines of the specific platform running the
software.

Co-existence with Other
Standards

T.120 was designed to work alone or with-
in the larger context of other ITU stan-
dards, such as the H.32x family of video
conferencing standards. T.120 also sup-
ports and cross-references other important
ITU standards, such as V.series modems.

FiGURE 1: MoDEL oF ITU T.120 SERIES ARCHITECTURE
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Extendability

The T.120 standard can be freely extended
to include a variety of new capabilities,
such as support for new transport stacks
{ike ATM or Frame Relay), improved
security rneasures, and new application-
level protocols.

ARCHITECTURAL OVERVIEW

The T.120 architecture relies on a muiti-
layered approach with defined protocols
and service definitions between layers.
Each layer presumes that all layers exist
below. Figure 1 provides a graphical repre-
sentation of the T.120 architecture.

The lower level layers (T.122, T.123,
T.124, and T.125) specify an application-
independent mechanismn for providing
multipoint data communication services
to any application that can use these facil-
ities. The upper level layers (T.126 and
T.127) define protocols for specific con-
ferencing applications, such as shared
whiteboarding and multipoint file trans-
fer. Applicatioﬁs using these standardized
protocols can co-exist in the same confer-
ence with applications using proprietary
protacols. In fact, a single application may
even use a mix of standardized and non-
standardized protocols. - ’

COMPONENT OVERVIEW

The following overview describes the key
characteristics and concepts behind each
individual component of the T.120 stan-
dard. This overview starts at the bottom of
the T.120 stack and progresses upward.

Transport Stacks - T.123

T.120 applications expect the underlying
transport to provide reliable delivery of its
Protocol Data Units (PDUs) and to seg-
ment and sequence that data. T.123 speci-
fies transport profiles for each of the fol-
lowing:
* Public Switched Telephone
Networks (PSTN)

* Integrated Switched Digital
Networks {ISDN})

* Circuit Switched Digital
Networks {CSDN])

* Packet Switched Digital
Networks (PSDN)

« TCP/IP
» Novell Netware IPX

{via reference profile)

As highlighted below in Figure 2, the
T.123 iayer-presents a uniforrn OSI trans-
port interface and services (X.214/X.224)

FiGURE 2: CROSS-SECTION OF T.123 TRANSPORTS (BAsic MobE PROFILES)

l " Muftipoint Communication Service {T.122/T.125) l

i

t |

Teansport Layer l X.22410 | l X22410 ] } X22410 ] %22410
({Layer 4) .
: RFC1008
[ ni+SCF | | nui+scF | | ouescr | 423
! i ]
[ Qg2 l ] Q22 ] l agez * ]
COM.DRV Jnmr ! wessex o WINSOCKBLL Pt spatc
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to the MCS layer above. The T.123 layer ~  available, such as IP networks. While mul-
includes built-in error correction facilities ticast provides unreliable delivery, many
so application developers do not have to applications wusing T.120 require reliable
rely on special hardware facilities to per- services. Developers can incorporate a
form this function. variety of -multicast error correction
schemes into MAPF, thereby selecting the
In a given computing environment, a scheme most closely aligned with their
transport stack typically plugs into a local application.
facility that provides an interface to the
specific transport connection. For exam- In 1996, the ITU is expected to adapt
ple, in the Windows environment, extensions to support important new

DataBeam’s transport stacks : "
plug inte COMM.DRV for I:ﬁs?f&?:\fhzs'gg;gf:
modem communications, may be served by a
WINSOCKDLL for TCP/IP node ona déSktOp
and UDP/IP communications, or by special-

and NWIPXSPX. DLL for |purpose equipment
Novell IPX communications | within the network.

transport facilities, such as
Asynchronous Transfer Mode
(ATM) and H.324 POTS
videophone. It is necessary to
note that developers can easily
produce a proprietary transport
stack (supporting, for example,

support. AppleTalk) that transparently

: uses the services above T.123. An impor-
The Multicast Adaptation Protocol tant function of MCUs or T.120-enabled -
(MAP) service layer is a new extension to bridges, routers, or gateways is to provide
MCS. MAP manages unicast- and multi- transparent interworking across different
cast-based transports. MAP can be used network boundaries.

with any transport where multicast is

FiGURE 3: ExampLEs oF VALID MCS ToOPOLOGIES
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Multipoint Communication
Service (MCS) - T.122,T.125

T.122 defines the multipoint services
available to the developer, while T.125
specifies the data transmission protocol.
Together they form MCS, the multipoint
“engine” of the T.120 conference. MCS
relies on T.123 to deliver the data. (Use of
MCS is entirely independent of the actual
T.123 transport stack(s) that is loaded.)

FIGURE 4: CHANNEL DIAGRAM

MCS is a powerful taol that can be used to
solve virtually any multipoint application
design requirement. MCS is an elegant
abstraction of a complex organism.
Learning to use MCS effectively is the key
to successfully developing real-time appli-
cations.

How MCS Works

In a conference, multiple endpoints {or
MCS nodes) are logically connected
together to form what T.120 refers to as a

domain. Domains generally equate to the

concept of a conference. An application
may actually be attached to

In a T.120 conference, nodes connect up-
ward to a Multipoint Contral Unit
{(MCU)}. The MCU model in T.120 pro-

vides a reliable approach that works in

‘both public and private networks.

Muitiple MCUs may be easily chained
together in a single domain. Figure 3 illus-
trates three potential topology structures.
Fach domain has a single 7op Provider or
MCU that houses the information base
critical to the conference. If the Top
Provider either fails or leaves a conference,
the conference is terminated. If a lower
level MCU (i.e., not the Top Provider)
fails, only the nodes on the tree below that
MCU are dropped from the conference.
Because all nodes contain MCS, they are
all potentially “MCUs." '

One of the critical features of the T.120
approach is the ability to direct data. This

_feature allows applications to communi-

cate efficiently. MCS. applications direct
data within a dornain via the use of chan-
nels. An application  can choose to use
multiple channels simultaneously for
whatever purposes it needs (for example,
separating annotation and file transfer
operations). Application instances choose
to obtain information by subscribing to
whichever channei{s) contains the desired
data. These channel assignments can be
dynamically changed during the life of the
conference. Figure 4 presents an overview
of multiple channels in use within a
domain.

It is the application developer’s. responsi-
bility to determine how to use channels

multiple domains simulta-
neously. For example, the
chairperson of a large

TasLe 1; CHANNEL SETUP EXAMPLE

e Priority e

Routing? -

online conference may 1 Error Control Channels Top Standard
simultaneoust monitor

. . y . . 2 Annotalions High Uniform
information being dis-

cussed among several activ- 3 Biimap Images Medium Uniform

ity groups. 4 File Transfer Low Standard

8 A PrIMER ON THE T.120 STANDARD
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within an application. For example, an
application may send conirol information
along a single channel and application
data along a series of channels that may
vary ' depending upon the type of data
being sent. The application developer may
also take advantage of the MCS concept of
private channels to direct data to a discrete
subset of a given conference. -

Data may be sent with one of four priori-
ty levels. MCS applications may also spec-
ify that data is routed along the quickest
path of delivery using the standard send
command. If the application uses the uni-
fornr send command, it ensures that data
from multiple senders will arrive at all des-
tinations in the same order. Uniform data
always travels all the way up the tree to the
Top Provider. Table 't provides an example
of how a document conferencing applica-
tion could set up its channels. Reliable’ or

unreliable data delivery is determined by

the application.

There are nio constraints on the size of the
data sent from an application to MCS.
Segmentation of data is automnatically per-
formed on behalf of the. application.
. However, after receiving the data it is the
application’s responsibility to reassemble
the data by monitoring flags provided
when the data is delivered. -

Tokens are the last major facility provided

Another popular use of tokens is to coor-
dinate tasks within a domain. For exam-
ple, suppose a teacher wants to be sure
that every student in a distance learning
session answered a particular question
before displaying the answer. Each node in
the underlying application in#ibits a spe-
cific token after receiving the request to
answer the question. The token is released
by each node when an answer is provided.
In the background, the teacher’s applica-
tion continuously polls the state of the
token. When all nodes have released the
token, the application presents the teacher
with a visual cue that the class is ready for
the answer. '

Generic Conference Control
(GCC) -T.124

Generic Conference Control provides a
comprehensive set of facilities for estab-
lishing and managing the multipoint con-
ference. It is with GCC that we first see
features that are specific to the electronic
conference.

At the heart of GCC is an important
information base about the state of the
various conferences it may be servicing.
One node, which may be the MCU itself,
serves as the Top Provider for GCC infor-
mation. Any actions or requests from
lower GCC nodes ultimately filter up to
this Top Provider.

by MCS. Services are provided

to grab, pass, inhibit, release, |One of GCC's most

and query tokens. Token imp.om?m_ roles is.m
maintain information

about the nodes and
applications that are
in a conference.

resources may be used as either
exelusive {i.e., locking) or non-
exclusive entities.

Using mechanisms in GCC,
applications create conferences,
join conferences, and invite
others to conferences. As end-
points join and leave confer-
ences, the information base in

Tokens can be used by an appli-
cation in a number of ways. For example,
an application may specify that only the
holder of a specific token, such as the con-
ductor, may send information in the con-
ference.

GCC is updated and can be
used to automatically notify all endpoints
when these actions occur. GCC also
knows who is the Top Provider for the
conference. However, GCC does not con-
tain detailed topology information about
the means by which nodes from lower
branches are connected to the conference.

A PRIMER ON THE T.120 S7ANDARD
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'FiGURE.5: T.121 GENERIC APPLICATION TEMPLATE

User Application(s)

Node Controller

3 .
Generic Conference Control {(GCC) -

T.124

Application Resource
Manager {ARM)

Application Service
Element(s) (ASE)}

Every application in a conference must
register its unique application key with
GCC. This enables any subsequent join-
ing nodes to find compatible applications.
Furthermore, GCC provides robust facili-
ties for applications to exchange capabili-
ties and arbitrate feature sets. In this way,
applications from different vendors can
readily establish whether or not they can
interoperate and at what feature level. This
arbitration facility is the mechanism used -
to ensure backward compatibility between
different versions of the same application.

GCC also provides conference security.
This allows applications to incorporate
password protection or “lock” facilities to
prevent uninvited users from joining a
conference.

Another key Tunction of GCC is its abili-
ty to dynamically track MCS resources.
Since multiple applications can use MCS
at the same time, applications rely on
GCC to prevent conflicts for MCS
resources, such as channels and tokens.
This ensures that applications do not step
on each other by attaching to the same
channel or requesting a token already in
use by another application.

Finally, GCC provides capabilities for sup-
porting the concept of conductorship in a
conference. GCC allows the application to
identify the conductor and a means in
which to transfer the conductor’s "baton.”
The developer is free to decide how to use
these conductorship facilities -within the
application.

T.124 Revised:

As part of the ongeing enhancement
process for the T.120 standards, the ITU
has completed a draft revision of T.124.
The new version; called T.124 Revised,
introduces a number of changes to
improve scalability. The most significant
changes address the need to distribute ros-
ter information to all nodes participating
in a conference, as well as improvements
in the efficiency of sending roster refresh
information {from the Top Provider) any
time a node joins or leaves a conference.

To improve the distribution of roster
information, the concept of Node
Categories was introduced. These cate-
gories provide a way for a T.124 node to
join or leave a conference without affect-
ing the roster information that was dis-
tributed throughout a conference. In addi-
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Figure 6: T.126 WORKSPACE DIAGRAM

-~ | Plans 0 //"

o \ Annatations

tion, the Full Roster Refresh, which was
previously sent any time a new node
joined. a conference, was eliminated by
sending out roster details from. the Top
Provder. These changes will not affect
backward compatibility to earlier revisions
of T.124. This revision will go to the ITU
for Decision in March of 1998,

Generic Application Template
(GAT) - T.121 '

T.121 provides a template for T.120
resource management that developers
should use as a guide for building applica-
tion protocols. T.121 is mandatory for
standardized application protocols and is
highly recommended for non-standard
application protocols, The template
ensures consistency and - reduces the
potential for unforeseen interaction
between different protocol implementa-
tions.

Within the T.121 model, GAT defines a
generic Application Resource Manager
(ARM). This entity manages GCC and
MCS resources on behalf of the applica-
tion protocol-specific  functionality
defined as an Application Service Element
{ASE). Figure 5 demonstrates the GAT
model within the T.120 architecture.
Simply put; GAT provides a consistent
model for managing T.120 resources
required by the application to which the
developer adds application-specific func-
tionality.

GAT's functionality is considered to be
generic and common to all application
pratocols. GAT’s  services include
enrolling the application in GCC and
attaching to MCS domains. GAT ako
manages channels, tokens, and capabilities
on behalf of the application. On a broad-
er scale, GAT responds to GCC indica-

A PriMER ON THE T.120 STANDARD
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Ficure 7: T.127 FiLE TRaNSFER MobEgL
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tions and can invoke peer applications on
other nodes in the conference.

Still Image Exchange and
Annotation (Sl) - T.126

T.126 defines a protocol for viewing and

annotating still images transmitted-

between two or more applications. This
capability is often referred to as document
conferencing or shared whiteboarding.

An important. benefit of T.126 is that it
readily shares visual information between
applications that are running on dramati-
cally different platforms. For example, a
Windows-based desktop application could
easily interoperate with a collaboration

program running on a PowerMac.

Similarly, a group-oriented conferencing
system, without a PC-style interface,
could share data with multiple users run-
ning common PC desktop software. .

As Figure 6 iltustrates, T.126 presents the
concept of shared virtual workspaces that
are manipulated by the endpoint applica-
tions. Each workspace may contain a col-
lection of objects that include bitmap
images and annotation primitives, such as
rectangles and freehand lines. Bitmaps
typically originate from application infor-
mation, such as a word processing docu-

ment or a presentation slide. Because of
their size, bitmaps are often compressed to
improve performance: over lower-speed
communication links,

T.126 is designed to provide a minimum
set of capabilities required to share infor-
mation between disparate applications.
Because T.126 is simply a protoco], it does
not provide any of the API-level structures
that allow applicatioh developers to easily
incorporate shared whiteboarding into an
application. These types of facilities can
only be found in toolkit-level implemen-
tations -of the standard (such as
DataBeam'’s Shared Whiteboard
Application Toolkit, known as SWAT).

Multipoint Binary File Transfer
-T.127

T.127 specifies a means for applications to
transmit files between multiple endpoints
in a conference. Files can be transferred to
all participants in the conference or to a
specified subset of the conference.
Multiple file transfer operations may
occur simultaneously in any given confer-
ence and developers can specify priority
levels for the file delivery. Finally, T.127
provides options for compressing files
before delivering the data. Figure 7 dis-

10
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FIGURE 8: NETWORK-LEVEL INTEROPERABILITY DIAGRAM
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Node Controller

The Node Controller manages defined

GCC Service Access Points (SAPs). This
provides the node flexibility in responding
to GCC events. Most of these GCC events
relate to establishing conferences, adding
or removing nodes from a conference, and
breaking down and distributing informa-
_tion. The Node Controller's primary
responsibility is to translate these events
and respond appropriately.

Some GCC events can be handled auto-
matically; for example, when a remote
party joins a conference, each local Node
Controller can post a simple message
informing the local user that “Bill Smith
has joined the conference.” Other events
may require user intervention; for exam-
ple, when a remote party issues an invita-
tion to join a conference, the local Node
Controller posts a dialog box stating that
“Mary Jones has invited you to the Design
Review conference. <Accept> <Decline>.”

Node controllers can be MCU-based, ter-
minal-based, or dual-purpose. DataBeam's
application, FarSite, for example, contains
a dual-purpose Node Controller. The

range - of functionality found. within a
Node Controller can vary dramatically by
implementation. :

Only. one Node Controller can exist on an
active T.120 endpoint. Therefore, if multi-
ple applications need :to simultaneously
use-T.120 services, the Node Controller
needs to be accessible to each application.
The local interface to the Node Controller
is application- and vendor-specific and is
not detailed in the T.120 documentation.

INTEROPERABILITY

Buyers overwhelmingly rate interoperabil-
ity as the number one purchase criteria in
their evaluation of teleconferencing prod-
ucts. For most end users, interoperability
translates to “my application can talk- to
your application”—regardless of which
vendor supplied the product or on what
platform it runs. When examining the
T.120 standard closely, buyers can see that
it provides for two levels of interoperabili-
ty: application-level interoperability and
network-level interoperability.

Network-level Interoperability

Network-level interoperability means that
a given product can interwork with like
products through the infrastructure of

A PRIMER ON THE T.120 STANDARD
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FIGURE 9: APPLICATION-LEVEL INTEROPERABILITY DIAGRAM
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network products and services that sup-
port T.120. For example, T.120-based
conferencing bridges (MCUs) that can
support hundreds of simultaneous users
are now being developed. If an application

supports only the lower layers of T.120,"
customers can use these MCUs to host a

multipoint conference only if everyone in
the conference is using the exact same
product. Figure 8 displays network inter-
operability through a conference of like
producis.

Application-level
Interoperability

The upper levels of T.120 specify proto-
cols for  common conferencing applica-
tions, such as shared whiteboarding and
binary file transfer. Applications support-
ing these protocols can interoperate with
any other application that provides similar
support, regardless of the vendor or plat-
form used. For example, through T.126,
users of DataBeams FarSite application
will be able to share and mark up docu-
ments with users of group conferencing
systerns, This interoperability will exist in
simple point-to-point conferences as well
as large multipoint conferences using a
conference bridge. Figure 9 represents

application-level: interoperability between
two standards-based applications connect-
ed in a conference.

In the short-term, network-level interop-
erability will be the most common form of
T.120 ‘support found in conferencing
applications. This is largely due to the fact
that the lower-level T.120 layers were rati-
fied by the ITU more than a year in
advance of the application-level layers.
However, end users will not be satisfied
with network interoperability alone. For
the market to grow, vendors will have to
deliver the same application-level interop-
erability {or endpoint interoperability)
that customers enjoy today with fax
machines and telephones.

RATIFICATION OF THE T.120
AND Future T.130
STANDARDS

The Recommendations for the core
multipoint communications infrastruc-
ture components (1,122, T.123, T.124
and T.125) were ratified by the ITU
between March of 1993 and March of
1895. The first of the application stan-
dards {1126 and T.127) was approved in

12
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March of 1995. An overview of the T.120
series was approved in February of 1996 as
Recommendation T.120. T.121 (GAT)
was. also approved at that time. Stable
drafts of these recommendations. existed
for some time prior to the ratification,
thereby providing a means for DataBeam
to actively develop products in parallel to
the standardization effort.

The existing ratified standards are being
actively discussed for possible amend-

ments. and extensions. This commonly

occurs when implementation and interop-
erability issues arise.

T.130 Audio-visual Control For
Multimedia Conferencingi

The T.‘13O series of recommendations -

define an architecture, a management and
control protocol, and a set of services
which together make up-an Audio-Visual

Control system (AVC). This system sup-

“ports the use of real-time streams and ser-

vices in a multimedia conferencing envi-
ronment. The protocol and services sec-
tion, ‘outlined in T.132, consists of two
parts: management and control. Together,
they allow Network Elements, such as the
traditional MCU, Gateway, or Conference
Server, to provide T.132 audio and video
services to their endpoints. Some of the
services include Stream Identification,
On-Air Identification, Video Switching,
Audio Mixing, Remote Device Control,
and Continuous Presence.

The T.130 series is built upon existing
ITU-T conferencing recommendations
such as the H.320 audio-visual conferenc-
ing series and the T.120 series for
multipoint data conferencing. The T.130
series is compatible with systemns, such as
H.323, in which audio and -vidéo are

Ficure 10: Aubio-visuAl. CONTROL ARCHITECTURE -
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transmitted independently of T.120, as
well as systerns which are capable of trans-
mitting muitiple media types within a
common multiplex.

Unlike other standardized methods for
managing real-time streams within a con-
ference, T.130 provides some unique capa-
bilities:.
* Contains a network- and platform-
independent control pratocol for
managing real-time streams

*» Coordinates operations across
network boundaries

* Processes and distributes media
streamns within a conference
environmernt

» Delivers of Quality of Service (QoS)
to multimediacommunications
applications

» Provides distributed conference
managernent

* Leverages the functionality of existing
multimedia protocols

T.130 can be used in any conferencing
scenario where there is a need for
multipoint audio or video. T.130 relies
upon the services of GCC and MCS to
transmit control data, but the audio and
video streams are transported in indepen-
dent logical channels due to the transmis-
sion requirements of real-time data flows.

(See Figure 10).

T.130 and T.132 were determined in
March of 1997 and should be ratified in
January of 1998. T.131, which defines
network-specific mappings to allow AVC
to communicate with the underlying
Multimedia Control Protocol, such as
H.245, should be determined in the Fall
of 1997. '

VENDOR COMMUNITY
SupPPORT FOR T.120

More than 100 multinational companies
have pledged their support for the T.120
standard and more are being added to this
list every week. Public supporters of T.120
include international market leaders, such
as Apple, AT&T, British Telecom, Cisco
Systemns, Deutsche Telecorn, IBM, Intel,
MCI, Microsoft, Motorola, PictureTel,
and DataBearn.

Most supporters of T.120 are also mem-
bers. of the International Multimedia-
Teleconferencing Consortium - (IMTC).
"The goals of the IMTC are to promote the
awareness and ‘adoption of ITU telecon-

- ferencing standards, including T.120 and-

H.32x. The IMTC provides a forum for .
interoperability testing and helps to define
Application - Programming - Interfaces
(APIs). DataBeamn’s co-founder and-chief
technical officer, C. J. "Neil" Starkey,
serves as the president of the IMTC.
Previously, Starkey served for six years as
chairman of the ITU study group that
defined T.120. =~ :

New MARKETS FOR T.120
DEPLOYMENT '

The teleconferencing community is the
first market segment to adopt the T.120
standard. Because the technology is broad
in scope, it can be effectively used by a
number of other application software ven-
dors and equipment providers.

The computing paradigm is rapidly
extending past today's personal productiv-
ity model. Over the next two years, we will
witness the development of a new genera-
tion of application software that incorpo-
rates multi-party collaboration.
Independent Software Vendors (ISVs)
have begun to adopt T.120 as the means in
which to incorporate real-time collabora-
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tion capabilities into common desktop
applications, such as ward processing and
presentation graphics. Engineering prod-
ucts, such as Computer Aided Design
(CAD) software, are also on the migration
path to T.120 technology. Other ISVs
with a strong interest in T.120 include
developers of fax, remote control, docu-
ment imaging, and ‘overtime” collabora-
tion products, such as Lotus Notes.

With T.120 technology in the hands of
operating system providers and horizontal

application vendors, network equipment-
providers are beginning to take notice. For -

vendors of PBXs, network bridges, hubs,

routers and switches, T.120 represents an-

important opportunity to provide value-
added capabilities within their network

products: In the short-term, these features -

will represent an opportunity for compet-

itive advantage. However, within the next -

year, T.120 support will be a required fea-
ture.

Finally, we can envision a whole range of
T.120 applications in. the areas of interac-
tive video, network gaming, and simula-
tions. From Nintendo to DOOM to set-
top boxes, the need for bidirectional
multipoint data communications is acute.
The ability to use a common set of APIs
and protocols that are broadly supported
from the desktop through the - network
will drive the adoption of T.120 into these
important emerging markets.

IMTC, ITU, anDp T.120

Standards have played an important part
in the establishment and growth of several
consumer and telecommunications mar-
kets. By creating a basic commonality,
standards ensure compatibility among
products from different manufacturers.

This encourages companies to produce
varying solutions and encourages end
users to purchase the solutions without
fear of obsolescence or incompatibility.

The work of both the IMTC and the ITU
represents organized efforts to promote a
basic connectivity protocol that- will
encourage the growth of the multimedia
telecommunications-  market..  The
Standards First™ initiative, which is sup-
ported by many industry leaders; requires
a minimum of H.320 and T.120 compli-
ance, which is enough to establish this
basic connectivityprotocol. Manufacturers
are then able to build on the basic compli~
ance by adding features to their products,
creating Standards Plus equipment.

With Standards First, the IMTC has the
end users interests in mind.. By ensuring

- interoperability among equipment from
" competing manufacturers, Standards First

also ensures that a customer’s initial
investment is protected and future systern
upgrades are passible. The IMTC is help-
ing to educate the industry and the public
about the importance, function, and sta-
tus of standards. In addition, the organiza--
tion. provides a coordination point for
industry leaders to communicate their
interests to the ITU-T. As the multipoint.
multimedia. teleconferencing industry
continues its rapid growth, the develop-
ment and implementation of standards for
interoperability, and the work of the
IMTC, will be instrumental in securing
the market’s future.

IMPLEMENTING T.120

With the T.120 set of standards in place,
third-party developers are faced with yet
another challenge— implementation.
DataBeam'’s Collaborative Computing
Toolkit Series {CCTS™ has jump-started
the conferencing industry by providing
the first standards-based toolkits for devel-
oping multipoint, data-sharing applica-
tions. These toolkits encapsulate the com-
plex system-wide, multipoint communica-
tions stacks that allow application devel-
opers to rapidly embed sophisticated real-
time, data-sharing capabilities into new or

A PRIMER ON THE T.120 STANDARD
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existing products. Simply stated, CCTS
provides a seamless solution for parties
developing standards-based communica-
tion solutions. :

As a result, DataBeam envisions an accel-

eration in the development of software
applications and network infrastructure
products such as, PBXs, bridges, routers,

network switches, and LAN servers, that
incorporate T.120. In addition, the indus-

try will grow well beyond today's existing
paradigms and the world will begin to see
a whole range of new products and ser-

vices. that incorporate T.120. Users wait--

ing for the standards dust to settle can
now feel confident that with the support
of vendors like Microsoft; DataBeam’s
T.120-based Collaborative Computing
Toolkit Series- is the best solution for
industry-wide interoperability.

A DataBeam Corporation White Paper
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TECHNICAL FIELD

of which are

The described technology relates generally to a computer n¢twork and more

particularly, to a broadcast channel for a subset of a computers of an underlyling network.

BACKGROUND

There are a wide variety of computer network communications techniques such

as point-to-point network protocols,
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protocols, and peer-to-peer middleware. Each of these communications

techniques have

their advantages and disadvantages, but none is particularly well suited to fthe simultaneous

sharing of information among computers that are widely distributed.

collaborative processing applications, such as a network meeting programs

For example,

, have a need to

distribute information in a timely manner to all participants who may be geographically

distributed. v
The point-to-point network protocols, such as UNIX pipes, TCP/IP, and UDP,

allow processes on different computers to communicate via point-to-point ¢onnections. The

interconnection of all participants using point-to-point connections, while theoretically
possible, does not scale well-as a number of participants grows. For example, each
participating process would need to manage its direct connections to all other participating
processes. Programmers, however, ﬁnd it very difficult to manage single connections, and
,managenient of multiple connections is much more compléx. In addition, participating

processes may be limited to the number of direct connections that they can support. This

limits the number of possible participants in the sharing of information.

The client/server middleware systems provide a server that coordinates the
communications between the various clients who are sharing the information. 'ﬂie server
functions as a central authority for controlling access to shared resources. Examples of
client/server middleware systems include remote procedure calls (“RPC”), fatabase servers,
and the common object request broker architecture (“CORBA”). Client/sérver middleware
systems are not particularly well suited to sharing of information among xja‘:y participants.
each other client
would need to poll the server to determine that new information is being shared. Such

In particular, when a client stores information to be shared at the server,

polling places a very high overhead on the communications network. ernatively, each

client may register a callback with the server, which the server then invokes when new
information is available to be shared. Such a callback technique presents a performance
bottleneck because a single server needs to call back to each clientf whenever new
information is to be shared. In addition, the reliability of the entire shari
depends upon the reliability of the single server. Thus, a failure at a single computer (i.e.,
the server) would prevent communications between any of the clients.

The multicasting network protocols allow the sending of broa

multiple recipients of a network. The current implementations of such multicasting network

[03004-8001/SL003733.107] -2~
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protocols tend to place an unacceptable overhead on the underlying network. For example,
UDP multicasting would swamp the Internet when trying to locate all possible participants.

IP multicasting has other problems that include needing special-purpose infrastructure (e.g.,

routers) to support the sharing of information efficiently.

The peer-to-peer middleware communications systems rely gn a multicasting

network protocol or a graph of point-to-point network protocols. S
middleware is provided by the T.120 Internet standard, which is used in

ich peer-to-peer

such products as

Data Connection’s D.C.-share and Microsoft’s NetMeeting. These peer-toipeer middleware

systems rely upon a user to assemble a point-to-point graph of the connections used for

sharing the information. Thus, it is neither suitable nor desirable to

middleware systems when more than a small number of partiéipants is desi

use peer-to-peer
ed. In addition,

the underlying architecture of the T.120 Internet standard is a tree structure, which relies on

the root node of the tr:e'for reliability of the entire network. That is, each
through the root node in order to be received by all participants.

It would be desirable to have a reliable communications

suitable for the simultaneous sharing of information among a large number

that are widely distributed.

BRIEF DESCRIPTION OF THE DRAWINGS

essage must pass

network that is
of the processes

Figure 1 illustrates a graph that is 4-regular and 4-connected which represents a

broadcast channel.

Figure 2 illustrates a graph representing 20 computers connected to a broadcast
channel. ,

Figures 3A and 3B illustrate the process of connecting a new computer Z to the
broadcast channel. |

Figure 4A illustrates the broadcast channel of Figure 1 |with an added
computer. ,

Figure 4B illustrates the broadcast channel of Figure 4A| with an added
computer.

Figure 4C also illustrates the broadcast channel of Figure 4A with an added
computer.

{03004-8001/5L003733.107]
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channel in a planned manner.

Figure 5A illustrates the disconnecting of a computer from the broadcast

Figure 5B illustrates the disconnecting of a computer ﬁ'qm the broadcast

channel in an unplanned manner.

Figure 5C illustrates the neighbors with empty ports condition,.

Figure 5D illustrates two computers that are not neighbors who now have

empty ports.
Figure 5E illustrates the neighbors with empty ports condi
regime.
Figure SF illustrates the situation of Figure SE when in the lar]
Figure 6 is a block diagram illustrating components of a
connected to a broadcast channel.

Hion in the small

ge regime..
computer that is

Figure 7 is a block diagram illustrating the sub-components (gf the broadcaster

component in one embodiment.

Figure 8 is a flow diagram illustrating the processing of the donnect routine in

one embodiment.

Figure 9 is a flow diagram. illustrating the processing of| the seek portal

computer routine in one embodiment.

Figure 10 is a flow diagram illustrating the processing of thL contact process

routine in one embodiment.

Figure 11 is a flow diagram illustrating the processing of the connect request

routine in one embodiment.
Figure 12 is a flow diagram of the processing of the check
routine in one embodiment.

for external call

Figure 13 is a flow diagram of the processing of the achieve cpnnection routine

in one embodiment.

Figure 14 is a flow diagram illustrating the processing
dispatcher routine in one embodiment.

of the external

Figure 15 is a flow diagram illustrating the processing of the handle seeking

connection call routine in one embodiment,

Figure 16 is a flow diagram illustrating processing of the handle connection

request call routine in one embodiment.

[03004-8001/8L003733.107] -4
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Figure 17 is a flow diagram illustrating the processing of
routine in one embodiment.

Figure 18 is a flow diagram illustrating the prdcessing
connection edge search routine in one embodiment. - - -

Figure 19 is a flow diagram illustrating the processing of
proposal call routine.

Figure 20 is a flow diagram illustrating the processing of]

connection call routine in one embodiment.

the add neighbor

of the forward

the handle edge

the handle port

Figure 21 is a flow diagram illustrating the processing of the fjll hole routine in

one embodiment.

routine in one embodiment.
Figure 23 is a flow diagram illustrating the processing of the
message routine in one embodiment. »
 Figure 24 is a flow diagram illustrating the processing

broadcast message routine in one embodiment.

Figure 22 is a flow diagram illustrating the processing of the internal dispatcher

handle broadcast

of the distrihute

Figure 26 is a flow diagram illustratirig the processing of the Handle connection

port search statement routine in one embodiment.

Figure 27 is a flow diagram illustraﬁng the processing of the court neighbor

routine in one embodiment.

Figure 28 is a flow diagram illustrating the processing of the Handle connection

edge search call routine in one embodiment.

Figure 29 is a flow diagram illustrating the processing of the handle connection

edge search response routine in one embodiment.
Figure 30 is a flow diagram illustrating the processing of the
in one embodiment.

Figure 31 is a flow diagram illustrating the processing of the

routine in one embodiment.

Figure 32 is a flow diagram illustrating processing of the
check message in one embodiment.

Figure 33 is a flow diagram illustrating processing of the
repair statement routine in one embodiment.

{03004-3001/SL003733.107] -5-
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Figure 34 is a flow diagram illustrating the processing of the handle condition
double check routine.

DETAILED DESCRIPTION

A broadcast technique in which a broadcast channel overlays a point-to~point
communications network is provided. The broadcasting of a message over the broadcast
channel is effectively a multicast to those computérs of the network that are currently
connected to the broadcast channel. In one embodiment, the broadcast technique provides a
logical broadcast channel to which host computers through their executing jprocesses can be
connected. Each computer that is connected to the broadcast channﬁcl can broadcast
messages onto and receive messages off of the broadcast channel. Each computer that is
connected to the broadcast channel receives all messages that are broadcast while it is
connected. The logical broadcast channel is implemented using an unﬂ;lying network
system (e.g., the Intemnet) that allows each computer connected to thenndeﬂying network
system to send messages to each other connected computer using each computer’s address.
Thus, the broadcast technique effectively provides a broadcast channel using-an underlying
network system that sends messages on a point-to-point basis.

The broadcast technique overlays the underlying network system with a graph

of point-to-point connections (i.e., edges) between host computers (i.e.; nodes) through

which the broadcast channel is implemented. In one embodiment, each computer is
connected to four other computers, referred to as neighbors. (Actually, a Ifroccss executing

on a computer is connected to four other processes executing on this or four other

computers.) To broadcast a message, the originating computer sends the m;

its neighbors using its point-to-point connections. Each computer that recei
then sends the message to its three other neighbors using the point-to-point connections. In
this way, the message is propagated to each computer using the underlying network to effect
the broadcasting of the message to each computer over a logical broadcast channel. A graph
m which each node is connected to four other nodes is referred to as a 4-regular graph. The
use of a 4-regular graph means that a computer would become disconnected from the
broadcast channel only if all four of the connections to its neighbors fail. The graph used by
the broadcast technique also has the property that it would take a failure of four computers to

[03004-8001/5L.003733.107] -6 131160
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divide the graph into disjoint sub-graphs, that is two separate broadcast channels. This
property is referred to as being 4-comnected. Thus, the graph is both |4-regular and 4-
connected.

. Figure 1 illustrates a graph that is 4-regular and 4-connected | which represents
the broadcast channel. Each of the nine nodes A-I represents a computer that is connected to
the broadcast channel, and each of the edges represents an “edge” connection between two
computers of the broadcast channel. The time it takes o broadcast a message to each

computer on the broadcast channel depends on the speed of the connections between the
computers and the number of connections between the originating computer and each other
compﬁtcr on the broadcast channel. The minimum number of connections that a message
would need to traverse between each pair of computers is the “dista '

computers (i.e., the shortest path between the two nodes of the- graph). F

by Figure 1 is two, That is, a message sent by any computer would traverse no more than
two connections to reach every other computer. Figure 2 illustrates a graph representing 20
computers connected to a broadcast channel. The diameter of this broadcast channel is 4. In
particular, the shortest path between computers 1 and 3 contains four connections (1-12, 12-
15, 15-18, and 18-3).

The broadcast technique includes (1) the connecting of ¢omputers to the
broadcast channel (i.e., composing the graph), (2) the broadcasting of messages over the
broadcast channel (i.e., broadcasting through the graph), and (3) the disconhecting of

computers from the broadcast channel (i.e., decomposing the graph) composing the graph.

Composing the Graph

To connect to the broadcast channel, the computer seeking the connection first
locates a computer that is currently fully connected to the broadcast ¢hannel and then
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establishes a connection with four of the computers that are already donmected to the
broadcast channel. (This assumes that there are at least four computers already connected to
the broadcast channel. When there are fewer than five computers connected, the broadcast
channel cannot be a 4-regular graph. In such a case, the broadcast channel is considered to
be in a “small regime.” The broadcast technique for the small regime is described below in
detail. When five or more computers are connected, the broadcast channel is considered to
be in the “large regime.” This description assumes that the broadcast ch
regime, unless specified otherwise.) Thus, the process of conmecting fo the broadcast

- channel includes locating the broadcast channel, identifying the neighbors for the connecting

computer, and then connecting to each identified neighbor. Each computer is aware of one

or more “portal computers” through which that computer may locate the broadcast channel.

A seeking computer locates the broadcast channel by contacting the portal ¢
finds one that is currently fully connected to the broadcast channel. 1
computer then directs the identifying of four computers (i.e., to be the set
neighbors) to which the seeking computer is to connect. Each of these fo

omputers until it
'he found portal
sking computer’s

computers then

cooperates with the seeking computer to effect the connecting of the seekin ‘computer to the

. broadcast channel. A computer that has started the process of locating a pb

does not yet have a neighbor, is in the “seeking connection state.” A

‘computer, but

computer that is

connected to at least one neighbor, but not yet four neighbors, is in the “pdrtially connected

state.” A computer that is currently, or has been, previously connected to
in the “fully connected state.”

four neighbors is

Since the broadcast channel is a 4-regular graph, each of the identified

computers is already connected to four computers. Thus, some conjzftions between

computers need to be broken so that the seeking computer can connect to fi

one embodiment, the broadcast technique identifies two pairs of computers

computers. In
that are currently

connected to each other. Each of these pairs of computers breaks the connection between
them, and then each of the four computers (two from each pair) comnects to the seeking

computer. Figures 3A and 3B illustrate the process of a new computer Z
broadcast channel.
connected. The pairs of computers B and E and computers C and D are the
identified as the neighbors for the new computer Z. The connections betw

pairs is broken, and a connection between computer Z and each of compute;

[03004-8001/5L003733.107] -8-
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Figure 3A illustrates the broadcast channel befor¢ computer Z is
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. two neighbors and reconnecting each of the former neighbors to another co

is established as indicated by Figure 3B. The process of breaking the connection between
L’;mter is referred

to as “edge pinning” as the edge between two nodes may be considered to be stretched and
pinried to a new node.
Each computer connected to the broadcast channel allocates five

communications ports for communicating with other computers. Four |of the ports are

referred to as “internal” ports because they are the ports through which the messages of the
broadcast channels are sent. The connections between inte:ﬁal ports pf neighbors are
referred to as “internal” connections. Thus, the internal connections of the broadcast c;hatmel
form the 4-regular and 4-connected graph. The fifth port is referred to as 4n “external” port
because it is used for sending noh-broadcast messages between two computers. Neighbors
can send non-broadcast messages either through their internal ports of their connection or
through their external ports. A seeking ¢0mputer uses external ports when locating a pdrtal
computer.- 7 , 4
In one embodiment, the broadcast technique establishes the computer
connections using the TCP/IP communications protocol, which is a point-fo-point protocol,
as the underlying network. The TCP/IP protocolprovidesfor reliable and| ordered delivery
of messages between computers. The TCP/IP protocol provides each computer with a “port
space” that is shared among all the processes that may execute on that computer. The ports
are identified by numbers from 0 to 65,535. The first 2056 ports are reserved for specific
applications (e.g., port 80 for HTTP messages). The remainder of the polts are user ports
can be reserved
ive embodiment,

Each computer

that are available to any process. In one embodiment, a set of port numbe
for use by the computer connected to the broadcast channel. In an altern
the port numbers used are dynamically identified by each computer.
dynamically identifies an available port to be used as its call-in port. This call-in port is used
to establish connections with the external port and the internal ports. Each computer that is
connected to the broadcast channel can receive non-broadcast messages
port. A seeking computer tries “dialing” the port numbers of the portal
portal computer “answers,” a call on its call-in port. A portal computer
connected to or attempting to connect to the broadcast channel and its calltin port is dialed.
(In this description, a telephone metaphor is used to describe the connettions.) When a
computer receives a call on its call-in port, it transfers the call to anothet port. Thus, the

[03004-8001/51.003733,107) ~9- 7131/00
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seeking computer actually communicates through that transfer-to port, which is the external

port. The call is transferred so that other computers can place calls to that
call-in port. The seeking computer then communicates via that external pf

computer via the

ort to request the

portal computer to assist in connecting the seeking computer to the broadcast channel. The

seeking computer could identify the call-in port number of a portal compute

uses a hashing algorithm to select the port number order, which may r

r by successively

dialing each port in port number order. As discussed below in detail, the eradcast technique

performance.

A seeking computer could connect to the broadcast channel
computers either directly connected to the found portal computer or directly
of its neighbors. A possible problem with such a scheme for identifying 1

sult in improved

by connecting to
connected to one
the neighbors for

the seeking computer is that the diameter of the broadcast channel may in

rease when each

* seeking computer uses the same found portal computer" and establishes a ¢onnection to the

broadcast channel directly through that found portal computer. Concep
becomes elongated in the direction of where the new nodes are added.

, the graph
Figures 4A-4C
illustrate that possible problem. Figure 4A illustrates the broadcast channel of Figure 1 with
an added computer. Computer ] was connected to the broadcast channel|by edge pinning
edges C-D and E-H to computer J. The diameter of this broadcast channel is still two.
Figure 4B illustrates the broadcast channel of Figure 4A with an added computer.

Computer K was connected to the broadcast channel by edge pinning edges E-J and B-C to
computer K. The diameter of this broadcast channel is three, because the s ortest path from
computer G to computer K is through edges G-A, A-E, and E-K. Figure 4C also illustrates
the broadcast channel of Figure 4A with an added computer. Computer K was connected to
the broadcast channel by edge pinning edges D-G and E-J to computer K. | The diameter of
this broadcast channel is, however, still two. Thus, the selection of neighbors impacts the
diameter of the broadcast channel. To help minimize the diameter, the broadcast technique
uses a random selection technique to identify the four neighbors of a computer in the seeking
connection state. The random selection technique tends to distribute the cannections to new

seeking computers throughout the computers of the broadcast channel which may result in
smaller overall diameters.

[03004-8001/5L003733.107] ~10- 7731400
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Broadcasting Through the Graph
As described above, each computer that is connected to the broadcast channel

can broadcast messages onto the broadcast channel and does receive all messages that are
broadcast on the broadcast channel. The computer that originates a message to be broadcast
sends that message to each of its fbur neighbors using the internal conngctions. When a
computer receives a broadcast message from a neighbor, it sends the m sage to its three

other neighbors. Each computer on the broadcast channel, except the originating computer,

will thus receive a copy of each broadcast messagc from: each of its four
computer, however, only sends the first copy of the message that it receive
and disregards subsequently received copies. Thus, the fotal number of co

neighbors. Each
s to its neighbors
pies of a message

that is sent between the computers is 3N+1, where N is the number of corzputers connected

to the broadcast channel.. Each computer sends three copies of the messa
originating computer, which sends four copies of the message.

The redundancy of the message sending helps to ensure the
of the broad;:ast channel. Since each computer has four connections

channel, if one computer fails during the broadcast of a message, its nei

e, except for the

overall reliability
to the broadcast
bors have three

other connections through which they will receive copies of the broadcast message. Also, if

the internal connection between two computers is slow, each comput
connections through which it may receive a copy of each message sooner.

Each computer that originates a message numbers it

- sequentially. Because of the dynamic nature of the broadcast channel and

has three other

OWIL - messages

because there are

many possible connection paths between computers, the messages may be received out of

order. For example, the distance between an originating computer and a
computer may be four. After sending the first message, the originatn

certain receiving

g computer and |

receiving computer may become neighbors and thus the distance between them changes to

one. The first message may have to travel a distance of four to reach the re:

ceiving computer.

The second message only has to travel a distance of one. Thus, it is possible for the second

message to reach the receiving computer before the first message.

When the broadcast channel is in a steady state (i.e., no cor:futets connecting

or disconnecting from the broadcast channel), out-of-order messages

because each computer will eventually receive both messages and can que

e not a problem

e messages until

all earlier ordered messages are received. If, however, the broadcast channel is not in a

{03004-8001/8L.003733.107] -11-
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steady state, then problems can occur. In particular, a computer may
broadcast channel after the second message has already been received and
its new neighbors. When a new neighbor eventually receives the first mes

message to the newly connected computer. Thus, the newly connected com

connect to the
forwarded on by
sage, it sends the

puter will receive

the first message, but will not receive the second message. If the newly connected computer

needs to process the messages in order, it would wait indefinitely for the second message.

One solution to this problem is to have each computer queue
that it receives until it can send them in their proper order to its neighbor|

however, may tend to slow down the propagation of messages through the

all the messages
5. This solution,
computers of the

broadcast channel. Another solution that may have less impact on the pro

neighbors who are not newly connected, but not to the newly connected neighbor. The
already connected neighbor would only forward messages from each originating computer to
the newly connected computer when it can ensure that no gaps in the messages from that
originating computer will occur. In one embodiment, the already connected neighbor may

track the highest sequence number of the messages already received and forwarded on from

each originating computer. The already connected computer will send only
messages from the originating computers to the newly connected computer|
numbered messages have been received from all originating computers,

connected computer can treat the newly connected computer as its oth

higher numbered
~ Once all lower
then the already

r neighbors and

simply forward each message as it is received. In another embodiment, each computer may
queue messages and only forwards to the newly connected computer those messages as the
gaps are filled in. For example, a computer might receive messages 4 and 5 and then receive
message 3. In such a case, the already connected computer would forward queue messages 4
and 5. When message 3 is finally received, the already connected computer will send
messages 3, 4, and 5 to the newly connected computer. If messages 4 and 3 were sent to the
newly connected computer before message 3, then the newly connected|computer would
process messages 4 and 5 and disregard message 3. Because the already connected computer
queues messages 4 and 5, the newly connected computer will be able to process message 3.
It is possible that a newly connected computer will receive a set of miessages from an

originating computer through one neighbor and then receive another set of message from the

[03004-8001/SL003733.107) -12-
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same originating computer through another neighbor. If the second set of messages contains
a message that is ordered earlier than the messages of ﬂle first set received, then the newly
connected computer may ignore- that earlier ordered message if the computer already
processed those later ordered messages. '

Decomposing the Graph
A comnected computer disconnects from the broadcast ch

el either in a
planned or unplanned manner. When a computer disconnects in a planned manner, it sends a
disconnect message to each of its four neighbors. The disconnect message includes a list that

identifies the four neighbors of the disconnecting computer. When a neighbor receives the

disconnect message, it tries to connect to one of the computers on
embodiment, the first computer in the list will try to connect to the second

e list. In one

computer in the

list, and the third computer in the list will try to connect to the fourth computer in the list. If

a computer cannot connect (e.g., the first and second computers are already
the computers may try connecting in various other combinations. If conne

established, each coniputér broadcasts a message that it needs to establish

connected), then

ctions cannot be

connection with

another computer. When a computer with an available internal poﬁ receives the message, it
can then establish a connection with the computer that broadcast the messdge. Figures 5A-

5D illustrate the disconnecting of a computer from the broadcast channel. Figure 5A

illustrates the disconnecting of a computer from the broadcast channel in a planned manner.
When computer H decides to disconnect, it sends its list of neighbors to each of its neighbors
(computers A, E, F and [) and then disconnects from each of its nejghbors. When
computers A and 1 receive the message they establish a connection between them as

indicated by the dashed line, and similarly for computers E and F.

When a computer disconnects in an unplanned manner, such
a power failure, the neighbors connected to the disconnected comput
disconnection when each attempts to send its next message to the n
computer. Each former neighbor of the disconnected computer recognizes
connection {i.e., it has a hole or empty port). When a connected computer d
its neighbors is now disconnected, it broadcasts a port connection request

channel, which indicates that it has one internal port that needs a conne

resulting from
r recognize the
w disconnected
at it is short one
tects that one of
on the broadcast
ction. The port

connection request identifies the call-in port of the requesting computer. When a connected

[03004-8001/SL003733.107] -13-
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computer that is also short a connection receives the connection request, |it communicates
with the requesting computer through its external port to establish a connection between the
two computers. Figure 5B illustrates the disconnecting of a computer from the broadcast
channel in an unplanned manner. In this illustration, computer H has disconnected in an
unplanned manner. When each of its neighbors; computers A, E, F, and |, recognizes the
disconnection, each neighbor broadcasts a portbconnection request indicatinlg that it needs to
fill an empty port. As shown by the dashed lines, computers F and I and cclmputcrs Aand E
respoxid to each other’s requests and establish a connection.
It is possible that a planned or unplanned disconnection may result in two

neighbors each having an empty internal port. In such a case, since they are neighbors, they
h other. Such a
Each neighbor
broadcasts a port connection request when it detects that it has an empty port as described

are already connected and cannot fill their empty ports by conne:ting to ea

condition is referred to as the “neighbors with empty ports” condition.

above. When a neighbor receives the port connection request from the other neighbor, it will
recognize the condition that its neighbor also has an empty port. Such a ¢ ndition may also
occur when the broadcast channel is in the small regime. The condition can only be
corrected when in the large regime. When in the small regime, each computer will have less
than four neighbors. To detect this condition in the large regime, which would be a problem
if not,repairéd, the first neighbor to receive the port connection request fecognizes the
condition and sends a condition check message to the other neighbor. The condition check
message includes a list of the neighbors of the sending computer. en the receiving
computer receives the list, it compares the list to its own list of neighbors. If the lists are
different, then this condition has occurred in the large regime and repair is needed. To repair
this condition, the receiving computer will send a condition repair request to one of the
neighbors of the sending computer which is not already a neighbor pf the receiving
computer. When the computer receives the condition repair request, it disconnects from one
of its neighbors (other than the neighbor that is involved with the condition) and connects to
the computer that sent the condition repair request. Thus, one of the o iginal neighbors
involved in the condition will have had a port filled. However, two computers are still in
need of a connection, the other original neighbor and the computer that is dow disconnected
from the computer that received the condition repair request. Those two computers send out

port connection requests. If those two computers are not neighbors, then they will connect to
{03004-8001/8L003733.107] -14- 7131400
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each other when they receive the requests. If, however, the two computers are neighbors,
then they repeat the condition repair process until two nom-neighbors are in need of
connections.

It is possible that the two original neighbors with the condi

on may have the

same set of neighbors. When the neighbor that receives the condition check message
determines that the sets of neighbors are the same, it sends a condition double check message
to one of its neighbors other than the neighbor who also has the condition. When the
computer receives the condition double check message, it determines whether it has the same
set of neighbors as the sending computer. If so, the broadcast channel is in| the small regime
and the condition is not a problem. If the set of neighbors are different, then the computer
that received the condition double check message sends a condition check message to the

original neighbors with the condition. The computer that receives that| condition check

‘message directs one of it neighbors to connect to one of the 'original n ighbofs with the

condition by sending a condition repair message. Thus, one. of the original neighbors with
the condition will have its port filled. '

Figure 5C illustrates the neighbors with éinpty ports condition. In this
illustration, computer H disconnected in an unplanned manner, but .cclnputcrs F and I
responded to the poi't connection réquest of the other and are now connect ed together. The
eighbors, which

gives rise to the neighbors with empty ports condition. In this example, computer E received

other former neighbors of computer H, computers A and E, are already

the port connection request from computer A, recognized the possible condition, and sent
(since they are neighbors via the internal connection) a condition check message with a list
of its neighbors to computer A. When computer A received the list, it recognized that
computer E has a different set of neighbor (i.e., the broadcast channel is in the large regime).
Computer A selected computer D, which is a neighbor of computer E and sent it a condition
repair request. When computer D received the condition repair request, it
one of its neighbors (other than computer E), which is computer G
Computer D then connected to computer A. Figure 5D illustrates two co
neighbors who now have empty ports. Computers E and G now have em
not currently neighbors. Therefore, computers E and G can connect to each [other.

Figures 5E and 5F further illustrate the neighbors with empty ports condition.

Figure SE illustrates the neighbors with empty ports condition in the small regime. In this
[03004-8001/5L003733.107] -15- 7131700
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example, if computer E disconnected in an unplanned manner, then each computer
broadcasts a port connection request when it detects the disconnect. en computer A
receives the port connection request form computer B, it detects the neighbors with empty
ports-condition and sends a condition check message to computer B. Computer B recognizes
that it has the same set of neighbors (computer C and D) as computer A pnd then sends a
at the broadcast

channel is in the small regime because is also has the same set of neighbors as computers A

condition double check message to computer C. Computer C recognizes

and B, computer C may then broadcast a message indicating that the broad¢ast channel is in

the small regime. ‘ ,
Figure 5F illustrates the situation of Figure SE when in the 1
discussed above, computer C receives the condition double check message

In this case, computer C recognizes that the broadcast channel is in the larg

e regime. As
om computer B.

regime because

it has a set of neighbors that is' different from computer B. The edges extending up from

computer C and D indicate connecﬁqns to other computers. Computer
condition check message to computer B. When computer B receives the
message, it sends a condition repair message to one of the neighbors of ¢

computer that receives the condition repair message disconnects from one

C then sends a
condition check
pmputer C. The
of its neighbors,

other than computer C, and tries to connect to computcr B and the neighbor from which it

disconnected tries to connect to computer A.

Port Selection

As described above, the TCP/IP protocol designates ports abgve number 2056

as user ports. The broadcast technique uses five user port numbers on each computer: one

external port and four internal ports. Generally, user ports cannot be stati¢ally allocated to
an application program because other applications programs executing on x same computer

may use conflicting port numbers. As a result, in one embodiment, the co
to the broadcast channel dynamically allocate their port numbers. Each

uters connected

computer could

simply try to locate the lowest number unused port on that computer and use that port as the

call-in port. A seeking computer, however, does not know in advance

the call-in port

number of the portal computers when the port numbers are dynamically allocated. Thus, a

seeking computer needs to dial ports of a portal computer starting with

the lowest port

number when locating the call-in port of a portal computer. If the portal computer is

{03004-8001/SL0D3733.107) -16-
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connected to (or attempting to connect to) the broadcast channel, then the jzeking computer
ected, then the

seeking computer would eventually dial every user port. In ’addition, if |each application

would eventually find the call-in port. If the portal computer is not co

program on a computer tried to allocate low-ordered port numbers, then a portal computér
may end up with a high-numbered port for its call-in port because many of the low-ordered
port numbers would be used by other application programs. Since the dialing of a port is a

relatively slow probess, it would take the seeking computér a long time to

port of a portal computer. To minimize this time, the broadcast techn|

locate the call-in

jque uses a port

ordering algorithm to identify the port number order that a portal computer

should use when

finding an available port for its call-in port. In one embodiment, the brgadcast technique

uses a hashing algorithm to identify the port order. The algorithm preferai
ordering of the port numbers randomly through out the user port numbe:
selects each pprt, number once. In additidn, évery time the algorithmis
computer for a given channel type and channel instance, it generates the 8¢
As described below, it is possible for a computer to be connected to
channels that are uniquely identified "by channel type and channel instanc

ly distributes the
- space and only

executed on any

ne port ordering.
tiple broadcast
.- The algorithm

may be “seeded” with channel type and channel instance in order to génerate a unique
ordering of port numbers for each broadcast channel. Thus, a seeking computer will dial the
ports of a portal computer in the same order as the portal computer used when allocating its

call-in port. ,

If many computers are at the same time seeking connectio
channel through a single portal computer, then the ports of the portal comp
when called by seeking computers. The seeking computers would typically
redialing a busy port. The process of locating a call-in port may be signifi

to a broadcast
ter may be busy
need to keep on
cantly slowed by

such redialing. In one embodiment, each seeking computer may each reOJder the first few

port numbers generated by the hashing algorithm. For example, each
could randomly reorder the first eight port numbers generated by the hashin
random ordering could also be weighted where the first port number

eeking computer
g algorithm, The
enerated by the

hashing algorithm would have a 50% chance of being first in the reordering, the second port
number would have a 25% chance of being first in the reordering, and so on. Because the
seeking computers would use different orderings, the likelihood of finding a busy port is
reduced. For example, if the first eight port numbers are randomly selected, then it is

{03004-8001/5L003733.107) -17-
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possible that eight secking computers could be simultaneously dialing ports in different
sequences which would reduce the chances of dialing a busy port.

Locating a Portal Computer

Each computer that can connect to the broadcast channel has a list of one or
more portal computers through which it can connect to the broadcast ¢hannel. In one
embodiment, each computer has the same set of portal computers. A seeking computer

locates a portal computer that is connected to the broadcast channel by sugcessively dialing

the ports of each portal computer in the order specified by an algorithm. A
could select the first portal computer and then dial all its ports until a icall-in port of a

eeking computer

computer that is fully connected to the broadcast channel is found. If no call-in port is
found, then the seeking computer would select the next portal computer and repeat the
process until a portal computer with such a call-in port is found. A problem with such a

secking technique is that all user ports of each portal computer are dial
computer fully connected to the broadcast chaimel is found. In an alternate
seéking computer selects a port number according to the algorithm and then
computer at that port number. If no acceptable call-in port to the broadcast

d until a portal
embodiment, the
dials each portal
channel is found,

then the seeking computer selects the next port number and repeats the process. Since the

call-in ports are likely allocated at lower-ordered port numbers, the seeking computer first

dials the port numbers that are most likely to be call-in ports of the broadc

t channel. The

seeking computers may have a maximum search depth, that is the number o ports that it will

dial when secking a portal computer that is fully connected. If the s
exhausts its search depth, then either the broadcast channel has not yet been

eking computer
established or, if

the seeking computer is also a portal computer, it can then establish the lTroadcast channel

with itself as the first fully connected computer.
When a seeking computer locates a portal computer that i

connected, the two computers do not connect when they first locate each

5 itself not fully

ther because the

broadcast channel may already be established and accessible through a higher-ordered port
number on another portal computer. If the two seeking computers were td connect to each

other, then two disjoint broadcast channels would be formed. Each seeki

g computer can

share its experience in trying to locate a portal computer with the other seeking computer. In

particular, if one seeking computer has searched all the portal computers to

{03004-8001/SL.003733.107] -18-
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 then the one seeking computer can share that it has searched to a depth of eight with another

seeking computer. If that other seeking computer has searched to a depth jof, for example,
only four, it can skip searching through depths five through eight and that other seeking
computer can advance its searching to a depth of nine.

In one embodiment, each computer may have a different set of portal
computers and a different maximum scarch depth. In such a situation, it may be possible that
two disjoint broadcast channels are formed because a seeking computer canfot locate a fully
connected port computer at a higher depth. Similérly, if the set of portal computers are
disjoint, then two separate broadcast channels would be formed.
Identifving Nei

As described above, the heighbors of a newly connecting computer are
- One advantage
owledge of the

bors for a Seeking Computer

preferably selected randomly from the set of currently connected computers

of the broadcast channel, however, is that no computer has global
broadcast channel. Rathér each computer has local knowledge of itself and its neighbors,
This limited local knowledge has the advantage that all the connected computers are peers
(as far as the broadcasting is concerned) and the failure of any one computer (actually any
three computers when in the 4-regular and 4-connect form) will not cause the broadcast

channel to fail. This local knowledge makes it difficult for a portal comp
select four neighbors for a seeking computer.

To select the four computers, a porﬁl computer sends an
request message throixgh one of its internal connections that is randomly
receiving computer again sends the edge connection request message thi
internal connections that is randomly selected. This sending of the message
random walk through the graph that represents the broadcast channel.
receiving computer will decide that the message has traveled far enoug]

randomly selected computer. That receiving computer will offer the int

ter to randomly

edge connection
v selected. The
rough one of its
corresponds to a

Eventually, a
h to represent a

emal connection

upon which it received the edge connection request message to the seeking computer for

edge pinning. Of course, if either of the computers at the end of the
connection are already neighbors of the seeking computer, then the seeking
connect through that internal connection. The computer that decided that

[03004-8001/5L003733.107} -19-

offered internal
computer cannot
the message has
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traveled far enough will detect this condition of a]xeady being a neighhor and send the

message to a randomly selected neighbor.
In one embodiment, the distance that the edge connection
travels is established by the portal computer to be approximately twi

is to travel. Each receiving computer decrements that distance to travel b

request message
e the estima ted

~ diameter of the broadcast channel. The message includes an indication of the distance that it

fore sending the

message on. The computer that receives a message with a distance to travel that is zero is

considered to be the randomly selected computer. If that randomly selected

connect to the seeking computer (e.g., because it is already comnected
randomly selected computer forwards the edge connection request to one

with a new distance to travel. In one embodiment, the forwarding compute

computer cannot
to it), then that
of its neighbors
r toggles the new

distance to travel between zero and one to help prevent two computers from sending the

message back and forth between each other.
Because of the local nature of the information maintained

y each computer

connected to the broadcast channel, the corriputers need not generally be aware of the

diameter of the broadcast channel. In one embodiment, each message [sent through the

broadcast channel has a distance traveled field. Each computer that fo

ards a message

increments the distance traveled field. Each computer also maintains an estimated diameter

of the broadcast channel. When a computer receives a message that has tr

that indicates that the estimated diameter is too small, it updates its estim

veled a distance-

ed diameter and

- broadcasts an estimated diameter message. When a computer receives an estimated diameter

message that indicates a diameter that is larger than its own estimated diameter, it updates its

own estimated diameter. This estimated diameter is used to establish the

edge connection request message should travel.

External Data Representation

The computers connected to the broadcast channel may inte

data in different formats. For example, one computer may use 32-bit inte;
computer may use 64-bit integers. As another example, one computer

represent text and another computer may use Unicode. To allow commun

heterogeneous computers, the messages sent over the broadcast channel nf

(“eXternal Data Representation™) format.

[03004-8001/SL003733.107] -20-

- distance that an

mally store their
bers, and another
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ications between
1ay use the XDR
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