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[57] ABSTRACT 

The distribution of multicast information in a communica

tions network formed from a plurality of communications 

nodes, e.g., ATM switches, is enhanced by providing an 

efficient mechanism for routing a request to join a multicast 

connection to an originator of the multicast and an efficient 

mechanism for then connecting the requester to the multicast 

connection. 
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DYNAMIC DISTRIBUTED MULTICAST 
ROUTING PROTOCOL 

F1ELD OF TilE INVENTION 

2 
find message identifying the multicast group to the selected 
nodes in accordance with the routing tree. In response to 
receipt of a message identifying the nearest node connected 
to the multicast group, the requesting node then simply 

The invention relates to data networks and more particu
larly relates to a multicast protocol for locating, joining and 
leaving a multicast gronp that is receiving particular infor
mation. 

5 sends a join message to the identified node to join the 
multicast group. 

BACKGROUND OF TilE INVENTION 

Presently, a user associated with a multimedia terminal, 
e.g., a conventional workstation or PC, may enter a request 

10 

These and other aspects of the claimed invention are 
disclosed in the ensuring detailed description, accompany
ing drawings and claims. 

BRIEF DESCRIPTION OF TilE DRAWINGS 

In the drawing: 
via the terminal to participate in a particular event, e.g., a 
lecture, audio/video conference, televised speech, etc., that 
is being provided by a node, e.g., a packet switch, in a digital 
network. The event is typically associated with some type of 
identifier, i.e., group identifier (e.g., 800 number or confer
ence bridging number in conventional telephone networks) 

F1G. 1 shows a communications network in which the 
1s principles of the invention may be practiced; 

so that a user who wants to participate in the event may 
20 

identify the event in a request that tbe user submits to his/her 
terminal. The user's terminal then forwards the request to an 
associated serving node within the digital network. A group 
identifier may represent a collection of users who are 
interested in particular information associated with the 

25 
evenl (Note that group identifier is different from an iden
tifier that is used to identify a particular user.) JYpically, the 
membership associated with a group identifier may be 
dynamic such that a member may join and leave the group 
at any time. Also, there is no restriction on the physical 30 
location of multicast group members who may or may not be 
at the same physical location. The network maintains infor
mation relating to tbe group and typically does this by 
conslructing a network directory which is used to track the 
connectivity of active members. That is, a serving node 35 
submits the group identifier to the network directory. The 
directory, in tnrn, retnms the address of the nearest node 
which it can join. The serving node then sends a request to 
join the multicast group to the identified node. A node that 
joins or leaves a multicast group must notify the directory so 40 
that it can update the membership information. 
Unfortunately, membership may change so frequently that 
management of sucb a directory may become costly and 
inefficient. 

The network may also maintain such membership by 45 
constructing a multicast server in the network. Data that is 
sent by a user is then first delivered to the server, which, in 
tnrns, delivers the information to all other members in the 
multicast group. Although this approach appears to be 
simple to implement it, nevertheless, may lead to a single so 
point of failure in the event that the server fails. Moreover, 
this approach does not use the network resources efficiently, 
since user data bas to be sent to the server. 

F1G. 2 illustrates a routing tree rooted at a particular one 
of the nodes of FIG. 1; 

F1G. 3 shows a state diagram illustrating the operation of 
a node in accordance with the principles of the invention; 

F1GS. 4-9 are respective expanded versions of the opera
tions states shown in F1G. 3, and 

FIGS. 10-15 illustrate the operation of the principles of 
the invention in an illustrative hierarchical network. 

DETAILED DESCRIPTION 

Our inventive protocol supports what we call a 
"Participant-Initiated Join", in which a node initiates a 
request to join a multicast group and, in doing so, determines 
the network path that is to be used to join the multicast. The 
protocol bas two phases. We call the first phase the "Find" 
phase, since it is the requesting node that determines the 
identity of the nodes that are already on the multicast tree. 
We call tbe second phase the "Join" phase, since the request
ing node attempts to join the nearest node that is already on 
the multicast tree.ln the Find phase, a node that wants to join 
the multicast group originates a REQUEST message and 
sends it to all of its neighbors on the shortest path tree rooted 
at the requesting node. A neighbor that receives the message 
then forwards it downstream to its neighbors along the links 
of the shortest path tree rooted at tbe originating node. This 
process continues until the REQUEST message reaches 
either a node that is already on the multicast tree or a leaf 
node of the shortest path tree rooted at the originating node 
(i.e., the node that has the sought-after multicast 
information.) Each node that is already on the multicast tree 
replies to the request, with the cost parameter set to D. The 
leaf nodes that are not on the multicast tree reply to the 
request with the cost parameter set to -1. On receiving all of 
the replies to the message, a node determines the nearest 
node and forwards the REPLY message from the nearest 
node upstream towards the originator of the REQUEST. 
Before doing so, tbe node updates the cost function to reflect 
the cost from this node to the nearest node. The originator 

SUMMARY OF TilE INVENTION 

The foregoing is addressed and the relevant art is 
advanced by providing an efficient and sealeable mechanism 
for a data network to maintain multicast group information 

ss receives all tbe replies and determines the nearest node. This 
ends the Find phase. ln the Join phase, the requesting node 
determines the path to the nearest node and sends a JOIN
REO message. The determined path is inserted in the 

in a dislnbuted fashion in which any node in the network 
may automatically locate, join and leave a multicast group. 60 
The mechanism is distributed so that a single node bas to 
maintain complete information about the other participants 
of the multicast group. ln particular, in accordance with an 
illustrative embodiment of the invention, a network node 
enters a request to join a multicast group, by constructing at 65 

least one routing tree formed from selected paths to each of 
a number of other nodes identified in the tree and sending a 

message so that an intermediate node does not have to make 
the same determination. The nearest node (having the 
sought-after information) replies with aJOIN-ACK.message 
and all the nodes in the patb become a branch of the 
multicast tree. 

An illustrative example of the foregoing is shown in F1G. 
1, in which sought-after multicast information is assumed to 
be a multimedia event 150, e.g., a televised lectore. Multi
media signals characterizing the multimedia event are sup-
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plied to node lOS, which may operate as a conventional nodes 110 and 120, which are in the path of the multicast, 
video server for the purpose of supplying the video signal in start receiving the multicast information then they note in 
the form of digital signals to a user who has entered a request their respective intemal memories that they also have such 
to receive a copy of such signals via network 100 formed information. 
from data nodes lOS, 110, 115, 120, 125, 130 and 135. In an s Assume at this point that a user associated with node 130 
illustrative embodiment of the invention, each of the nodes also wishes to receive the multicast and enters a request for 
may be, for example, a conventional AJ'M switch. Assume that information. Similarly, node 130 constructs a least-cost 
that a user associated with workstation 170 in a conventional path tree and launches its own find message in accordance 
manner enters a request via a keyboard (not shown) to view with the tree (not shown). When the message reaches node 
the event on monitor 175, in which the request includes an 10 120, it responds with a reply message to node 130 indicating 
identifier associated with the multimedia event. The request, that it has the information. As discussed above, node 130 
however, does not contain the identity (e.g., address) of the aecumulates the reply messages and then detemlines from 
source of the multicast information. Workstation 170, in those message which of the nodes having the sought-after 
response to receipt of the request, converts the request into information is closest to node 130. In the present illustrative 
a form expected by associated network node 125, also 15 example, the closest node fur the desired purpose would be 
shown as tbe E node. As an aspect of the invention, network node 120. Accordingly, then node 130 may join the multicast 
100 does not include a directory identifying the information by sending a Join message to node 120, rather than to node 
that is respectively supplied by the netwolk 100 nodes. lOS. Thus, when node 120 receives a packet of such infor-
Accordingly, to locate the node that has the multicast mation from node no, it sends a copy to node 125 and a 
information, node 125 will poll each of the other network 20 copy to node 130. 
100 nodes. Before doing so, however, node 125 constructs If at this point, the user at workstation 170 enters a request 
a tree formed from selected paths to each of the other node&, to terminate receipt of the multicast, then node 125 forms a 
in which the selection is based on predetemlined parameter, "Leave" message and sends the message to node 120 in 
for example, cost, number of hops, etc. In an illustrative accordance with the constructed path tree rooted at node 
embodiment of the invention, cost is characterized by a 25 125. When node 120 receives the message, it stores the 
weight value. Such weight values are shown in parentheses message in local memory and temlinates the supplying of 
in FIG. 1 and are used, as mentioned, to identify a least cost the multicast information to node 125 but will continue 
path/route. For example, if node 120 (D) needs to send a supplying that information as it is received to node 130. If 
message to node 105 (A), then node 120 will likely send the prior to the end of the televised event, node 130 launches a 
message via· node ·110 (B) since the sum of the weights 30 "Leave" message, then node 120, in response to that mea-
associated with the links in that path is less than the sum of sage and in response to having no other receiver fur the 
the weights associated with the links in the via node 115 (C) multicast, sends a message to node 110 to temlinate the 
path, i.e., (5)+(1)<(6)+(3). supplying of the multicast to node 120. Similarly, node no 

Thus, in accordance with known techniques, node 125, in sends a similar message to node 105 if it has no other 
the ":lind"phase, constructs a path tree and uses that tree to 35 receiver for the multicast information. 
control the routing of a message to locate a node that has the A situation could arise in which a node receives, at about 
requested multicast information, i.e., the televised event the same time (concurrently), Find messages from a plural-
150. An example of such a tree is illustrated in FIG. 2. Node ity of node&, e.g., two nodes. To handle this situation and 
120 thus sends a "Find" message to node 135 (G) and to preserve the correctness of the distributed protocol, a node, 
node 120(D) in accord with the tree. The "Find" message 40 e.g., node 125, appends a time stamp to a Find message. In 
include&, inter alia, the address of the message originator, this way, if a node, e.g., node D, receives concurrently 
identifier associated with the songht-after information, a "Find" message from nodes 125 and 130, then it processes 
request for the identity of the node that has the sought-after the Find message bearing the earliest time stamp and retorns 
information. The message may also include information a Reply message to the node, e.g., node 130, that launched 
characterizing the constructed path tree. Accordingly, then, 45 the Find message bearing the latest time stamp. Then, when 
upon receipt of the message, node 135 retorns a Reply the least cost multicast path is established from node 105 to 
message with the cost parameter set to -1. Although node node 120, then node 130 launches a .Find message after 
120 does not have the sought-after information, it does not waiting a random (or a predetermined) period of time and 
discard the message since the path tree indicates that the then proceeds as discussed above. 
message should be individually routed to nodes no, 115 and so In an illustrative embodiment of the invention, the prin-
130, as shown in FIG. 2. Similarly, ~hen tbe message ciples of the invention are embodied in a state machine 
reaches node no, the node does not discard the message which is implemented in each network node for each mul-
(even though it does not have the sought-after information), ticast group.An illustrative example of such a state machine 
but forwards it to node lOS (A). Since, it is assumed that is illustrated in FIG. 3 and is CODlpOSCd of five major states, 
node lOS has the sought after information, then it responds 55 namely IDLE 301, WAIT 302, TENTATIVE 303, ACilVE 
to the received message by returning to node 125 a reply 304 and RETRY 305. Before discnssing FIG. 3, it would be 
message containing the identity (address) of node 105 and best to review the different message(s) that may be sent by 
with the cost parameter set to 0. a node attempting to join a multicast and the message(s) that 

Upon receipt of the latter message, node 125 enters the are sent by the other nodes in the network in response to a 
"Join" phase, as discussed above. In this phase, node 125 60 request to join a multicast session. Briefly, a node that wants 
constructs the shortest path to node lOS and sends a Join to join a multicast tree/session sends a REQUEST message, 
message containing the node 125 address with a request to in the manner discussed above. The header of the request 
join the multicast of the identified event. message contains, inter alia, the identity of the multicast 

Referring to FIG. 2, it is seen that such path would be via information, sender lD, and time-stamp. (It may also contain 
nodes no and 120, rather than via nodes ns and 120. Node 65 a retry count.) A request message can only be originated by 
lOS returns a Join-ACK and then starts supplying the a node that is in the IDLE state. A node sends a REPLY 
televised event to node 125 via the determined path. When message in response to receipt of a REQUEST message. A 
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REPLY message includes the header information of the 
REQUEST message and an associated cost parameter which 
identifies the cost of the shortest path from the current node 
to the nearest node that is already on the tree. The cost is 
updated as the REPLY moves from one node to another 5 
node. The cost is set to -1 if there is no ACTIVE node on 
that particular path. A node sends a REI'RY message if it 
determines that another request is already being processed. 
as discussed above. The request with the earlier time-stamp 
is allowed to continue while a RE1RY message is sent to the 

10 
originator of the request having the later time stamp, as 
mentioned above. A node sends a JOIN-REQ message when 
it wants to join the multicast session/tree. The path to the 
nearest node is encoded within this message. An ACTIVE 
node sends a JOIN-ACK message in response to receiving 
a JOIN-REQ message. The receipt of this message indicates 15 

that a node is on the multicast tree. A node sends a LEAVE 
to an ACTIVE neighbor node when it wants to leave the 
multicast session/tree. 

Thming then to FIG. 3, Briefly, in the IDLE state a node 
has no information pertaining to the multicast informatinn 20 

(or tree). A node enters the WAIT state after it has sent/ 
forwarded a REQUEST message and is waiting for a 
response. A node enters the TENTATIVE state after it has 
sent/forwarded a JOIN-REQ message towards the nearest 
node that is already on the multicast tree. In this state, the 25 

node is waiting fur a JOIN-ACK message. A node enters the 
ACTIVE state when it joins a multieast session (i.e., it is on 
the multicast tree. A node reaches this state when it receives 
a JOIN-ACK message from a node that is already on the 
tree. A node in the ACTIVE state may also maintain the 30 

tree-based informatinn regarding all the links that are inci
dent on it and belong to the tree. However, the node does not 
maintain any state information about new requests to join 
the tree. A node reaches the RE'IRY state when it is the 
originator of a REQUFST to join a multieast tree and 35 

receives a RE'IRY message via one of the links of the tree. 
In this state, a node does not have to maintain any state 
information relating to other requests. Also, the node waits 
for a random period of time before re-sending the original 
REQUFST. It may also track the number of REQUEST 40 

messages that it sends. 
An expanded version of the IDLE state is shown in FIG. 

4. As mentioned above a node initiates a REQUEST mes-
sage when it is in the IDLE state. 

45 
A node in this state only can initiate a REQUEST mes

sage. A REQUEST message is identified using the 
tuple<SenderiD,time-stamp,retry-count>, where senderiD is 
the ID of the node that is the originator of the message, 
time-stamp is the value of a counter at the senderiD and 50 
retry-count is the number of attempts the node has made to 
join the tree. The retry-count is initially 0. The initial 
REQUEST message is forwarded on all the links via the 
shortest-path tree rooted at the originating node. The node 
then enters the WAIT state. The following actions are taken 

55 
when the node receives either a REQUEST message (action 
path 401) or JOIN REQ message (action path 402). For 
example, assume that a REQUEST message is received from 
node B, and therefore contains the tuple<I.Dn,CNTRn, 
RCs"'· Then the receiving node takes the following actions: 60 

If the message is not on the shortest path, then send a 
REPLY with cost~l towards the originator. Else, 
update the time stamp (local counter). 

Save the state information of the message. 
Forward the REQUEST message. Change State= WAIT. 65 

If no available link, send REPLY with cost~-1. State= 
IDLE. 

6 
If a JOIN-REQ message is received from node B, then the 

receiving node proceeds as follows: 
Forward JOIN-REQ message to next node. Change State= 

TEND\TIVE. 
If current node is the final destination noted in the 

message, then return a RETRY message to the originator. 
(Note that this conditinn may arise if the node changes its 
state from ACTIVE to IDLE during the time between the 
sending of the REQUEST message andJOIN-REQ message 
to node B.) 

An expanded version of the WAIT state is shown in FIGS. 
SA, 5B and 6. For FIGS. SA and B, assume that a node 
received a REQUEST message containing the tuple <IDA, 
CNTRA,RCA>from node A. 

If the node also receives a REQUEST message from node 
B, <IDB,CNTRB,RC_a>. Then the node takes the followiDg 
actions (path 501 ): 

Update the local time stamp counter. 
If the message had not been received via the shortest path, 

then send a REPLY to B, setting cost to -1. 
If the message is received via the shortest path and A 

precedes B in time, then send a REI'RY message to B. 
If the message is received via the shortest path and B 

precedes A in time, then send a RE'IRY message to A 
Clear state information pertaining to A. Save informa
tion pertaining to B and forward REQUEST message. 

If the node receives a REPLY message via one of its links, 
then the node takes the following actions (path 502): 

Ignore the REPLY message if it does not contain state 
informatinn. 

If not the last reply, then store the cost information and 
wait fur other reply messages. 

If tbe last REPLY, then determine best message by mini
mizing the (cost field of message+link: cost). Then 
forward the best message towards the originator of the 
REQUFST after updating cost. 

Change state•IDLE. 
If originator of REQUEST message, then compute the 

shortest path to the nearest node. Send JOIN-REQ 
message towards that node via the shortest path. 
Change stat~ T'EN':IiU1VE. 

If the node receives a REI'RY message via one of its links, 
then the node takes the following actions (path 601, FIG. 6): 

Ignore the RE'IRY message if it does not contain state 
information. 

Clear the state information and forward the REI'RY 
message towards the originator of REQUEST. 

ChaDge state•IDLE. 
If originator of REQUFST, then change stat~RE'IRY. 

Increment retry count. 
Wait for a random period of time, then resend the 

REQUEST message with the updated retry count value. 
(Note: The same counter value (CNTR) will be used to 
ensure fairness.) 

If the node receives a JOIN-REQ message from a node, 
e.g., node B, then the node proceeds as follows (path 602, 
FIG. 6): 

Change state=TENTJUIVE. 
If next node information is available, then forward the 

JOIN-REQ message to the next node and send a 
RE'IRY message to node A. 

If no next node, then send a RE'IRY message towards the 
originator of the JOIN-REQ message. 

An expanded version of the TEND\TIVE state of FIG. 3, 
is shown in FIG. 7, in which a node enters the TENTJUIVE 
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State after it receives a JOIN-REQ message originated by 
another node, e.g., node A. If at that time, the node receives 
a REQUEST message from node B containing the 
tuple<ID8 ,CNTR8 , RC8 >, then the receiving node proceeds 
in the following manner (path 701): 

If a REQUEST message is not received via the shortest 
path, then return a REPLY with cost ~-1 to the origi
nator. Else, 

5 

8 
Change state-WAIT. (A is now waiting for B) 
If. on the other hand, a JOIN-REQ message is received 

from node B, then the node takes the following actions (path 
902): 

Change state~TENTA:IlVE. Forward JOIN-REQ mes
sage to next node on the path. 

Save A's information and wait. (A cannot resend 
REQUEST message until B has joined multicast 
group). Update local counter value. 

Send RETRY message towards the originator of the 10 If Retry timer has expired, then increment Retry count and 
send REQUEST message containing the following 
tuple; <IDA,CNTRA,RCA>· 

message. 
If, on the other hand, the node receives a RETRY 

Message, then the node takes the following actions (path 
702): 

If RETRY matchesJOIN-REQ, forward RETRY message 
back towards node A. 

The old value of CNTRA is used to ensure fairness. 
The foregoing may be readily implemented in a netwmk 

15 formed from a plurality of so-called Peer groups, in which 
a peer group is a group of network nodes forming a smaller 
network. In particular, a large network formed from a large 

Change slate=IDLE. number of nodes may be logically restructured to improve 
Ignore if RETRY message does not match JOIN-REQ. the efficiency of the number. Such restructuring entails 
If the node otherwise receives a JOIN-ACK Message, 20 forming nodes into groups each operating as a smaller 

then the node takes the following actions (path 703): network, in which connection management functions are 
Change State-ACTIVE. logically extended to each level of the netwolk hierarchy. 
Forward Join-Ack to node A. The state information is maintained at each physical node. In 
aear all state information. addition, each group is represented as a logical node at a 
Update multicast tree information to include the link over 25 higher level of the network hierarchy by a peer group leader 

which the JOIN-REQ was received. (POL). The POL maintains separate slate information for 
An expanded version of the ACTIVE slate of FIG. 3, is that logical node at that hierarchical leveL The logical nodes 

shown in FIG. 8, in which a node is already on the multicast perform the same state transitions as the physical nodes at 
the lowest level of the netwolk hierarchy. In that sense, our 

tree. In that case, the node only responds to new requests and 30 inventive protocol may be applied to such a netwmk with the 
join requests. Other messages may be ignored. following modifications (extensions). 

If a node in the active slate receives a REQUEST message Find Phase 
from node B a containing the tuple<ID0 ,CNTR8 , RCa>, 
then the receiving node takes the following action (path i) A Joining Node prompts (requests) its POL to enter the 

801
): "Find" phase at the next higher level of the hierarchy. At the 

35 logical level, pre-established virtual counections between 
If the REQUEST message is not received via the shortest logical nodes are used to send the REQUEST and REPLY 

path, messages. During the "Find" phase, the logical nodes may 
then· send REPLY message with cost•-1 to the originator. make a transition from the IDLE state to the WAIT state and 

Else, RETRY state similar to the physical nodes. 
Update local counter value. 40 n) If the POL is already active at the higher level (which 
Send a REPLY with cost=O. may mean that smne other ACTIVE node exists in the 
If. on the other hand, the node receives a JOIN-REQ peer-group), then this information is returned to the request-

message from node B, then the node returns a JOIN-ACK ing node. On receipt of the information, the requesting node 
message to B (path 802). If the node otherwise receives a executes the protocol to determine the nearest ACTIVE node 
LEAVE message from node B, then the node takes the 45 within the peer-group. The ID of the nearest ACTIVE node 
following actions: (physical ur logical) is returned to the lower level requesting 

Update multicast tree information. node. If the current level is the lowest level. then the 
If only one ACTIVE neighbor and the node is not member requesting node enters the "Join" phase. 

of multicast group, then send LEAVE message to iii) Otherwise, the POL recursively executes the above 
neighbor. so steps at higher levels until it reaches the top level of the 

Change state=IDLE. hierarchy. At that level, the POL enters the "Find" phase. At 
• . . the end of the "Find" phase, the requesting node has the ID 

An expanded version of the RETRY State IS sho~ m of the nearest ACTIVE node. (Note that this ID may either 
FIG. 9. A node enters the RETRY stat? :Uter sendmg a be the physical ID of the node within the same er-grou 
REQUEST message. Assuroe that node AIS m the retry state . . ~ P 

d th · ted tupl inti ati is--<ID CNTR 55 (smgle peer group case) or the logtcal ID of a higher level 

R
anC e dassoth craode A e . ormREQonUEST A• fro:A• node in a logical peer-group (multiple peer group case). 

A>, an at n receives a message m 1 · Ph 
node B whose tuple information is<ID0 ,CNTR0 ,RC0 >. For 

01
B
0 

dase tbe ail bl 1 ·cal · ., · 
that case node A takes the followin actions (path 901): . ase on a_v a e topo Ogi IDLormatlon, a request-

' . g mg node determmes the path to the nearest node. The path 
If m:ssage IS not on the shortest path, send a REPLY back 60 may not be complete if the nearest node is a logical node in 

With cost set to -1. Update local counter. a higher level, logical peer-group. The determined path is 
If A precedes B in time, then send a RETRY message stored in the form of a Designated Transit List (DTL), as 

towards node B. discussed in the Private Network-Network Interface (PNNI) 
If B precedes A in time, then save B's state information specification version 1.0, available from the ATM Forum, 

and forward the REQUEST message. Save A's infor- 65 2570 West El Camino Real, Suite 304, Mountain View, 
mation and stop A's retry timer. (A cannot join the Calif. 94040-1313, which is hereby incorporated by refer-
multicast group until B has joined). ence. The DTL is embedded in the JOIN-REQ message 
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before it is forwarded to tbe nearest node. On receiving a In tbe "Join" phase, node C.4 encodes a patb to peer-
JOIN-REO message, a node executes tbe following proto- group A as a D'IL and forwards a JOIN-REO message to 
col; peer-group A The message enters peer-group B, across the 

1) If the node is already ACTIVE, it returns a JOIN-ACK border link (C.2-B.4). Here, node B.4 is tbe ingress node 
message. TheJOIN-ACKis returned along the same path (in 5 and tbe D'IL stack is not empty (step (ii) of the "Join" 
tbe reverse direction) to originating node. phase). Node B.4 identifies a path through its peer-group to 

ii) Else, if the D'ILstack is not empty, then the JOIN-REO peer-group A and appends the path to the D'IL. It then 
message is forwarded to the next node based on tbe infor- forwards the message towards peer-group A Node B.4 also 
mation available in the D'IL. (Note that new paths may be sends a copy of the JOIN-REO message to tbe PGL node 
added to the D'IL by ingress nodes, as explained in the 10 B.l, which maintains tbe global state machine for logical 
above-mentioned reference. Also note that tbe JOIN-REO node B. Node B.1 updates the global state machine of node 
and JOIN-ACK messages may be sent on network signaling B to TENTATIVE state. Assume that tbe message enters 
chamtel. When tbe JOIN-REO or JOIN-ACK messages are peer-group A across link (B.S-AS). The D'IL stack is now 
sent across border links, the logical node at the appropriate empty (step (ili) of the "Join" phase). Node AS upon receipt 
level has to be informed so that the logical node can make 15 of tbe message enters the "Fmd" phase to determine the 
a state transition to the TENT.ATIVE or ACTIVE state nearest node that should receive the message, i.e., node A3. 
respectively. This is done by sending a copy of tbe JOIN- It then appends the patb to node A3 to the D'IL and forwards 
REQ or JOIN-ACK message to the appropriate logical node. the JOIN-REQ to node A3. Node A3, being in the ACTIVE 

ill) If the D1L stack is empty, then the node enters the state, replies to receipt of tbe message by returning a 
"Find" phase to determine tbe nearest ACTIVE node. The 20 JOIN-ACK message (step (i) of the "Join" phase). The 
nearest node information is tben encoded as D1L and the JOIN-ACK messages retraces the patb followed by the 
message is forwarded to the nearest node. JOIN-REQ message. When the JOIN-ACK crosses tbe 

Sllnilar actions are taken when a participatiog node leaves border link (A5-B.5), the state machine of logical node B 
the multicast group. In this case a LEAVE message is sent is updated to the ACTIVE state. Logical node C becomes 
to an ACTIVE neighbor node, provided that the participant 25 ACTIVE when the JOIN-ACK message is sent across link 
bas only one ACTIVE neighbor. The participant node tben (B.4-C.2). The resulting multicast tree is shown as dotted 
enters the IDLE stale. The neighbor node may then forward lines in FIG. 12. Node B2 can now join the multicast tree 
tbe LEAVE message to its nearest neighbor if it is not a by joining node B.4, as shown in FIG. 13. 
participant and bas only one ACTIVE neighbor. When a If participant A31eaves the multicast group, then it sends 
LEAVE message is sent across a border link, then a copy of 30 a LEAVE message to node A.S, whicb propagates the 
tbe message is sent to the appropriate logical node, so that message to node B5. Node AS also sends a copy of the 
the global state of the node can be changed to the IDLE state. LEAVE message to node Al, so that the global state 

The extended protocol described immediately above may machine of logical peer-group A may be changed to the 
be further appreciated when discussed in conjunction witb IDLE state. Node B.S also sends a LEAVE message to node 
the examples illustrated in FIGS. 10 through 13, in whicb 35 B.4. However, tbe propagation of the latter message stops at 
each FIG. illustrates a network: formed from three peer node B.4 since that node has two ACTIVE neighbors, nodes 
groups of network nodes (e.g., ATM switches) 201,202 and B.l and C2. The resulting tree is shown in FIG.14. Assume 
203. The .nodes in peer group (a) 201 are respectively now node B.2 similarly leaves the multicast group. In this 
designated A.l through AS, (b) 200 are respectively desig- instant the LEAVE message propagates to node C.4. Recall 
nated B.l through B.S and (c) 203 are respectively desig- 40 that when tbe LEAVE message is sent across link B.4-C2, 
nated C.1 through C.5. The dark(orfilled in)node serves as a copy is also sent to node B.l so that the global state 
the PGL for the respective peer group in eacb of FIGS. 10 machine for tbe peer-group may be changed to IDLE stale. 
through 13. Assume for FIG. 10 that node A3 wants to join The final tree consisting of only node C.4 is shown in FIG. 
a multicast group, and, therefore sends a request to that 15. 
effect to its PGL (node A), which causes that PGL to enter 45 The foregoing is merely illustrative of the principles of 
tbe "Find" phase at tbe higher level as noted by the ellipse the invention. Those skilled in tbe art will be able to devise 
containing logical PGLsA, Band C. Since PGLAenters the numerous arrangements. which, although not explicitly 
highest level, it sends a REQUEST message to the other shown or described herein, nevertheless embody those prin-
members of its peer-group to determine who has the ciples that are within the spirit and scope of tbe invention. 
requested multicast information. Assume that PGLA deter- so We claim: 
mines that there are no members of the multicast in peer- 1. Ametbod of joining a multicast connection originating 
groups B and C. This information is passed on to node A3 from a source node distributing multicast information, said 
and the state of node A3 becomes ACTIVE. The multicast multicast counection being established in a network: com-
tree now consists of a single node A3. Globally, the state posed of a plurality of communications nodes, said metbod 
machine for logical node A also makes a transition to the 55 comprising the steps of: 
ACilVE state. The ACTIVE nodes at each level are shown at one of said nodes, responsive to receipt of a request to 
as boxes in FIG. 11. The participant nodes at each level are receive said multicast information, constructing at least 
shown as lightly shaded boxes. one routing tree formed from selected paths to each of 

Assume that node C.4 now wants to join the multicast a number of other nodes identified in the tree and 
group, and, therefore sends a request to its PGL (node C) to 60 sending a message identifying said multicast informa-
enter the "Find" phase. Node C, in response thereto, sends lion to tbe selected nodes in accordance with the 
a REQUEST message to logical node B and logical node A routing tree, and 
(Note that n~e C may enter th~ RETRY state if there is a · at said one node, responsive to receipt of a message 
concurrentJom request from log~cal node B.) If there are no identifying said source node as being the originator of 
?tber req_uest:>, tben only logical node A is ACTIVE and this 65 tbe identified multicast information, sending a message 
information IS sent to node C.4 by logical node C. This containing a request to join multicast distribution of the 
action completes the "Find" phase for node C.4. identified multicast information. 
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2. The method of claim 1 further comprising the steps of 

at the source node, responsive to receipt of a message 
containing a request to join the multicast distnoution of 

12 
sive to having no other recipient for said multicast 
information, sending the received termination message 
to the source node. 

8. A method of joining a multicast connection originating the identified information, returning an acknowledg • 
ment message to the originator of the message. 

3. The method of claim 1 further comprising the steps of 
at the source node, responsive to receipt of a message 

containing a request to join the multicast distribution of 

s from a source node distributing multicast information, said 
multicast connection being established in a network com
posed of a plurality of communications nodes, said method 
comprising the steps of 

the identified information, constructing a network path 
tree rooted at the source node and extending to the node 
originating the message, and 

supplying the multicast information via the path tree 
rooted at the source node. 

at a network node, responsive to receiving from first and 
10 second other ones of the network nodes respective 

message requests to join the multicast, determining as 
a function of a predetermined parameter a first one and 
a secood one of the first and second nodes, said first one 
is to be connected first to the multicast connection and 
sending a wait message to said second one, 

4. The method of claim 3 wherein said multicast tree 
15 

includes at one intermediate node between the source node 
and the node originating the message and wherein said 
method further comprises the steps of 

at tbe intermediate node, responsive to receiving from 
another one said nodes a message containing a request 20 
for said multicast information, returning to said other 
one of said nodes a reply message indicating that said 
intermediate node can supply said multicast 
information, and 

at said other one of said nodes accumulating all reply 25 
messages to its request for the multicast information 
and determining which of nodes returning a reply 
message is closest to said other one of said nodes, and 

sending a message to join the multicast to the determined 
closest one of the nodes that returned a reply message 30 
to said other one of said nodes. 

5. The method of claim 4 further comprising the step of 
at the closest one of the nodes, responsive to receipt of the 

join message and thereafter responsive to receipt of 
multicast information via the path tree rooted at the 35 

source node, sending a copy of the received multicast 
information to the other one of said nodes. 

6. The method of claim 5 wherein said intermediate node 
is said closest one of the nodes and wherein said method 
further comprises the steps of 40 

at said intermediate node, responsive to receiving from 
said one node a message addressed to said source node 
and requesting a termination of the sending of the 
multicast information to said one node, terminating the 

45 
sending of the multicast information to said one node 
and continuing to supply the multicast information as it 
is received to said other one of said nodes. 

7. The method of claim 5 wherein said intermediate node 
is said closest one of the nodes and wherein said method 

50 
further comprises the steps of 

at the intermediate node, responsive to receiving from 
said other one of said nodes a message addressed to 
said source node and requesting a termination of the 
sending of the multicast information to said other one ss 
of said nodes, terminating the sending of the multicast 
information to said other one of said nodes, and respon-

forwarding the message received from said first one over 
a path contained in that message, and 

thereafter, responsive to receipt of multicast information 
from a source via a path rooted at the source, supplying 
the multicast information to said first one. 

IJ. The method of claim 8 further comprising the steps of 
at said other one of said first and second nodes, response 

to receipt of the wait message, waiting a predetermined 
period of time, and 

at the expiration of that period of time, again sending a 
message requesting receipt of the multicast informa
tion. 

10. The method of claim 9 further comprising the step of 
at said network node, responsive to receipt of the request 

message from said other one of said first and second 
nodes, supplying said multicast information to said 
other one of said first and second nodes as it is received 
from the source. 

11. The method of claim 9 further comprising the steps of 
at said netwOik node, responsive to receiving from said 

one node of said first and second modes a message 
addressed to said source node and requesting a termi
nation of the sending of the multicast information to 
said one of said first and second nodes, terminating tbe 
sending of the multicast information to that node and 
continuing to supply the multicast information as it is 
received to said other one of said first and second 
nodes. 

12. The method of claim 9 further comprising the steps of 
at said network node, responsive to receiving from said 

other one of said first and second nodes a message 
addressed to said source node and requesting a termi
nation of the sending of the multicast information to 
said other one of said first and second nodes, terminat-
ing the sending of the multicast information to said that 
node, and responsive to having no other recipient for 
said multicast information, sending the received mes
sage requesting termination to the source node. 

* * * * * 
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(57) ABSTRAcr 

The present invention is directed to a system and process for 
automatically and dynamically configuring a wireless com
puter network. Each computer that is to participate in the 
dynamic netwmk continuously broadcasts its address to any 
other computer within range of the wireless network hard
ware. When a computer receives a broadcast message from 
a machine it is not currently connected to, it can then use any 
standard communications protocol (i.e., TCPIIP) to establish 
a connection to the broadcasting machine. Once the con
nection is established, a message is sent to the broadcasting 
machine notifying it of the new connection. This allows for 
either client/server, peer-to-peer, or other communications 
strategies to be implemented, depending on the application. 
Upon establishing a new connection between a pair of 
computers, a data synchronization protocol is employed to 
exchange data, applications, or configure services. To avoid 
having many disconnects, reconnects, and data synchroni
zations happening, a connection degradation strategy is 
used. 
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DYNMDCCOMnG~ONOFWllm~S 
NETWORKS 

BACKGROUND OF THE INVENTION 

2 
exchange data, applications, or configure services. Each 
machine in the newly connected pair sends a set of messages 
to the other. Each of these messages contains an identifier for 
the data object, application, or service the computer can 

1. Field of the Invention 5 supply along with the statns of the data object, application, 
The present invention relates to the management of com- or service (the statns could be the last date and time a 

puler devices within a wireless network. where the computer particular data object was updated, for example). When a 
devices are apt to appear and disappear on a regular basis. machine receives a data synchronization message, it can 

2. Description of the Prior Art look at the identifier and statns to decide whether to send a 
Wrreless networks connecting computer devices are a 10 request to its partner machine. For example, if it notices that 

necessary component of distributed, collaborative, and por- a data object it has interest in has a more recent update time 
table applications. However wireless networks pose a stamp, it can request a new copy of the data object. The 
nnique set of software problems to be solved. Traditional number and type of data synchronization messages and the 
wired networks are relatively static. When a new computer response to those messages can vary to satisfy specific 
or branch of the network is added, it can be assumed that it 15 application requirements. 
will exist for a lengthy period of time. In a dynamic, volatile In a mobile environment, it is likely that a computer could 
user environment such as emergency medical care, people move out of communication contact for a brief time 
and computer components can be arriving and departing on (seconds or minutes) and then come back into range. To 
a minute by minute basis. If the computer components are avoid having many disconnects, reconnects, and data syn-
running applications that wish to share data, or if the 20 chronizations happening, a connection degradation strategy 
computeiS wish to share applications themselves, it is nee- is used. When a connection is first established or when any 
essary to automatically manage the appearance and disap- data is received from a connectinn (including a broadcast 
pearance of network connections. message), that connection is marked as UVE. At regular 

Unfortnnately, existing networking methodologies are timed intervals, all the connections a machine has are 
primarily designed to assume that the varioDS computer 25 downgraded one level. From UVE, a connection moves to 
devices are static--e.g., that they will always be in range and STALE; from STALE, to DFAD; and from DEAD, to 
connected to the network. Of COUISe, this may not always be DISCONNECI'ED. The :rmonnt of time between down-
the case, especially in certain applications. For example, grad~ sho~ be close!~ ti~ to the broadcast message rate. 
with respect to the emergency medical care enviromnent A sunple ~plementation IS to downgrade before each 
mentioned previously, medica). technicians and medical 30 bro_adc~t, if lt can ~e assumed_ that each o;'achine partici-
vehicles may each be outfitted with computer devices for paling m the d~c netwoxk: IS broadcasting at the same 
collecting and sharing medical information, etc. Hecause rate. If an application attempts to send data on a connection 
such computer devices may be brought into use with each that is any ;;tate other than LIVE. the da~ is queued up and 
other in a dynamic fashion, it cannot be assumed that any of not transmltted. As soon as the connectJon becomes liVE 
these devices will be present, nor in any specific configu- 35 ~· any queued ~ata can be sent acco~ to any sched-
ration. Therefore, prior art wireless netwoxk: maintenance uling rules that are m place. Once a connection has reached 
systems are simply unsuited to such environments. the DIS~ONNE~ s~e, any termination required by the 

There is therefore a significant need in the art for a system underlymg commum~nons protocol ~ be done. No data 
for dynamically managing a wireless netwoxk: of computer can be sent to or received from ~machine at the other end 
devices, so as to ensure tbat each device will properly be 40 of a DISCONNECI'ED connectinn nntil a broadcast mes
connected to the network. sage has caused a reconnect and data synchronization to 

happen. 
SUMMARY OF THE INVENTION 

BRIEF DESCRIPTION OF THE DRAWINGS 
In the present invention, each compr1ter that is to partici- 45 

pate in the dynamic netwoxk: continuonsly broadcasts its FIG. 1 is a block diagram depicting one instantiation of a 
address to any other computer within range of the wireless dynamic netwoxk of the present invention. 
netwoxk: hardware. To minimize the overhead on the avail- FIG. 2 is a diagram depicting the process performed by 
able communications bandwidth, this broadcast only con- the system of FIG. 1. 
tains a number identifying this message as an address 50 FIG.3isadiagramdepictinganexampleoftheformatof 
broadcast and another number representing the address of a data packet that may be transmitted between the process-
the sending machine. This message must be sent as often as ing systems of FIG. 1. 
the network is expected to change (for example, once per 
minute for a highly dynamic network). 

When a computer receives a broadcast message from a 55 

DE1J\ILED DESCRIPTION OF THE 
INVENTION 

machine it is not currently connected to, it can then use any A preferred embodiment of the invention is now described 
standard communications protocol (i.e., TCP/IP) to establish in detail. Referriog to the drawings, like nmnbeiS indicate 
a connection to the broadcasting machine. Depending on the like parts throughout the views. 
application requirements, a set of rules might be consulted FIG. 1 is a block diagram depicting one instantiation of a 
to decide whether to connect to a particular machine or not. 60 dynamic network of the present invention, linking a first 
Once the connection is established, a message is sent to the processing system 101 to a second processing system 102 
broadcasting machine notifying it of the new conoection. via wireless radio frequency (RF) connection 121. Each 
This allows for either client/server, peer-to-peer, or other processing system may consist of a hardware module called 
commnn!c~ous strategies to be implemented, depending on Wrreless Netwoxk: Hardware 111 and the software modules/ 
the application: . . . 65 objects called Communication Configuration 112. Security 

Upon establishing a new connection between a pan- of Manager 113, Connection Manager 114, Communication 
computeiS, a data synchronization protocol is employed to Channelll5, and Packet Router 116. 
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The Connection Manager 114 is the main software mod
ule controlling the dynamic network. It is responsible for 
monitoring incoming network data packets, detecting new 
processing systems on the netwoik. creating new commu
nication channels within the wireless broadcast 121, detect- s 
ing when processing systems leave the network, and closing 
communication channels. There is one Connection Manager 
114 running on each processing system 101, 102, etc. 

The Security Manager 113 controls which processing 
systems are allowed to connect and which data is allowed to 10 

be accessed by these processing systems. There is one 
Security Manager 113 running on each processing system. 

A Communication Channel module 115 is used to send 
application data from one processing system to another 
processing system (e.g., from system 101 to system 102) via 15 

the wireless network 121. It is responsible for ensuring data 
delivery in the proper sequence without error. There can be 
many Communication Channel modules 115 on each pro
cessing system. 

The Packet Router 116 receives data from the Wm:less 20 

Network Hardware 111 and forwards it to other software 
modules that have registered for the data. It understands the 
format of application data packages and constructs these 
packets by reading network data bytes from the Wireless 
Network Hanlware 111. One Packet Router 116 is running 25 

in each processing system. 
The Communication Configuration module 112 allows 

users to edit and store parameters that control the actions 
taken by the other software modules. For this portion of the 

30 
dynamic netwoik. valid parameters include processing sys
tem identification, connection and data transmission 
permissions, broadcast and connection degradation timeout 
values, and any configuration parameters needed for a 
communication channel. There is also one Communication 35 
Configuration mndule 112 on each processing system. 

The W1reless Network Hardware ll1 is the interface 
between processing systems (via wireless RF broadcast 
121). In one embodiment, hardware 111 may comprise a 
WaveLAN system, available from AT&T, but may also be 40 
implemented with cellular phones and modems, PCS 
systems, satellite telephones. CB radios, or any other wire
less communication system. 

FIG. 2 depicts the ftow of controlfor the dynamic network 
configuration of FIG. 1. In a preferred embodiment, the 45 
process of FIG. 2, as well as the processes performed by 
software modules/objects 112-116,. may be programmed for 
IBM-compatible PCs operating under the Windows 
environment, available from Microsoft Corporation, or 
equivalent. Other suitable environments include Unix, so 
Macintosh, or any other programming environment. 

4 
variable. In C, the malloc( ) function would be used to 
allocate a ConnectinnManager data structure and the result 
saved in a variable. 

The Connection Manager 114 then informs the Packet 
Router 116 that it wants to receive all data packets that arrive 
from wireless connection 121 via the Wireless Network 
Hardware ll1. The Packet Router 116 stores this request in 
a suitable internal table. The Connection Manager 114 also 
reads and stores the identifier for this processing system 
from the Communication Configuration 112. It also reads 
values for the broadcast timer and the connection degrada
tion timer and starts these two timers running. In one 
embodiment, these timers may be implemented by using 
standanl Microsoft Wmdows functions to create and start 
operating system timers that send periodic messages to the 
software modules/objects. 

In step 205, the Connection Manager 114 creates a 
network data packet containing the identifier for this pro
cessing system and sends it to the Packet Router 116, 
instructing the Packet Router D6 to broadcast the packet 
through the Wm:less Network Hardware ll1 and connection 
121 to all other processing systems within transmission 
range. 

In one embodiment, all network data packets 300 may 
consist of a series of bytes in a common format, as depicted 
in FIG. 3. For example, the first two bytes 301 may always 
be the number 01 followed by the nnmber AA (base 16). 
These two bytes identify the start of a data packet 300. The 
next four bytes 302 represent the integer identifier of the 
sending processing system. These four bytes are ordered 
with the most significant byte of the identifier first and the 
least significant byte last. Then follow four bytes 303 in the 
same order representing the integer identifier of the receiv
ing processing system. Next is a single byte 304 encoding 
the packet sequence number. 

Each Communication Channel between two processing 
systems maintains a Current Packet Sequence Number that 
can be used to reorder the network packets into their proper 
sequence if intermediary network hanlware or software 
either lost or delivered packets out of the intended order. The 
Current Packet Sequence Number is incremented and stored 
at 304 in each packet 300 before it is transmitted. Once the 
value exceeds the maximum integer that can be stored in a 
single byte (255), it is reset to 0. 

Following the sequence number are fonr bytes 305 that 
store an integer representing the size of the entire network 
packet 300. These fonr bytes are ordered with the most 
significant byte of the size first and the least significant byte 
last. Then follows a single byte 306 that identifies the 
message being sent from one processing system to another. 
For example, a value of 1 indicates that the packet is an 
identification packet, a value of 2 for a connection packet, a 
value of 3 for a data received packet, a value of 4 for an error 
packet, and values of 5 and higher for application specific 
data. 

In summary, steps 201-204 are initialization steps. Steps 
205-209 form the main processing loop for the Connection 
Manager 114. In steps 210-214, the Connection Manager 
114 responds to connection requests coming from other 55 AfterthemessageiDbyte306areasetofdatabytes307. 
processing systems. (received via wireless connection 121 The nnmber of data bytes and their meaning is dependent on 
through the Wireless Network Hardware ll1). Steps the message ID byte 306. An identification packet has no 

data bytes 307 since the processing system identification is 
215-226 form the basis for detecting when a processing already encoded in the network packet. A connection packet 
system has ~eft the network. 756~ would also have no data bytes 307 since that is needed to be 

FIG. 2 will now be descnbed m further detail. In steps 60 known is that a connectinn occurred. An error packet could 
201-204, when each processing system is started, it first have one data byte 307 that indicated what error occurred. 
creates a new Connection Manager 114 and a new Packet The last two bytes 308 in the network packet are checksnm 
Router 116. For example, if Smalltalk is used as a program- bytes. 
ming language, the message new is sent to the Connection- Before the packet 300 is transmitted, all the bytes in the 
Manager class and the result saved in a variable for future 65 packet (excluding the two checksum bytes) are added 
reference. In C++, the new operator would be invoked for together and the result truncated to fit into two bytes. The 
the ConnectionManager class and the result saved in a resulting truncated sum is stored, most significant byte 
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followed by least significant byte, at the end 308 of the 
network packet. These two bytes 308 are used to detect 
errors in the data transmission. The receiving processing 
system computes the checksum for the bytes it received and 
compares it to the transmitted checksum 308 generated by s 
the sending processing system. If the two values match, no 
error has presumably occurred. 

In steps 206-209, the Connection Manager 114 then waits 
for either a network packet to come in from the Packet 
Router 116 or for one of the timers to trigger. This loop 10 
repeats until the processing system is shut down and the 
Coooection Manager 114 is destroyed. If the identification 
timer triggers (step 209), the processing system repeats the 
broadcast of the identification packet (step 205), restarts the 
timer, and continues looping. Otherwise, it continues wait-
ing for timers or packets. 15 

In step 210, if an identification packet has arrived (step 
206), the respective processing system knows that another 
processing system is present on the network. The Commu
nication Channel Module 115 looks at the identifier in this 
packet and tries to find an active communication chaooel 20 

(one whose Connection State is anything but 
DISCONNECI'ED) for the identifier. These flags may be 
represented as integers (for example, 0-UVE, 1-sTALE, 
2~DEAD, 3-DISCONNECI'ED) and may be stored in a 
variable maintained by the Communication Chaooel object. 25 

If an active chaooel already exists, its Connection State is 
updated to UVE (Step 216) and the Coooection Manager 
114 continues to wait for another packet or timer (step 208). 
Since all processing systems are repeatedly broadcasting 

30 identification packets, this will serve to keep a chaooel alive 
even if it is not being used to carry application data. 

In step 211, if no active communication chaooel is found 
for the incoming identifier, the Security Manager 113 is 
consulted to see if a new chaooel is allowed. The Security 
Manager 113 reads configuration information that the user 35 

stored via, for example, a user interface into the Commu
nication Configuration 112. If it is not permitted, the Con
nection Manager 114 continues to wait for another packet or 
timer (step 207). 

In steps 212-214, if the Security Manager 113 allows a 40 

new channel to be created, the Connection Manager 114 
creates and stores a new Communication Channel 115. A 
new Communication Chaooel 115 is created in the same 
marmer as the Coooection Manager 114 (depending on the 
programming language used). The Connection Manager 114 45 

may have a variable that lists all the communication chan
nels. The new chaooel is given the incoming identifier and 
has its Connection State set to UVE (step 213). Once this is 
done, a connection packet is constructed (discussed 
previously) and sent to the Packet Router 116 with instruc- so 
lions to send the packet to the processing system via wireless 
broadcast 121 that sent the incoming identification packet 
(step 214). This coooection packet notifies the other pro
cessing system that the present processing system has 
accepted its request for a coooection and can be used to 55 

initiate application-specific data synchronization 
(corresponding to the particular application of the present 
invention). The Coooection Manager 114 then continues to 
wait for packets or timers (step 207). 

In steps 215-216, if a data packet comes to the Coooec- 60 

lion Manager 114 from the Packet Router 116, the Coooec
tion Manager 114 finds the Communication Chaooel over 
which the packet arrived and sets the Coooection State of the 
that chaooel to UVE. This keeps channels alive as long as 
they are being used to carry application data. After the 65 
Coooection State is updated, the Connection Manager 114 
continues to wait for other packets or timers (step 208). 

6 
In steps 217-226, once the coooection degradation timer 

triggers (step 208), the Connection Manager 114 loops 
through all the stored Communication Chaooels and lowers 
their Coooection State. For example, in Microsoft Wmdows, 
the operating system calls a function in a software object of 
the present invention when the timer triggers. If the chan
nel's Coooection State is UVE, it is demoted to S"D\LE. If 
it is STALE, it is demoted to DEAD. If it is DEAD, it is set 
to DISCONNECI'ED, a discoooect packet is constructed 
and sent through the Packet Router 116 to the other pro
cessing system, the channel is closed, and the chaooel is 
removed from the list stored in the Coooection Manager 114 
(steps 223-226). Note that when the Connection State 
reaches DISCONNECI'ED, it is unlikely that the discoooect 
packet can be sent through the chaooel since the other 
processing system is most likely out of communication 
range. Any application data given to a Communication 
Channel whose state is other than UVE should be stored and 
not sent to the Packet Router 116. When the chaooel's state 
is upgraded to UVE, this stored data can then be sent 
through the Packet Router 116. 

The previous set of steps are the key to the dynamic 
network. It allows a processing system to temporarily dis
appear from and reappear on the network (by moving behind 
a steel wall or slightly out of range, for example) without 
closing the communication chaooel. If processing systems 
are sharing data in a shared peer-to-peer configuration or if 
some processing systems are acting as servers for others, 
establishing a coooection between processing systems could 
involve a high volume of data exchange. This algorithm 
minimizes the overhead associated in establishing, 
terminating, and re-establishing Communication Channels. 

The present invention has been described with respect to 
one exemplary embodiment. Those having ordinary skill in 
the art will recognize that the present invention may be 
implemented in a variety of ways, while falling within the 
scope of the accompanying patent claims. For example, the 
present invention may be used with a variety of wireless 
communication systems and protocols, and could even be 
used with non-wireless communication networks. 
Moreover, while a specific process and data format have 
been disclosed, it will be readily apparent that other equiva
lent processes anll formats may also be utilized. 

What is claimed is: 
1. In a dynamic data network for linking a first processing 

system to a second processing system over a communication 
medium, the first processing system comprising: 

(a) means for transmitting over the communication 
medium a first identification signal associated with the 
first processing system; 

(b) means for detecting a second identification signal 
received over the communication medium from the 
second processing system, whereby the second identi
fication signal is transmitted by the second processing 
system in response to the receipt of the first identifi
cation signal by the second processing system; 

(c) means for transmitting over the communication 
medium to the second processing system a first con
nection signal, responsive to the detection of the second 
identification signal by the detecting means; 

(d) means for establishing a communication channel 
between the first processing system and the second 
processing system, responsive to the detection of a 
second coooection signal transmitted from the second 
processing system, indicative of the second processing 
system's receipt of the first connection signal from the 
first processing system; 
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(e) means for storing an indication of a state of said 
communication channel, said state including an estab
lished state, a temporarily de-established state, and a 
permanently de-established state; and 

(f) means for storing information relating each commu- 5 

nication channel in an established state to a detected 
identification signal. 

2. The system of claim 1, wherein the communication 
medium is a wireless radio frequency connection. 

3. The system of claim 1, wherein the system further 10 
comprises: means for temporarily de-establishing the com
munication channel between the first processing system and 
the second processing system, responsive to a disconnection 
of the first processing system and the second processing 
system over the communication medium. 15 

4. The system of claim 3, wherein the system further 
comprises: means for re-establishing the communication 
channel between the first processing system and the second 
processing system if the first processing system and the 
second processing system remain disconnected for less than 

20 
a pre-selected amount of time. 

5. The system of claim 3, wherein the system further 
comprises: means for permanently de-establishing the com
munication channel between the first processing system and 
the second processing system if the first processing system 
and the second processing system remain disconnected for 25 

greater than a preselected amount of time. 
6. A process for linking a first processing system to a 

second processing system over a communication medium in 
a dynamic data network, the process comprising the steps of: 

(a) transmitting over the communication medium a first 30 

identification signal associated with the first processing 
system; 

(b) detecting a second identification signal received over 
the communication medium from the second process-

35 
ing system, whereby the second identification signal is 
transmitted by the second processing system in 
response to the receipt of the first identification signal 
by the second processing system; 

(c) transmitting over the communication medium to the 40 
second processing system a first connection signal, 
responsive to the detection of the second identification 
signal by the detecting means; 

(d) establishing a data communication channel between 

8 
8. The process of claim 7, further comprising the step of: 

re-establishing the communication channel between the first 
processing system and the second processing system if the 
first processing system and the second processing system 
remain disconnected for less than a pre-selected amount of 
time. 

9. The process of claim 7, further comprising the step of: 
permanently de-establishing the communication channel 
between the first processing system and the second process-
ing system if the first processing system and the second 
processing system remain disconnected for greater than a 
pre-selected amount of time. 

10. A computer network comprising: 
(a) a communication medium; 
(b) a first processing system comprising: 

(i) means for transmitting over the communication 
medium a first identification signal associated with 
the first processing system; 

(ii) means for detecting a second identification signal 
received over the communication medium; 

(iii) means for transmitting over the communication 
medium a first connection signal, responsive to the 
detection of the second identification signal by the 
detecting means; 

(iv) means for establishing a data communication chan
nel over the communication medium, responsive to 
the detection of a second connection signal over the 
communication medium; 

(v) means for storing an indication of a state of said 
data communication channel, said state including an 
established state, a temporarily de-established state, 
and a permanently de-established state; and 

(VI) means for storing information relating each data 
communication channel in an established state to a 
detected identification signal; and 

(c) a second processing system comprising: 
(i) means for transmitting over the communication 

medium a second identification signal associated 
with the second processing system; 

(u) means for detecting over the communication 
medium the first connection signal; and 

(iii) means for transmitting over the communication 
medium a second connection signal, responsive to 
the detection of the first connection signal by the 
detecting means. 

11. The system of claim 10, wherein the communication 
medium is a wireless radio frequency connection. 

the first processing system and the second processing 45 
system, responsive to the detection of a second con
nection signal transmitted from the second processing 
system, indicative of the second processing system's 
receipt of the first connection signal from the first 
processing system; 

(e) storing an indication of a state of said data commu
nication channel, said state including an established 
state, a temporarily de-established state, and a perma
nently de-established state, said indication set to indi
cate said established state in response to said establish- 55 

ing step (d); and 

12. The system of claim 10, wherein the system further 
comprises: means for temporarily de-establishing the com
munication channel between the first processing system and 

50 the second processing system, responsive to a disconnection 
of the first processing system and the second processing 
system over the communication medium. 

(f) storing information relating each data communication 
channel in an established state to a detected identifica
tion signal. 

7. The process of claim 6, further comprising the step of: 
temporarily de-establishing the communication channel 
between the first processing system and the second process
ing system, responsive to a disconnection of the first pro
cessing system and the second processing system over the 
communication medium. 

13. The system of claim 12, wherein the system further 
comprises: means for re-establishing the communication 
channel between the first processing system and the second 
processing system if the first processing system and the 
second processing system remain disconnected for less than 
a pre-selected amount of time. 

14. The system of claim 12, wherein the system further 
comprises: means for permanently de-establishing the com-

60 munication channel between the first processing system and 
the second processing system if the first processing system 
and the second processing system remain disconnected for 
greater than a preselected amount of time. 

* * * * * 
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Amendments to the Specification: // 
Please replace the paragraph beginning at page 1, line 3, with the following rewritten 

i_ paragraph: 

This application is related to U.S. Patent Application No . .v.;09't1/Q62~9~.5u7~6'==========::. 

entitled "BROADCASTING NETWORK," filed on July 31, 2000 (Attorney Docket 

No. 030048001 US); U.S. Patent Application No._g09'ti/Q62~9&.5~7(10~============::, entitled 

"JOINING A BROADCAST CHANNEL," filed on July 31, 2000 (Attorney Docket No. 

030048002 US); U.S. Patent Application No . .....J£09't1/Q,62~9~.5u7'-L7==========::, "LEAVING A 

BROADCAST CHANNEL," filed on July 31, 2000 (Attorney Docket No. 030048003 US); U.S. 

Patent Application No .--.Jl0~9/~6'.629:t,,;!5 7£.5~==========:.. entitled "BROADCASTING ON A 

\ 
~ 

BROADCAST CHANNEL," filed on July 31, 2000 (Attorney Docket No. 030048004 US); U.S. 

Patent Application No . .J:0~9/LQ6~29~.~57~2~==========::. entitled "CONTACTING A BROADCAST 

CHANNEL," filed on July 31, 2000 (Attorney Docket No. 030048005 US); U.S. Patent 

Application No . .J0~9/LQ6~29~,g02b.3~=========::, entitled "DISTRIBUTED AUCTION SYSTEM," 

filed on July 31, 2000 (Attorney Docket No. 030048006 US); U.S. Patent Application No. 

JJ.:09t.tJ/6~2~9,JJ,0!1,43:!=========::. entitled "AN INFORMATION DELIVERY SERVICE:' filed on 

July 31,2000 (Attorney Docket No. 030048007 US); U.S. Patent Application No. 

!£09t.!J/6~2Q!9~.0~2t========::. entitled "DISTRIBUTED CONFERENCING SYSTEM," filed on 

July 31, 2000 (Attorney Docket No. 030048008 US); and U.S. Patent Application No. 

!,!;09'tli6~2Q!9~.0!:!42~=========::, entitled "DISTRIBUTED GAME ENVIRONMENT," filed on 

July 31,2000 (Attorney Docket No. 030048009 US), the disclosures of which are incorporated 

herein by reference. 
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Attor~foocket No. 030048003US 

Amendments to the Abs~ract: / 

Please add the following new paragraph as an Abstract. 

A method for leaving a multicast computer network is disclosed. The method allows for 

the disconnection of a first computer from a second computer. When the first computer decides 

to disconnect from the second computer, the first computer sends a disconnect message to the 

second computer. Then, when the second computer receives the disconnect message from the 

first computer, the second computer broadcasts a connection port search message to find a third 

computer to which it can connect. 
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Amendments to the Claims: 

Following is a complete listing of the claims pending in the application, as amended: 

1-8. (Withdrawn) 

I/. (Currently amended) A method of disconnecting a first computer from a second 

computer, the first computer and the second computer being connected to a broadcast channel, 

said broadcast channel forming an m-regular graph where m is at least 3, the method comprising: 

when the first computer decides to disconnect from the second computer, the first 

computer sends a disconnect message to the second computer, said disconnect 

message including a list of neighbors of the first computer; and 

when the second computer receives the disconnect message from the first computer, the 

o~ ~ bYcxJ.c.ru>~chcL~I 
second computer broadcasts a connection port search message to find a third 

A 
\"' t>Y du +o mCA:,"""'-\n o..n {r\- ye6"'-\GV f1..Y~ 

computer to which it can connect, said third computer being one dt· tlie neighbors 
,.;;: 

on said list of neighbors. 

~ (Original) The method of claim} wherein the second computer receives a port 

connection message indicating that the third computer is proposing that the third computer and 

the second computer connect. 
3 \ 
X (Original) The method of claim.?' wherein the first computer disconnects from 

the second computer after sending the disconnect message. 

~ %, (Original) The method of clai~wherein the broadcast channel is implemented 

using the Internet. 

13. (Cancelled) 

14. (Cancelled) 
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(Original) The method of claim~ wherein the. first computer and second 

computer are connected via a TCPIIP connection. 

~ (Currently amended) A method for healing a disconnection of disconnecting a 

first computer from a second computer, the computers being connected to a broadcast channel, 

said broadcast channel being an m-regular graph where m is at least 3, the method comprising: 

connecting the first computer to a second computer; 

attempting to send a message from the first computer to the second computer; and 

when the attempt to send the message is unsuccessful, broadcasting from the first 

computer a connection port search message indicating that the first computer 

needs a connection; and 

having a third computer not already connected to said first computer respond to said 

connection port search message in a manner as to maintain an m-regular graph. 
1 ~ 

.J;r."' (Original) The method of claim %including: 

when a third computer receives the connection port search message and the third 

computer also needs a connection, sending a message from the third computer to 

the first computer proposing that the first computer and third computer connect. 
1 

(Original) The method of claim yfincluding: 

when the first computer receives the message proposing that the first computer and third 

computer connect, sending from the first computer to the third computer a 

message indicating that the first computer accepts the proposal to connect the first 

computer to the third computer. 
fp 

(Original) The method of claim j6 wherein each computer connected to the 

broadcast channel is connected to at least three other computers. 

20. (Cancelled) 
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(Cancelled) 
~ 

(Original) The method of clairn}-<('wherein the broadcasting includes sending the 

message to each computer to which the first computer is connected. 

\\~ . .,P:J. (Currently amended) A computer-readable medium containing instructions for 

controlling disconnecting of a computer from another computer, the computer and the other 

computer being connected to a broadcast channel, said broadcast channel being an m-regular 

graph where m is at least 3, comprising: 

c... 

a component that, when the computer decides to disconnect from the other computer, the 

computer sends a disconnect message to the other computer, said disconnect 

message including a list of neighbors ofthe computer; and 

a component that, when the computer receives a disconnect message from another 

o"' ~ bt-ood(f;Sf- ~vtl.l 
computer, the computer broadcasts a connection port search messag~to find a 

\I"\ Of~ -to c•w •. \n~•Y"I 1.\.n 0'\-Yt.~u..\a..,.., '1Yo.fh 
computer to which it can connec~ said computer to which it can connect being 

one of the neighbors on said list of neighbors. 
\1/ \\ 
)4. (Original) The computer-readable medium of claim )d'including: 

a component that, when the computer receives a connection port search message and the 

computer needs to connect to another computer, sends to the computer that sent 

the connection port search message a port connection message indicating that the 

computer is proposing that the computer that sent the connection port search 

message connect to the computer. 

(Original) The computer-readable medium of claim~ including: 

a component that, when the computer receives a port connection message, connecting to 

the computer that sent the port connection message. 

26. (Cancelled) 
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(Cancelled) 
. \\ 

(Original) The computer-readable medium of claim Lj wherein the computers are 

connected via a TCP/JP connection. 

\~~. \\ 
,¥'7. (Original) The computer-readable medium of claim..21' wherein the computers 

that are connected to the broadcast channel are peers. 
\~ ,, 
jff. (Original) The computer-readable medium of claim j;{ wherein the broadcast 

channel is implemented using the Internet. 
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REMARKS 

This communication is in response to the first Office Action dated November 5, 2003. 

Claims 9-30 are currently pending. Claims 1-8 have been withdrawn due to election of Claims 

9-30 without traverse in response to a Restriction Requirement. In the Office Action, the 

Examiner noted that the Abstract is missing. An abstract has been provided herein on a separate 

sheet as requested by the Examiner. The Examiner also rejected Claims 9-30 as being obvious in 

view ofU.S. Patent No. 6,618,752 to Moore et al. (Moore), U.S. Patent No. 6,353,599 to Bi et al. 

(Bi), and "Graph Theory with Applications" by Bondy et al. (Bondy). 

The Present Claimed Invention 

The claims ofthe present application are directed primarily towards the disconnection of 

a computer from a broadcast network (channel). While the present specification 

comprehensively covered all aspects of a broadcast network, the present claimed invention is 

directed towards only those specific aspects related to disconnection (voluntary or involuntary) 

of a computer from that network. 

A connected computer disconnects from the broadcast channel either in a planned or 

unplanned manner. When a computer disconnects in a planned manner, it sends a disconnect 

message to each of its four neighbors. The disconnect message includes a list that identifies the 

four neighbors of the disconnecting computer. When a neighbor receives the disconnect 

message, it tries to connect to one of the computers on the list. In one embodiment, the first 

computer in the list will try to connect to the second computer in the list, and the third computer 

in the list will try to connect to the fourth computer in the list. If a computer cannot connect 

(e.g., the first and second computers are already .connected), then the computers may try 

connecting in various other combinations. If connections cannot be established, each computer 

broadcasts a message that it needs to establish a connection with another computer. When a 
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computer with an available internal port receives the message, it can then establish a connection 

with the computer that broadcast the message. 

When a computer disconnects in an unplanned manner, such as resulting from a power 

failure, the neighbors connected to the disconnected computer recognize the disconnection when 

each attempts to send its next message to the now disconnected computer. Each former neighbor 

of the disconnected computer recognizes that it is short one connection (i.e., it has a hole or 

empty port). When a connected computer detects that one of its neighbors is now disconnected, 

it broadcasts a port connection request on the broadcast channel, which indicates that it has one 

internal port that needs a connection. The port connection request identifies the call~in port of 

the requesting computer. When a connected computer that is also short a connection receives the 

connection request, it communicates with the requesting computer through its external port to 

establish a connection between the two computers. 

It is possible that a planned or unplanned disconnection may result in two neighbors each 

having an empty internal port. In such a case, since they are neighbors, they are already 

connected and cannot fill their empty ports by connecting to each other. Such a condition is 

referred to as the "neighbors with empty ports" condition. Each neighbor broadcasts a port 

connection request when it detects that it has an empty port as described above. When a 

neighbor receives the port connection request from the other neighbor, it will recognize the 

condition that its neighbor also has an empty port. 

To detect this condition, which would be a problem if not repaired, the first neighbor to 

receive the port connection request recognizes the condition and sends a condition check 

message to the other neighbor. The condition check message includes a list of the neighbors of 

the sending computer. When the receiving computer receives the list, it compares the list to its 

own list of neighbors. If the lists are different, then this condition has occurred in the large 
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regime and repair is needed. To repair this condition, the receiving computer will send a 

condition repair request to one of the neighbors of the sending computer which is not already a 

neighbor of the receiving computer. When the computer receives the condition repair request, it 

disconnects from one of its neighbors (other than the neighbor that is involved with the 

condition) and connects to the computer that sent the condition repair request. Thus, one of the 

original neighbors involved in the condition will have had a port filled. 

However, two computers are still in need of a connection, the other original neighbor and 

the computer that is now disconnected from the computer that received the condition repair 

request. Those two computers send out port connection requests. If those two computers are not 

neighbors, then they will connect to each other when they receive the requests. If, however, the 

two computers are neighbors, then they repeat the condition repair process until two non-

neighbors are in need of connections. 

Distinctions Between the Prior Art and the Claimed Invention 

The primary reference upon which the Examiner relies upon is the Moor~ patent. The 

Moore patent discloses a software method for multicasting information over large networks. The 

example given in Moore is the distribution of, for example, music to various client users over the 

Internet. Moore correctly identified that the client server architecture commonly used where a 

single server serves multiple streams of data to each of the clients can be limiting. In particular, 

the number of clients served is limited by the capacity of the server and the bandwidth of the 

server's connection to the network (such as the Internet). 

Instead, Moore proposes what is characterized as a daisy chain arrangement where clients 

act as "mini-servers" to forward the data stream onto other clients. Perhaps this can be best seen 

in Figure SB where the server 206 serves a data stream to a first child host 506. When a second 

child host 504 wishes to access the data stream, the child host 504 is connected to the child host 
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506, rather than to the original server 206. Figure SC shows another network architecture which 

is similar to the daisy chaining of Figure SB, but includes multiple branching into a tree 

structure. Figure SD shows a two-level daisy chain tree structure. Importantly, in all of the 

network architectures shown in the Moore patent, in no instance can it be considered that the 

architecture of Moore describes a regular graph. 

Furthermore, as noted by the Examiner, column 10 of the Moore patent does disclose a 

method for disconnecting one of the child hosts from the network. The method described in the 

Moore patent is a simplistic method which connects the upstream host to the downstream host of 

the disconnected computer. 

The Bi patent is cited for the proposition of teaching the use of sending a connection port 

search message to find a computer that is available for connection. 

The Bondy reference is cited for the general proposition of teaching graph theory as 

applied to computer systems. Bondy mentions that the use of graph theory can be applied to 

computer networks to insure greater reliability. However, there is no teaching in Bondy as to 

how to disconnect a computer from a network and have the remaining computers in the network 

form new interconnections. 

In response to the Examiner's arguments, applicants have amended the independent 

claims 9, 16, and 23 to include limitations that are not fairly shown in the cited references and 

that are not rendered obvious by the cited references. Specifically, each of the independent 

claims now require that the broadcast channel forms an M-regular graph with its constituent 

computers. The corresponding dependent claims 14, 21, and 20 have been cancelled. Further, 

each ofthe independent claims have been amended to indicate the importance that the graph has 

an "M" value of at least 3. Therefore, the corresponding dependent claims related to that 

limitation have been deleted as well. 
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After review of the cited references, applicants believe that the amendments to the claims 

place this case in condition for allowance. In particular, the network architecture described by 

Moore clearly is not a graph structure, let alone an M-regular graph structure with an M at least 

equal to 3. Instead, the Moore patent discloses a computer architecture that is at best a tree 

structure where information and data only flow in one direction. In contrast, in a multicasting 

graph structure of the present invention, data flows from each computer to all of the other 

computers in its multicast list. The Examiner attempts to remedy the differences between the 

Moore patent and the claimed invention by citing Bondy. Still, it is difficult to see how it would 

have been obvious to combine the disconnection techniques of Moore with the graph theory 

teachings ofBondy. 

As set forth in column 10 of Moore, the only discourse as to how a computer can leave 

the network while the network reconfigures itself is where in a daisy chain system, the client 

upstream and the client downstream of the disconnected computer form a connection. This 

protocol for disconnection is simplistic because the network architecture itself is simplistic. 

There is simply no other way to reconfigure the network upon having a computer leave. In 

contrast, because of the complexities of an architecture that incorporates graph theory ideas, the 

present invention provides important methods and techniques for reconfiguring the M-regular 

graph that is the computer network upon disconnection of a computer. 

Therefore, claim 9 has been amended to indicate that when a voluntary disconnection 

takes place, the disconnecting computer sends a list of its neighbors to all of its neighbors. 

The neighbors of the first computer can then receive that list and can attempt to connect to 

other computers on that list. This type of complex disconnection and healing process of a 

regular graph computer network is not fairly shown in the Moore nor the Bondy references. For 

this reason, claims 9-12 and 15 are in condition for allowance. 
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Claims 16-19 and 22 relate to the situation where a computer is involuntarily 

disconnected from the M-regular graph computer network. Claim 16 has been amended to 

indicate that the healing process of the computer network is performed in a way such as to 

maintain the M-regular graph nature of the computer network Once again, as noted above, 

because Moore teaches a simple non-graph architecture where disconnections are easily handled, 

there would be no incentive to combine the graph theory of Bondy with the Moore teachings. 

Therefore, claims 16-19 and 22 are in condition for allowance. 

Claims 23-25 and 28-30 mirror claims 9-12 and 15. Thus, these claims are in condition 

for allowance for the same reasons as those claims. 

As seen from the remarks set forth above, at the heart of this case is whether or not it is 

obvious to combine the deficient teachings of Moore with Bondy. Applicants respectfully 

submit that the Examiner has failed to carry the burden. The Examiner's conclusory remarks as 

to obvious cannot satisfY his burden under prevailing case law. According to controlling 

caselaw, the motivation to combine references cannot be based on mere common knowledge and 

common sense as to benefits that would result from such a combination, and instead must be 

based on specific teachings in the prior art, such as a specific suggestion in a prior art reference. 

For example, last year the Federal Circuit rejected an argument by the PTO's Board of 

Patent Appeals and Interferences that the ability to combine the teachings of two prior art 

references to produce beneficial results was sufficient motivation to combine them, and 

overturned the Board's finding of obviousness because of the failure to provide a specific 

motivation in the prior art to combine the two prior art references. I The Manual of Patent 

Examining Procedure ("MPEP") provides similar instructions.2 

1 In In re Sang.Su Lee, the Federal Circuit last year indicated the following: 
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Conversely, and in a similar manner to the arguments rejected by the Federal Circuit, the 

Examiner's motivation to combine these three prior art references is based solely on the alleged 

beneficial results that would result from combining them, with no motivation from the prior art 

cited to support the combination. Therefore, given the record, applicant respectfully submits that 

the Examiner's rejections are improper. 

The Nortrup reference describes a television set having a menu display by which the user can adjust various 
picture and audio functions; however, the Nortrup display does not include a demonstration of how to adjust the 
functions. The Thunderchopper Handbook describes the Thunderchopper game's video display as having a 
"demonstration mode" showing how to play the game . , . Lee appealed to the Board, arguing that ... the prior art 
provided no teaching or motivation or suggestion to combine this reference [Thunderchopper] with Nortrup ... 
On the matter of motivation to combine the Nortrup and Thunderchopper references, ... review of the Examiner's 
Answer reveals that the examiner merely stated that both the Nortrup function menu and the Thunderchopper 
demonstration mode are program features and that the Thunderchopper mode "is user-friendly" and it functions as 
a tutorial, and that it would have been obvious to combine them. · 

When patentability turns on the question of obviousness, the search for and analysis of the prior art includes 
evidence relevant to the fmding of whether there is a teaching, motivation, or suggestion to select and combine the 
references relied on as evidence of obviousness. See, ~ •... In re Dembiczak, 175 F.3d 994, 999; 
50 USPQ2d 1614, 1617 (Fed Cir. 1999) ("Our case law makes clear that the best defense against the subtle but 
powerful attraction of a hindsight-based obviousness analysis is rigorous application of the requirement for a 
showing of the teaching or motivation to combine prior art references."); ln re Dance, 160 F.3d 1339, 1343,48 
USPQ2d 1635, 1637 (Fed. Cir. 1998) (there must be some motivation, suggestion, or teaching of the desirability 
of making the specific combination that was made by the applicant); In reFine, 837 F.2d 1071, 1075, 5 USPQ2d 
1596, 1600 (Fed. Cir. 1988) ("'teachings of references can be combined !mly if there is some suggestion or 
incentive to do so."') (emphasis in original) (quoting ACS Hosp. Sys., Inc. v. Montefiore Hosp., 732 F.2d 1572, 
1577,221 USPQ 929,933 (Fed Cir. 1984)) .... 

With respect to Lee's application, neither the examiner nor the Board adequately supported the selection and 
combination of the Nortrup and Thunderchopper references to render obvious that which Lee described The 
examiner's conclusory statements . , . do not adequately address the issue of motivation to combine. 
ln re Sang-Su Lee, 277 F.3d 1338, at 1341-1343, (Fed. Cir. 2002). 

2 To establish a prima facie case of obviousness, three basic criteria must be met First, there must be some suggestion 
or motivation, either in the references themselves or in the knowledge generally available to one of ordinary skill in the art, to 
modify the reference or to combine reference teachings. Second, there must be a reasonable expectation of snccess. Finally, the 
prior art reference (or references when combined) must teach or suggest all the claim limitations. The teaching or suggestion to 
make the claimed combination and the reasonable expectation of success must both be found in the prior art, not in applicant's 
disclosure. ln re Vaeck, 947 F.2d 488,20 USPQ2d 1438 (Fed. Cir. 1991). See Manual of Patent Examining Procedure,§ 2143 
(emphasis added). 
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In view of the foregoing, the claims pending in the application comply with the 

requirements of 35 U.S.C. § 112 and patentably define over the applied art. A Notice of 

Allowance is, therefore, respectfully requested. If the Examiner has any questions or believes a 

telephone conference would expedite prosecution of this application, the Examiner is encouraged 

to call the undersigned at (206) 359-6488. 

Date:_-1-j_vf-~..!....:.~f+-'b"'-~--
7 I 

Correspondence Address: 
Customer No. 25096 
Perkins Coie LLP 
P.O. Box 1247 
Seattle, Washington 98111-1247 
(206) 359-8000 
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PATENT 

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE 

. 09/629,577 

FILED: JULY 31, 2000 

FoR: LEAVING A BROADCAST CHANNEL 

EXAMINER: DAVID R. LAZARO 

ART UNIT: 2155 

CONF. No: 4317 

Transmittal of Amendment Under 37 C.F.R. § 1.111 

RECEIVED 
DEC 1 7 2003 

;2!..:55 

Commissioner for Patents 
P.O. Box 1450 ' 
Alexandria, VA 22313-1450 

Sir: 
Technology Center 2100 

1. Transmitted herewith are the following: 

C8l Amendment Under 37 C. F. R. § 1.111 
D Petition for -Month Extension of Time 

Terminal Disclaimer 
D Sequence Listing printout, floppy diskette, matching declaration 
D Information Disclosure Statement, Form PT0-1449 (modified), 

References 
D Check in the amount of $ 

2. Entity Status 

0 Small Entity Status (37 C.F.R. § 1.9 and § 1.27) has been established by 
a previously submitted Small Entity Statement. 

3. Conditional Petition for Extension of Time: 

Applicant petitions for an Extension of Time, if necessary, for timely submission 
of this transmittal and enclosures. 
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4. Fee Calculation and Payment 

Total Claims 24 0 x$9= $ or x$18 = $0 

Independent 4 0 x$43= $ or x$86= $0 
Claims 

o Multiple Dependent Claim + $145 = $ or + $290 = $ 
Presented 

o Extension of Time Fee $ $ 

*If the difference in Col. 1 is less than zero, TOTAL $ or TOTAL $0 
enter "0'' in CoL 2. 

5. Provisional Fee Authorization 

Please charge any underpayment in fees for timely filing of this transmittal and 
enclosures to Deposit Account No. 50-0665. 

Date:_...:...!....,vf~'/_lrj..__? __ r1 

Correspondence Address: 
Customer No. 25096 
Perkins Coie LLP 
P.O. Box 1247 
Seattle, Washington 98111-1247 
(206) 359-8000 

[030048003USfTransmittal of Amendment.DOCJ 2 

Respectfully submitted, 
Perkins Coie LLP 

Chun M. Ng 
Registration No. 36,878 
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30 Information Disclosure Statements (PT0-1449 or PTO/SB/08), 

PaperNo. __ 

40 Examiner's Comment Regarding Requirement for Deposit 
of Biological Material 

U.S. Patent and Trademark Office 

50 Notice of Informal Patent Application (PT0-152) 

6[81 Interview Summary (PT0-413), Paper No.§. 

7181 Examiner's Amendment/Comment 

8[81 Examiner's Statement of Reasons for Allowance 

90 Other 

(}~~W~ 
PATRICE WINDER 

PRIMARY EXAMINER 

PTOL-37 (Rev. 11-03) Notice of Allowabllity Part of Paper No. 8 
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Application/Control Number: 09/629,577 

Art Unit: 2155 

DETAILED ACTION 

RESTRICTIONS 

" 

~ \-!fJJ 

Page2 

1. This application is in condition for allowance except for the presence of Claims 1-

8 to an invention non-elected without traverse. Accordingly, claims have been 

cancelled. 

EXAMINER'S AMENDMENT 

2. An examiner's amendment to the record appears below. Should the changes 

and/or additions be unacceptable to applicant, an amendment may be filed as provided 

by 37 CFR 1.312: To ensure consideration of such an amendment, it MUST be 

submitted no later than the payment of the issue fee. 

Authorization for this examiner's amendment was given in a telephone interview 

with ChunNg (Reg. No. 36,878} on 01/23/04. 

The application has been amended as follows: 

In the claims: 

Claims 1-8 are cancelled. I 
In Claim 9, line 8,. after "message", ~se insert --on the broadcast channel--. 

In Claim 9, line 9, after "connect", please insert --in order to maintain an m-regular 

graph--. . j . 
In Claim 23, line 9, after "message', pleai"sert -on the broadcast channel--. 

In Claim 23, line 10, after "connect", please insert --in order to maintain an m-regular 

graph--. 
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Application/Control Number: 09/629,577 

Art Unit: 2155 

Page3 

3. The following is an examiner's statement of reasons for allowance: Claims 9-12, 

15-19, 22-25 and 28-30 are allowable over the prior art of record based on the 

argument set forth by the applicant in Paper 3 starting on page 10 as directed to the 

presently amended claims. 

Any comments considered necessary by applicant must be submitted no later 

than the payment of the issue fee and, to avoid processing delays, should preferably 

accompany the issue fee. Such submissions should be clearly labeled "Comments on 

Statement of Reasons for Allowance." 

Any inquiry concerning this communication or earlier communications from the 

examiner should be directed to David Lazaro whose telephone number is 703-305-

4868. The examiner can normally be reached on 8:30-5:00 M-F. 

If attempts to reach the examiner by telephone are unsuccessful, the examiner's 

supervisor, Hosain Alam can be reached on 703-308-6662. The fax phone number for 

the organization where this application or proceeding is assigned is 703-872-9306. 

Any inquiry of a general nature or relating to the status ofthis application or 

proceeding should be directed to the receptionist whose telephone number is 703-305-

3900. 

5<_,/~ 
David Lazaro . 
January 23, 2004 

~~ 
PATRICE WINDER 

PRIMARY EXAMINER 
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09/629,577 
Interview Summary 

Examiner 

David Lazaro 

All participants (applicant, applicant's representative, PTO personnel): 

(1) David Lazaro. 

(2) Chun Ng. 

Date of Interview: 23 Januarv 2004. 

Type: a)t?:?] Telephonic b)O Video Conference 

(3) __ . 

(4) __ . 

Applicant(s) 

HOLTETAL. 

Art Unit 

2155 

c)O Personal [copy given to: 1 )0 applicant 2)0 applicant's representative] 

Exhibit shown or demonstration conducted: d)0 Yes e)t?:?] No. 
If Yes, brief description: __ . 

Claim(s) discussed: 9 and 23. 

Identification of prior art discussed: __ . 

Agreement with respect to the claims f)t?:?] was reached. g)O was not reached. h)O N/A. 

Substance of Interview including description of the general nature of what was agreed to if an agreement was 
reached, or any other comments: Claims 9 and 23 were discussed in order to expedite prosecution of the application. 
Applicant's representative agreed to an examiners amendment so that the body of both Claims 9 and 23 would reflect 
an explicit linking to the broadcast channel and its m-regular structure. The examiner's amendment will make the 
application allowable. 

(A fuller description, if necessary, and a copy of the amendments which the examiner agreed would render the claims 
allowable, if available, must be attached. Also, where no copy of the amendments that would render the claims 
allowable is available, a·summary thereof must be attached.) 

THE FORMAL WRITTEN REPLY TO THE LAST OFFICE ACTION MUST INCLUDE THE SUBSTANCE OF THE 
INTERVIEW. (See MPEP Section 713.04). If a reply to the last Office action has already been filed, APPLICANT IS 
GIVEN ONE MONTH FROM THIS INTERVIEW DATE, OR THE MAILING DATE OF THIS INTERVIEW SUMMARY 
FORM, WICHEVER IS LAJER, TO FILE A STATEMENT OF THE SUBSTANCE OF THE INTERVIEW. See 
Summary of Record of Interview requirements on reverse side or on attached sheet. 

Examiner Note: You must sign this form unless it is an 
Attachment to a signed Office action. 

u.s. Patent and Trademark Office 
PTOL-413 (Rev. 04-03} Interview Summary Paper No.8 
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[ 
Summary of Record of Interview Re ' ments 

Manual of Patent Examining Procedure (MPEP), Section 713.04, Substance of Interview Must be Made of Record 
A complete written statement as to the substance of any face-to-face, video conference, or telephone interview with regard to an application must be made of record in the 

• application whether or not an agreement with the examiner was reached at the interview. 

Title 37 Code of Federal Regulations (CFR) § 1.133 Interviews 
Paragraph (b) 

In every instance where reconsideration is requested in view of an interview with an examiner, a complete written statement of the reasons presented at the interview as 
warranting favorable action must be filed by the applicant An interview does not remove the necessity for reply to Office action as specified in§§ 1.111, 1.135. (35 U.S.C. 132) 

37 CFR §1.2 Business to be transacted In writing. . 
All business with the Patent or Trademark Office should be transacted in writing. The personal attendance of applicants or their attorneys or agents at the Patent and 
Trademark Office is unnecessary. The action of the Patent and Trademark Office will be.based exclusively on the written record in the Office. No attention will be paid to 
any alleged oral promise, stipulation, or understanding In relation to which there is disagreement or doubt. 

The action of the Patent and Trademark Office cannot be based exclusively on the written record in the Office if that record is itself 
incomplete through the failure to r~cord the substance of interviews. 

It is the responsibility of the applicant or the attorney or agent to make tl)e substance of an interview of record in the application file, unless 
the examiner indicates he or she will do so. It is the examiner's responsibility to see that such a record is ma'de and to correct material inaccuracies 
which bear directly on the question of patentability. 

Examiners must complete an Interview Summary Form for each interview held where a matter of substance has been discussed during the 
interview by checking the appropriate boxes and filling in the blanks. Discussions regarding only procedvral matters, directed solely to restriction 
requirements for which interview recordation is otherwise provided for in Section 812.01 of the Manual of Patent Examining Procedure, or pointing 
out typographical errors or unreadable script in Office actions or the like, are excluded from the interview recordation procedures below. Where the 
substance of an interview is completely recorded in an Examiners Amendment, no separate Interview Summary Record is required. 

The Interview Summary Form shall be given an appropriate Paper No., placed in the right hand portion of the file, and listed on the 
"Contents" section of the file wrapper. In a personal interview, a duplicate of the Form is given to the applicant (or attorney or agent) at the 
conclusion of the interview. In the case of a telephone or video-conference interview, the copy is mailed to the applicant's correspondence address 
either with or prior to the next official communication. If additional correspondence from the examiner is not likely before an allowance or if other 
circumstances dictate, the Form should be mailed promptly after the interview rather than with the next official communication. 

The Form provides for recordation of the following information: 
- Application Number (Series Code and Serial Number) 

Name of applicant' 
Name of examiner 
Date of interview 
Type of interview (telephonic, video-conference, or personal) 
Name of participant(s) (applicant, attorney or agent, examiner, other PTO personnel, etc.) 
An indication whether or not an exhibit was shown or a demonstration conducted 
An identification of the specific prior art discussed 
An indication whether an agreement was reached and If so, a description of the general nature of the agreement (may be by 
attachment of a copy of amendments or claims agreed as being allowable). Note: Agreement as to allowability is tentative and does 
not restrict further action by the examiner to the contrary. 
The signature of the examiner who conducted the interview (if Form is not an attachment to a signed Office action) 

It is desirable that the examiner orally remind the applicant of his or her obligation to record the substance of the interview of each case. It 
should be noted, however, that the Interview Summary Form will not normally·be considered a complete and proper recordation of the interview 
unless it includes, or is supplemented by the applicant or the examiner to include, all of the applicable items required below concerning the 
substance of the interview. 

A complete and proper recordation of the substance of any interview should include at least the following applicable items: 
1) A brief description of the nature of any exhibit shown or any demonstration conducted, 
2) an identification of the claims discussed, 
3) an identification of the specific prior art discussed, 
4) an identification of the principal proposed amendments of a substantive nature discussed, unless these are already described on the 

Interview Summary Form completed by the Examiner, 
5) a brief identification ·of the general thrust of the principal arguments presented to the examiner, 

(The identification of arguments need not be lengthy or elaborate. A verbatim or highly detailed description of the arguments is not 
required. The ide.ntification of the arguments is sufficient if the general nature or thrust of the principal arguments made to the 
examiner can be understood in the context of the application file. Of course, the applicant may desire to emphasize and fully 
describe those arguments which he or she feels were or might be persuasive to the examiner.) 

6) a general indication of any other pertinent matters discussed, and 
7) if appropriate, the general results or outcome of the interview unless already described in the Interview Summary Form completed by 

the examiner. 

Examiners are expected to carefully review the applicant's record of the substance of an interview. If the record is not complete and 
accurate, the examiner will give the applicant an extendable one month time period to correct the record. 

Examiner to Check for Accuracy 

If the claims are allowable for other reasons of record, the examiner should send a letter setting forth the examiner's version of the 
statement attributed to him or her. If the record is complete and accurate, the examiner should place the indication, "Interview Record OK" on the 
paper recording the substance of the interview along with the date and the examiner's initials. 
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UNITED STATES PATENT AND TRADEMARK OFFICE 
UNITED STATES DEPARTMENT OF COMMERCE 
United States Patent and Trademark Office 
Address; COMMISSIONER FOR PATENTS 

P.O. Box 1450 
Alexandria, Vitgini~23!3-1450 
www.uspto.gov 

NOTICE OF ALLOWANCE AND FEE(S) DUE 

25096 7590 

PERKINS COlE LLP 
PATENT-SEA 
P.O. BOX 1247 
SEATTLE, WA 98111-1247 

01/27/2004 ~~---------E-~--JNER------------~ 
LAzARO, DAVID R 

ART UNIT PAPER NUMBER 

2155 

DATE MAILED: 01127/2004 

APPLICATION NO. FILING-DATE FIRST NAMED INVENTOR I ATTORNEYDOCKETNO. I CONFIRMATION NO. 

09/629,577 07131/2000 Fred B. Holt 030048003US 4317 

TITLE OF INVENTION: LEAVING A BROADCAST CHANNEL 

APPLN.TYPE SMALL ENTITY ISSUE FEE PUBLICATION FEE TOTAL FEE(S) DUE DATE DUE 

nonprovisional NO $1330 $0 $1330 04127/2004 

THE APPLICATION IDENTIFIED ABOVE HAS BEEN EXAMINED AND IS ALLOWED FOR ISSUANCE AS A PATENT. 
PROSECUTION!m:IHEMERITS IS CLOSED. TIDS NOTICE OF ALLOWANCE IS NOT A GRANT OF PATENT RIGHTS. 
THIS APPLICATION IS SUBJECT TO WITHDRAWAL FROM ISSUE AT THE INITIATIVE OF THE OFFICE OR UPON 
PETITION BY THE APPLICANT. SEE 37 CFR 1.313 AND MPEP 1308. 

THE ISSUE FEE AND PUBLICATION FEE (IF REQUIRED) MUST BE PAID WITHIN THREE MONTHS FROM THE 
MAILING DATE OF THIS NOTICE OR TIDS APPLICATION SHALL BE REGARDED AS ABANDONED. TIDS 
STATUTORY PERIOD CANNOT BE EXTENDED. SEE 35 U.S.C. 151. THE ISSUE FEE DUE INDICATED ABOVE 
REFLECTS A CREDIT FOR ANY PREVIOUSLY PAID ISSUE FEE APPLIED IN THIS AP}lLICATION. THE PTOL-8SB (OR 
AN EQUIVALENT) MUST BE RETURNED WITHIN THIS PERIOD EVEN IF NO FEE IS DUE OR THE APPLICATION WILL 
BE REGARDED AS ABANDONED. 

HOW TO REPLY TO TIDS NOTICE: 

I. Review the SMALL ENTITY status shown above. 

If the SMALL ENTITY is shown as YES, verify your current 
SMALL ENTITY status: 
A. If the status is the same, pay the TOTAL FEE(S) DUE shown 
above. 

B. If the status is changed, pay the PUBLICATION FEE (if 
required) and twice the amount of the ISSUE FEE shown above 
and notify the United States Patent and Trademark Office of the 
change in status, or 

If the SMALL ENTITY is shown as NO: 

A. Pay TOTAL FEE(S) DUE shown above, or 

B. If applicant claimed SMALL ENTITY status before, or is now 
claiming SMALL ENTITY status, check the box below and enclose 
the PUBLICATION FEE and 1/2 the ISSUE FEE shown above. 

D Applicant claims SMALL ENTITY status. 
See 37 CFR 1.27. 

II. PART B- FEE(S) TRANSMITTAL should be completed and returned to the United States Patent and Trademark Office (USPTO) with 
your ISSUE FEE and PUBLICATION FEE (if required). Even if the fee(s) have already been paid, Part B - Fee(s) Transmittal should be 
completed and returned. If you are charging the fee(s) to your deposit account, section "4b" of Part B - Fee(s) Transmittal should be 
completed and an extra copy of the form should be submitted. 

UI. All communications regarding this application must give the application number. Please direct all communications prior to issuance to 
R1ail Stop ISSUE FEE unless advised to the contrary. 
' ' 
IMPORTANT REMINDER: Utility patents issuing on applications filed on or after Dec. 12, 1980 may require payment of 
mai'ntenance fees. It is patentee's responsibility to ensure timely payment of maintenance fees when due. 
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Comple.te and send this form, tog· 

() PART B- FEE(S) TRANSMITT(t () 

with applicable fee(s), to: Mall Mail Stop ISSUE FEE 
Commissioner for Patents 
P.O. Box 1450 . 
Alexandria, Virginia 22313-1450 

or Fax (703) 746-4000 
INSTRUCTIONS: This form should be used for transmitting the ISSUE FEE and PUBLICATION FEE (if required). Blocks 1 through 4 should be completed where 
appropriate. All further correspondence including the Patent, advance orders and notification of maintenance fees will be mailed to the current correspondence address as 
indicated unless.corrected below or directed otherwise in Block I, by (a) specifying a new correspondence address; and/or (b) indicating a separate "FEE ADDRESS".for 
maintenance fee notifications. 

CURRENT CORRESPONDENCE ADDRESS (Note: Legibly mark·up with any corrections or use Block I) 

25096 7590 0112712004 

Note: A certificate of mailing can only be used for domestic mailings of the 
Fee(s) Transmittal. This certificate cannot be used for any other accompanying 
papef!l. Each add.itional paper~, .such as an a!!signment or formal drawing, must 
have 1ts own certificate of mathng or transm1ss1on. 

PERKINS COlE LLP 
PATENT-SEA 

Certificate of Mailing or Transmission 

P.O. BOX 1247 

I hereby certify that this Fee(s) Transmittal is being deposited with the United 
States Postal S'ervice with sufficient postage for first class mail in an enveloP.e 
addressed to the Mail Stop ISSUE FEE address above, or being facsimile 
transmitted to the USPTO on the date indicated below SEATTLE WA98111 1247 -, 

I APPLICATION NO. I FILING DATE I FIRST NAMED INVENTOR 

09/629,577 07/31/2000 

TITLE OF INVENTION: LEAVING A BROADCAST CHANNEL 

APPLN. TYPE SMALL ENTITY ISSUE FEE 

nonprovisional NO $1330 

EXAMINER ART UNIT 

LAZARO, DAVID R 2155 

I. Change of correspondence address or indication of"Fee Address" (37 
CFR 1.363). 

Fred B. Holt 

PUBLICATION FEE 

$0 

CLASS-SUBCLASS 

709-204000 

' 
(Depositors name) 

(Signature) 

(Date) 

I ATTORNEY DOCKET NO. I CONFIRMATION NO. 

030048003US 4317 

TOTAL FEE(S) DUE DATE DUE 

$1330 04/27/2004 

r:l Change of correspondence address (or Change of Correspondence 
Address form PTO/SB/122) attached. 

2. For printing on the patent front page, list (I) the 
names of up to 3 registered patent attorneys or 
agents OR, alternatively, (2) the name of a single 
firm (baving as a member a registered attorney or 
agent) and the names of up to 2 registered patent 
attorneys or agents. If no name is listed, no name 
will be printed. 

2. ______________________ ~ 

r:l "Fee Address" indication (or "Fee Address" Indication form 
PTO/SB/47; Rev 03-02 or more recent) attached. Use of a Customer 
Number is required. 

3. ASSIGNEE NAME AND RESIDENCE DATA TO BE PRINTED ONTHEPATENT(printortype) 

3. ______________________ __ 

PLEASE NOTE: Uriless an assignee is identified below, no assignee data will appear on the patent. Inclusion of assignee data is orily appropriate when an assignment has 
been previously submitted to theUSPTO or is being submitted under separate cover. Completion of this form is NOT a substitute for filing an assignment. 
(A) NAME OF ASSIGNEE (B) RESIDENCE: (CITY and STATE OR COUNTRY) 

Please check the appropriate assignee category or categories (will not be printed on the patent); r:l individual r:l corporation or other private group entity r:l government 

4a. The following fee(s) are enclosed: 4b. Payment ofFee(s): 

a Issue Fee r:l A check in the amount of the fee(s) is enclosed. 

a Publication Fee a Payment by credit card. Form PT0-2038 is attached. 

a Advance Order- #of Copies---------- r:l The Director is hereby authorized by charge the required fee(s), or credit any overpayment, to 
Deposit Account Number (enclose an extra copy of this form). 

Director for Patents is requested to apply the Issue Fee and Publication Fee (if any) or to re-apply any previously paid issue fee to the application identified above. 

(Authorized Signature) (Date) 

NOTE; The Issue Fee and Publication Fee (if required) will not be accepted from anyone 
other than the applicant; a registered attorney or agent; or the assignee or other party in 
interest as shown by the records of the United States Patent and Trademark Office. 

This collection of information is required by 37 CFR 1.311. The information is required to 
obtain or retain a benefit b:y the public which is to file (and by the USPTO to process) an 
application. Confidentiality IS governed by 35 U.S.C. 122 and 37 CFR 1.!4. This collection is 
esllmated to take !2 minutes to complete, including ~thering, preparing, and submitting the 
completed application form to the USPTO. Time w!ll vary depending upon the individual 
case. Any comments on the amount of time you require to complete this form and/or 
suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S. 
Patent and Trademark Office, U.S. Department of Commerce, Alexandria, Virginia 
22313·1450. DO NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. 
SEND TO: Commissioner for Patents, Alexandria, Virginia 22313-1450. 

Under the Paperwork Reduction Act of 1995, no persons are required to respond to a 
collection of information unless it displays a valid OMB control number. 

TRANSMIT THIS FORM WITH FEE(S) 

PTOL-85 (Rev. ll/03) Approved for use through 04130/2004. OMB 0651-0033 U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE 
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UNITED STATES PATENT AND TRADEMARK OFFICE 

APPLICATION NO. 

09/629,577 

25096 7590 

PERKINS COlE LLP 
PATENT-SEA 
P.O. BOX 1247 

FILING DATE 

07/3112000 

01/2712004 

SEATTLE, WA 98111-1247 

FIRST NAMED INVENTOR 

Fred B. Holt 

UNITED STATES DEPARTMENT OF COMMERCE 
United State• Patent and Trademark Offiee 
Address: COMMISSIONER FOR PATENTS 

P.O. Box 1450 
Alexandria, Virginia 22313-1450 
www.uspto.gov 

I ATTORNEYOOCKETNO. I CONFIRMATIONNO. 

030048003US 4317 

EXAMINER 

LAZARO, DA VlD R 

ART UNIT PAPER NUMBER 

2155 

DATE MAILED: 01/27/2004 

Determination of Patent Term Adjustment under 35 U.S.C.154 (b) 
(application filed on or after May 29, 2000) 

The Patent Term Adjustment to date is 766 day(s). If the issue fee is paid on the date that is three months after the 
mailing date of this notice and the patent issues on the Tuesday before the date that is 28 weeks (six and a half 
months) after the mailing date of this notice, the Patent Term Adjustment will be 766 day(s). 

If a Continued Prosecution Application (CPA) was filed in the above-identified application, the filing date that 
determines Patent Term Adjustment is the filing date of the most recent CPA. 

Applicant will be able to obtain more detailed information by accessing the Patent Application Information Retrieval 
(PAIR) system (http://pair.uspto.gov). 

Any questions regarding the Patent Term Extension or Adjustment determination should be directed to the Office of 
Patent Legal Administration at (703) 305-1383. Questions relating to issue and publication fee payments should be 
directed to the Customer Service Center of the Office ofPatent Publication at (703) 305-8283. 
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Attorney Docket No. 030048003US 

PATENT 

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE 

APPLICATION No.: 

FILED: 

FRED B. HOLT 

09/629,577 

July 31, 2000 

FOR: LEAVING A BROADCAST CHANNEL 

EXAMINER: DAVID R. LAZARO 

ART UNIT: 2155 

CONFIRMATION No: 4317 

Comments on Statement of Reasons for Allowance 

Mail Stop Issue Fee 
Commissioner for Patents 
P.O. Box 1450 
Alexandria, VA 22313-1450 

Sir: 

In the Notice of Allowability mailed January 27, 2004, the Examiner allowed 

claims 9-12, 15-19, 22-25 and 28-30. Although the applicant's attorney agrees with the 

Examiner's conclusion that these claims are allowable, the applicant's attorney notes 

that the claims may be allowable for reasons other than those identified by the 

Examiner and does not concede that the Examiner's characterizations of the terms of 

the claims and the prior art are correct. 

oate: 3!/dr --,+-'-L-li!!t+--1---

Correspondence Address: 
Customer No. 25096 
Perkins Coie LLP 
P.O. Box 1247 
Seattle, Washington 98111-1247 
(206) 359-8000 

[Q:\Cieru\Boelng (03004)11!003 (lea>lng)WoDIIConvnenls on Slalemem of R"""'"' for Aflowance.docl 

Respectfully submitted, 
Perkins Coie LLP 

Chun Ng 
Registration No. 36,878 
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Attorney Docket No. 030048003US \ i I 

I. A./ 
ress Mail Label EV343595835US 

PATENT 

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE 

IN REAPPLICATION OF: FRED B. HOLT ET AL. 

APPLICATION No.: 09/629,577 

FILED: JULY 31, 2000 

FOR: LEAVING A BROADCAST CHANNEL 

EXAMINER: DAVID R. LAZARO 

ART UNIT: 2155 

CONF. No: 4317 

Transmittal of Formal Drawings 

Commissioner for Patents 
P.O. Box 1450 
Alexandria, VA 22313-1450 

Sir: 

Further to the Notice of Allowance dated January 27, 2004, enclosed are the 
required formal drawings, Figs 1-24 and 26-34. 

No fees are believed due in connection with this response. However, if fees are 
due, the Commissioner is requested to charge them to Deposit Account No. 50-0665. 

Date:_;+--'/!Jr...Lj.~-l)....._(_ 

Correspondence Address: 
Customer No. 25096 
Perkins Coie LLP 
P.O. Box 1247 
Seattle, Washington 98111-1247 
(206) 359-8000 

[PATENT PATENT-US ffransmittal of Formal Drawings.doc] 1 

Chun Ng --Registration No. 36,878 
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LEAVING A BROADCAST CHANNEL 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

This application is related to U.S. patent application Ser. 

2 
ticularly well suited to sharing of information among many 
participants. In particular, when a client stores information 
to be shared at the server, each other client would need to 
poll the server to determine that new information is being 
shared. Such polling places a very high overhead on the 
communications network. Alternatively, each client may 
register a callback with the server, which the server then 
invokes when new information is available to be shared. 
Such a callback technique presents a performance bottleneck 

10 because a single server needs to call back to each client 
whenever new information is to be shared. In addition, the 
reliability of the entire sharing of information depends upon 
the reliability of the single server. Thus, a failure at a single 
computer (i.e., the server) would prevent communications 

No. 09/629,576, entitled "BROADCASTING 
NETWORK," filed on Jul. 31, 2000; U.S. patent application 
Ser. No. 09/629,570, entitled "JOINING A BROADCAST 
CHANNEL," filed on Jul. 31, 2000; U.S. patent application 
Ser. No. 09/629,577, "LEAVING A BROADCAST 
CHANNEL," filed on Jul. 31, 2000; U.S. patent application 
Ser. No. 09/629,575, entitled "BROADCASTING ON A 
BROADCAST CHANNEL," filed on Jul. 31, 2000; U.S. 
patent application Ser. No. 09/629,572, entitled "CON
TACTING A BROADCAST CHANNEL," filed on Jul. 31, 
2000; U.S. patent application Ser. No. 09/629,023, entitled 
"DISTRIBUTED AUCTION SYSTEM," filed on Jul. 31, 
2000; U.S. patent application Ser. No. 09/629,043, entitled 
"AN INFORMATION DELIVERY SERVICE," filed on Jul. 
31, 2000; U.S. patent application Ser. No. 09/629,024, 
entitled "DISTRIBUTED CONFERENCING SYSTEM," 
filed on Jul. 31, 2000; and U.S. patent application Ser. No. 
09/629,042, entitled "DISTRIBUTED GAME 
ENVIRONMENT," filed on Jul. 31,2000, the disclosures of 

25 
which are incorporated herein by reference. 

TECHNICAL FIELD 

15 between any of the clients. 
The multicasting network protocols allow the sending of 

broadcast messages to multiple recipients of a network. The 
current implementations of such multicasting network pro
tocols tend to place an unacceptable overhead on the under-

20 lying network. For example, UDP multicasting would 
swamp the. Internet when trying to locate all possible par
ticipants. IP multicasting has other problems that include 
needing special-purpose infrastructure (e.g., routers) to sup-
port the sharing of information efficiently. 

The described technology relates generally to a computer 
network and more particularly, to a broadcast charmel for a 30 

subset of a computers of an underlying network. 

The peer-to-peer middleware communications systems 
rely on a multicasting network protocol or a graph of 
point-to-point network protocols. Such peer-to-peer middle
ware is provided by the T.l20 Internet standard, which is 
used in such products as Data Connection's D.C.-share and 
Microsoft's NetMeeting. These peer-to-peer middleware 
systems rely upon a user to assemble a point-to-point graph 
of the connections used for sharing the information. Thus, it 
is neither suitable nor desirable to use peer-to-peer middle
ware systems when more than a small number of partici-

BACKGROUND 

There are a wide variety of computer network communi
cations techniques such as point-to-point network protocols, 
client/server middleware, multicasting network protocols, 
and peer-to-peer middleware. Each of these communications 
techniques have their advantages and disadvantages, but 
none is particularly well suited to the simultaneous sharing 
of information among computers that are widely distributed. 
For example, collaborative processing applications, such as 
a network meeting programs, have a need to distribute 
information in a timely marmer to all participants who may 
be geographically distributed. 

35 pants is desired. In addition, the underlying architecture of 
the T.l20 Internet standard is a tree structure, which relies on 
the root node of the tree for reliability of the entire network. 
That is, each message must pass through the root node in 
order to be received by all participants. 

40 
It would be desirable to have a reliable communications 

network that is suitable for the simultaneous sharing of 
information among a large number of the processes that are 
widely distributed. 

45 
The point-to-point network protocols, such as UNIX 

pipes, TCPIIP, and UDP, allow processes on different com
puters to communicate via point-to-point connections. The 
interconnection of all participants using point-to-point 
connections, while theoretically possible, does not scale well 50 
as a number of participants grows. For example, each 
participating process would need to manage its direct con
nections to all other participating processes. Programmers, 
however, find it very difficult to manage single connections, 
and management of multiple connections is much more 55 
complex. In addition, participating processes may be limited 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 illustrates a graph that is 4-regular and 4-connected 
which represents a broadcast channel. 

FIG. 2 illustrates a graph representing 20 computers 
connected to a broadcast channel. 

FIGS. 3A and 3B illustrate the process of connecting a 
new computer Z to the broadcast charmel. 

FIG. 4A illustrates the broadcast charmel of FIG. 1 with 
an added computer. 

FIG. 4B illustrates the broadcast charmel of FIG. 4A with 
an added computer. to the number of direct connections that they can support. 

This limits the number of possible participants in the sharing 
of information. 

The client/server middleware systems provide a server 
that coordinates the communications between the various 
clients who are sharing the information. The server functions 
as a central authority for controlling access to shared 
resources. Examples of client/server middleware systems 
include remote procedure calls ("RPC"), database servers, 
and the common object request broker architecture 
("CORBA"). Client/server middleware systems are not par-

FIG. 4C also illustrates the broadcast charmel of FIG. 4A 
with an added computer. 

60 
FIG. SA illustrates the disconnecting of a computer from 

the broadcast channel in a plarmed manner. 
FIG. SB illustrates the disconnecting of a computer from 

the broadcast channel in an unplarmed marmer. 
FIG. SC illustrates the neighbors with empty ports con-

65 dition. 
FIG. SD illustrates two computers that are not neighbors 

who now have empty ports. 

ACTIVISION, EA, TAKE-TWO, 2K, ROCKSTAR, Ex. 1002, Vol. 3, p. 793 of 1657



US 6,732,147 Bl 
3 

FIG. SE illustrates the neighbors with empty ports con
dition in the small regime. 

FIG. SF illustrates the situation of FIG. SE when in the 
large regime. 

4 
FIG. 34 is a flow diagram illustrating the processing of the 

handle condition double check routine. 

DETAILED DESCRIPTION 

FIG. 6 is a block diagram illustrating components of a 5 

computer that is connected to a broadcast channel. 

A broadcast technique in which a broadcast channel 
overlays a point-to-point communications network is pro
vided. The broadcasting of a message over the broadcast 
channel is effectively a multicast to those computers of the 
network that are currently connected to the broadcast chan
nel. In one embodiment, the broadcast technique provides a 
logical broadcast channel to which host computers through 

FIG. 7 is a block diagram illustrating the sub-components 
of the broadcaster component in one embodiment. 

FIG. 8 is a flow diagram illustrating the processing of the 10 

connect routine in one embodiment. 
FIG. 9 is a flow diagram illustrating the processing of the 

seek portal computer routine in one embodiment. 
FIG. 10 is a flow diagram illustrating the processing of the 

contact process routine in one embodiment. 
FIG.ll is a flow diagram illustrating the processing of the 

connect request routine in one embodiment. 
FIG. 12 is a flow diagram of the processing of the check 

for external call routine in one embodiment. 
FIG. 13 is a flow diagram of the processing of the achieve 

connection routine in one embodiment. 
FIG. 14 is a flow diagram illustrating the processing of the 

external dispatcher routine in one embodiment. 

their executing processes can be connected. Each computer 
that is connected to the broadcast channel can broadcast 
messages onto and receive messages off of the broadcast 

15 channel. Each computer that is connected to the broadcast 
channel receives all messages that are broadcast while it is 
connected. The logical broadcast channel is implemented 
using an underlying network system (e.g., the Internet) that 
allows each computer connected to the underlying network 

20 system to send messages to. each other connected computer 
using each computer's address. Thus, the broadcast tech
nique effectively provides a broadcast channel using an 
underlying network system that sends messages on a point
to-point basis. 

FIG. 15 is a flow diagram illustrating the processing of the 25 

handle seeking connection call routine in one embodiment. 

The broadcast technique overlays the underlying network 
system with a graph of point-to-point connections (i.e., 
edges) between host computers (i.e., nodes) through which 
the broadcast channel is implemented. In one embodiment, 
each computer is connected to four other computers, referred 
to as neighbors. (Actually, a process executing on a com
puter is connected to four other processes executing on this 

FIG. 16 is a flow diagram illustrating processing of the 
handle connection request call routine in one embodiment. 

FIG.17 is a flow diagram illustrating the processing of the 
30 

add neighbor routine in one embodiment. 
FIG. 18 is a flow diagram illustrating the processing of the 

forward connection edge search routine in one embodiment. 
FIG. 19 is a flow diagram illustrating the processing of the 

handle edge proposal call routine. 
FIG. 20 is a flow diagram illustrating the processing of the 

handle port connection call routine in one embodiment. 
FIG. 21 is a flow diagram illustrating the processing of the 

fill hole routine in one embodiment. 

or four other computers.) To broadcast a message, the 
originating computer sends the message to each of its 
neighbors using its point-to-point connections. Each corn-

35 puter that receives the message then sends the message to its 
three other neighbors using the point-to-point connections. 
In this way, the message is propagated to each computer 
using the underlying network to effect the broadcasting of 

40 
FIG. 22 is a flow diagram illustrating the processing of the 

the message to each computer over a logical broadcast 
channel. A graph in which each node is connected to four 
other nodes is referred to as a 4-regular graph. The use of a 

internal dispatcher routine in one embodiment. 
FIG. 23 is a flow diagram illustrating the processing of the 

handle broadcast message routine in one embodiment. 
FIG. 24 is a flow diagram illustrating the processing of the 45 

distribute broadcast message routine in one embodiment. 

4-regular graph means that a computer would become 
disconnected from the broadcast channel only if all four of 
the connections to its neighbors fail. The graph used by the 
broadcast technique also has the property that it would take 
a failure of four computers to divide the graph into disjoint 

FIG. 26 is a flow diagram illustrating the processing of the 
handle connection port search statement routine in one 
embodiment. 

sub-graphs, that· is two separate broadcast channels. This 
property is referred to as being 4-connected. Thus, the graph 
is both 4-regular and 4-connected. 

FIG. 27 is a flow diagram illustrating the processing of the 50 

court neighbor routine in one embodiment. 
FIG. 1 illustrates a graph that is 4-regular and 4-connected 

which represents the broadcast channel. Each of the nine 
nodes A-I represents a computer that is connected to the 
broadcast channel, and each of the edges represents an 
"edge" connection between two computers of the broadcast 

FIG. 28 is a flow diagram illustrating the processing of the 
handle connection edge search call routine in one embodi
ment. 

FIG. 29 is a flow diagram illustrating the processing of the 
handle connection edge search response routine in one 
embodiment. 

FIG. 30 is a flow diagram illustrating the processing of the 
broadcast routine in one embodiment. 

FIG. 31 is a flow diagram illustrating the processing of the 
acquire message routine in one embodiment. 

FIG. 32 is a flow diagram illustrating processing of the 
handle condition check message in one embodiment. 

FIG. 33 is a flow diagram illustrating processing of the 
handle condition repair statement routine in one embodi
ment. 

55 channel. The time it takes to broadcast a message to each 
computer on the broadcast channel depends on the speed of 
the connections between the computers and the number of 
connections between the originating computer and each 
other computer on the broadcast channel. The minimum 

60 number of connections that a message would need to 
traverse between each pair of computers is the "distance" 
between the computers (i.e., the shortest path between the 
two nodes of the graph). For example, the distance between 
computers A and F is one because computer A is directly 

65 connected to computer F. The distance between computers A 
and B is two because there is no direct connection between 
computers A and B, but computer F is directly connected to 
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Dare the two pairs that are identified as the neighbors for the 
new computer Z. The connections between each of these 
pairs is broken, and a connection between computer Z and 
each of computers B, C, D, and E is established as indicated 

computer B. Thus, a message originating at computer A 
would be sent directly to computer F, and then sent from 
computer F to computer B. The maximum of the distances 
between the computers is the "diameter" of broadcast chan
nel. The diameter of the broadcast channel represented by 
FIG. 1 is two. That is, a message sent by any computer 
would traverse no more than two connections to reach every 
other computer. FIG. 2 illustrates a graph representing 20 
computers connected to a-broadcast channel. The diameter 

5 by FIG. 3B. The process of breaking the connection between 
two neighbors and reconnecting each of the former neigh
bors to another computer is referred to as "edge pinning" as 
the edge between two nodes may be considered to be 

of this broadcast channel is 4. In particular, the shortest path 10 

between computers 1 and 3 contains four connections (1-12, 
12-15, 15-18; and 18-3). 

The broadcast technique includes (l) the connecting of 
computers to the broadcast channel (i.e., composing tbe 
graph), (2) the broadcasting of messages over the broadcast 15 

channel (i.e., broadcasting through the graph), and (3) the 
disconnecting of computers from the broadcast channel (i.e., 
decomposing the graph) composing the graph. 
Composing the Graph 

1b connect to the broadcast channel, the computer seeking 20 
the connection first locates a computer that is currently fully 
connected to the broadcast channel and then establishes a 
connection with four of the computers that are already 
connected to the broadcast channel. (This assumes that there 
are at least four computers already connected to the broad- 25 
cast channel. When there are fewer than five computers 
connected; the broadcast channel cannot be a 4-regular 
graph. In such a case, the broadcast channel is considered to 
be in a "small regime." The broadcast technique for the 
small regime is described below in detail. When five or more 30 

computers are connected, the broadcast channel is consid
ered to be in the "large regime." This description assumes 
that the broadcast channel is in the large regime, unless 
specified otherwise.) Thus, the process of connecting to the 
broadcast channel includes locating the broadcast channel, 35 

identifying the neighbors for the connecting computer, and 
then connecting to each identified neighbor. Each computer 
is aware of one or more "portal computers" through which 
that computer may locate the broadcast channel. A seeking 
computer locates the broadcast channel by contacting the 40 

portal computers until it finds one· that is currently fully 
connected to the broadcast channel. The found portal com
puter then directs the identifying of four computers (i.e., to 
be the seeking computer's neighbors) to which the seeking 
computer is to connect. Each of these four computers then 45 

cooperates with the seeking computer to effect the connect
ing of the seeking computer to the broadcast channel. A 
computer that has started the process of locating a portal 
computer, but does not yet have a neighbor, is in the 
"seeking connection state." A computer that is connected to so 
at least one neighbor, but not yet four neighbors, is in the 
"partially connected state." A computer that is currently, or 
has been, previously connected to four neighbors is in the 
"fully connected state." 

Since the broadcast channel is a 4-regular graph, each of 55 

the identified computers is already connected to four com
puters. Thus, some connections between computers need to 
be broken so that the seeking computer can connect to four 
computers. In one embodiment, the broadcast technique 
identifies two pairs of computers that are currently con- 60 

nected to each other. Each of these pairs of computers breaks 
the connection between them, and then each of the four 
computers (two from each pair) connects to the seeking 
computer. FIGS. 3A and 3B illustrate the process of a new 
computer Z connecting to the broadcast channeL FIG. 3A 65 

illustrates the broadcast channel before computer Z is con
nected. The pairs of computers B and E and computers C and 

stretched and pinned to a new node. 
Each computer connected to the broadcast channel allo

cates five communications ports for communicating with 
other computers. Four of the ports are referred to as "inter
nal" ports because they are the ports through which the 
messages of the broadcast channels are sent. The connec
tions between internal ports of neighbors are referred to as 
"internal" connections. Thus, the internal connections of the 
broadcast channel form the 4-regular and 4-connected 
graph. The fifth port is referred to as an "external" port 
because it is used for sending non-broadcast messages 
between two computers. Neighbors can send non-broadcast 
messages either through their internal ports of their connec-
tion or through their external ports. A seeking computer uses 
external ports when locating a portal computer. 

In one embodiment, the broadcast technique establishes 
the computer connections using the TCPIIP communications 
protocol, which is a point-to-point protocol, as the underly
ing network .. The TCPIIP protocol provides for reliable and 
ordered delivery of messages between computers. The TCP/ 
IP protocol provides each computer with a "port space" that 
is shared among all the processes that may execute on-that 
computer. The ports are identified by numbers from 0 to 
65,535. The first 2056 ports are reserved for specific appli
cations (e.g., port 80 for HTTP messages). The remainder of 
the ports are user ports that are available to any process. In 
one embodiment, a set of port numbers can be reserved for 
use by the computer connected to the broadcast channel. In 
an alternative embodiment, the port numbers used are 
dynamically identified by each computer. Each computer 
dynamically identifies an available port to be used as its 
call-in port. This call-in port is used to establish connections 
with the external port and the internal ports. Each computer 
that is connected to the broadcast channel can receive 
non-broadcast messages through its external port. A seeking 
computer tries "dialing" the port numbers of tbe portal 
computers until a portal computer "answers," a call on its 
call-in port. A portal computer answers when it is connected 
to or attempting to connect to the broadcast channel and its 
call-in port is dialed. (In this description, a telephone meta
phor is used to describe the connections.) When a computer 
receives a call on its call-in port, it transfers the call to 
another port. Thus, the seeking computer actually commu-
nicates through that transfer-to port, which is the external 
port. The call is transferred so that other computers can place 
calls to that computer via the call-in port. The seeking 
computer then communicates via that external port to 
request the portal computer to assist in connecting the 
seeking computer to the broadcast charmel. The seeking 
computer could identify the call-in port number of a portal 
computer by successively dialing each port in port number 
order. As discussed below in detail, the broadcast technique 
uses a hashing algorithm to select the port number order, 
which may result in improved performance. 

A seeking computer could connect to the broadcast chan
nel by connecting to computers either directly connected to 
the found portal computer or directly conhected to one of its 
neighbors. A possible problem with such a scheme for 
identifying the neighbors for the seeking computer is that the 
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diameter of the broadcast channel may inerease when each 
seeking computer uses the same found portal computer and 
establishes a connection to the broadcast channel directly 
through that found portal computer. Conceptually, the graph 
becomes elongated in the direction of where the new nodes 
are added. FIGS. 4A-4C illustrate that possible problem. 
FIG. 4A illustrates the broadcast channel of FIG. 1 with an 
added computer. Computer J was connected to the broadcast 
channel by edge pinning edges C-D and E-H to computer 
J. The diameter of this broadcast channel is still two. FIG. 10 

4B illustrates the broadcast channel of FIG. 4A with an 
added computer. Computer K was connected to the broad
cast channel by edge pinning edges E-J and B-C to com
puter K. The diameter of this broadcast channel is three, 
because the shortest path from computer G to computer K is 15 

through edges G-A, A-E, and E-K. FIG. 4C also illustrates 
the broadcast channel of FIG. 4A with an added computer. 
Computer K was connected to the broadcast channel by edge 
pinning edges D-G and E-J to computer K. The diameter of 
this broadcast channel is, however, still two. Thus, the 20 

selection of neighbors impacts the diameter of the broadcast 
channel. To help minimize the diameter, the broadcast 
technique uses a random selection technique to identify the 
four neighbors of a computer in the seeking connection state. 
The random selection technique tends to distribute the 25 
connections to new seeking computers throughout the com
puters of the broadcast channel which may result in smaller 
overall diameters. 
Broadcasting Through the Graph 

As described above, each computer that is connected to 30 

the broadcast channel can broadcast messages onto the 
broadcast channel and does receive all messages that are 
broadcast on the broadcast channeL The computer that 
originates a message to be broadcast sends that message to 
each of its four neighbors using the internal connections. 35 

When a computer receives a broadcast message from a 
neighbor, it sends the message to its three other neighbors. 
Each computer on the broadcast channel, except the origi
nating computer, will thus receive a copy of each broadcast 
message from each of its four neighbors. Each computer, 40 

however, only sends the first copy of the message that it 
receives to its neighbors and disregards subsequently 
received copies. Thus, the total number of copies of a 
message that is sent between the computers is 3N+l, where 
N is the number of computers connected to the broadcast 45 

channel. Each computer sends three copies of the message, 
except for the originating computer, which sends four copies 
of the message. 

The redundancy of the message sending helps to ensure 
the overall reliability of the broadcast channel. Since each 50 
computer has four connections to the broadcast channel, if 
one computer fails during the broadcast of a message, its 
neighbors have three other connections through which they 
will receive copies of the broadcast message. Also, if the 
internal connection between two computers is slow, each 55 
computer has three other connections through which it may 
receive a copy of each message sooner. 

Each computer that originates a message numbers its own 
messages sequentially. Because of the dynamic nature of the 
broadcast channel and because there are many possible 60 

connection paths between computers, the messages may be 
received out of order. For example, the distance between an 
originating computer and a certain receiving computer may 
be four. After sending the first message, the originating 
computer and receiving computer may become neighbors 65 

and thus the distance between them changes to one. The first 
message may have to travel a distance of four to reach the 

8 
receiving computer. The second message only has to travel 
a distance of one. Thus, it is possible for the second message 
to reach the receiving computer before the first message. 

When the broadcast channel is in a steady state (i.e., no 
computers connecting or disconnecting from the broadcast 
channel), out-of-order messages are not a problem because 
each computer will eventually receive both messages and 
can queue messages until all earlier ordered messages are 
received. If, however, the broadcast channel is not in a 
steady state, then problems can occur. In particular, a com
puter may connect to the broadcast channel after the second 
message has already been received and forwarded on by its 
new neighbors. When a new neighbor eventually receives 
the first message, it sends the message to the newly con
nected computer. Thus, the newly connected computer will 
receive the first message, but will not receive the second 
message. If the newly connected computer needs to process 
the messages in order, it would wait indefinitely for the 
second message. 

One solution to this problem is to have each computer 
queue all the messages that it receives until it can send them 
in their proper order to its neighbors. This solution, however, 
may tend to slow down the propagation of messages through 
the computers of the broadcast channel. Another solution 
that may have less impact on the propagation speed is to 
queue messages only at computers who are neighbors of the 
newly, connected computers. Each already connected neigh
bor would forward messages as it receives them to its other 
neighbors who are not newly connected, but not to the newly 
connected neighbor. The already connected neighbor would 
only forward messages from each originating computer to 
the newly connected computer when it can ensure that no 
gaps in the messages from that originating computer will 
occur. In one embodiment, the already connected neighbor 
may track the highest sequence number of the messages 
already received and forwarded on from each originating 
computer. The already connected computer will send only 
higher numbered messages from the originating computers 
to the newly connected computer. Once all lower numbered 
messages have been received from all originating 
computers, then the already connected computer can treat 
the newly connected computer as its other neighbors and 
simply forward each message as it is received. In another 
embodiment, each computer may queue messages and only 
forwards to the newly connected computer those messages 
as the gaps are filled in. For example, a computer might 
receive messages 4 and 5 and then receive message 3. In 
such a case, the already connected computer would forward 
queue messages 4 and 5. When message 3 is finally received, 
the already connected computer will send messages 3, 4, and 
5 to the newly connected computer. If messages 4 and 5 were 
sent to the newly connected computer before message 3, 
then the newly connected computer would process messages 
4 and 5 and disregard message 3. Because the already 
connected computer queues messages 4 and 5, the newly 
connected computer will be able to process message 3. It is 
possible that a newly connected computer will receive a set 
of messages from an originating computer through one 
neighbor and then receive another set of message from the 
same originating computer through another neighbor. If the 
second set of messages contains a message that is ordered 
earlier than the messages of the first set received, then the 
newly connected computer may ignore that earlier ordered 
message if the computer already processed those later 
ordered messages. 
Decomposing the Graph 

A connected computer disconnects from the broadcast 
channel either in a planned or unplanned manner. When a 
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computer disconnects in a planned manner, it sends a receive the port connection request recognizes the condition 
disconnect message to each of its four neighbors. The and sends a condition check message to the other neighbor. 
disconnect message includes a list that identifies the four The condition check message includes a list of the neighbors 
neighbors of the disconnecting computer. When a neighbor of the sending computer. When the receiving computer 
receives the disconnect message, it tries to connect to one of 5 receives the list, it compares the list to its own list of 
the computers on the list. In one embodiment, the first neighbors. If the lists are different, then this condition has 
computer in the list will try to connect to the second occurred in the large regime and repair is needed. Th repair 
computer in the list, and the third computer in the list will this condition, the receiving computer will send a condition 
try to connect to the fourth computer in the list. If a computer repair request to one of the neighbors of the sending com-
cannot connect (e.g., the first and second computers are 10 puter which is not already a neighbor of the receiving 
already connected), then the computers may try connecting computer. When the computer receives the condition repair 
in various other combinations. If connections cannot be request, it disconnects from one of its neighbors (other than 
established, each computer broadcasts a message that it the neighbor that is involved with the condition) and con-
needs to establish a connection with another computer. nects to the computer that sent the condition repair request. 
When a computer with an available internal port receives the 15 Thus, one of the original neighbors involved in the condition 
message, it can then establish a connection with the com- will have had a port filled. However, two computers are still 
puter that broadcast the message. FIGS. SA-SD illustrate the in need of a connection, the other original neighbor and the 
disconnecting of a computer from the broadcast channel. computer that is now disconnected from the computer that 
FIG. SA illustrates the disconnecting of a computer from the received the condition repair request. Those two computers 
broadcast channel in a planned manner. When computer H 20 send out port connection requests. If those two computers 
decides to disconnect, it sends its list of neighbors to each of are not neighbors, then they will connect to each other when 
its neighbors (computers A, E, F and I) and then disconnects they receive the requests. If, however, the two computers are 
from each of its neighbors. When computers A and I receive neighbors, then they repeat the condition repair process until 
the message they establish a connection between them as two non-neighbors are in need of connections. 
indicated by the dashed line, and similarly for computers E 25 It is possible that the two original neighbors with the 
and F. condition may have the same set of neighbors. When the 

When a computer disconnects in an unplanned manner, 
such as resulting from a power failure, the neighbors con
nected to the disconnected computer recognize the discon
nection when each attempts to send its next message to the 
now disconnected computer. Each former neighbor of the 
disconnected computer recognizes that it is short one con
nection (i.e., it has a hole or empty port). When a connected 
computer detects that one of its neighbors is now 
disconnected, it broadcasts a port connection request on the 
broadcast channel, which indicates that it has one internal 
port that needs a connection. The port connection request 
identifies the call-in port of the requesting computer. When 
a connected computer that is also short a connection receives 
the connection request, it communicates with the requesting 
computer through its external port to establish a connection 
between the two computers. FIG. SB illustrates the discon
necting of a computer from the broadcast channel in an 
unplanned manner. In this illustration, computer H has 
disconnected in an unplanned manner. When each of its 
neighbors, computers A, E, F, and I, recognizes the 
disconnection, each neighbor broadcasts a port connection 
request indicating that it needs to fill an empty port. As 
shown by the dashed lines, computers F and I and computers 
A and E respond to each other's requests and establish a 
connection. 

It is possible that a planned or unplanned disconnection 
may result in two neighbors each having an empty internal 
port. In such a case, since they are neighbors, they are 
already connected and cannot fill their empty ports by 
connecting to each other. Such a condition is referred to as 
the "neighbors with empty ports" condition. Each neighbor 
broadcasts a port connection request when it detects that it 
has an empty port as described above. When a neighbor 
receives the port connection request from the other neighbor, 
it will recognize the condition that its neighbor also has an 
empty port. Such a condition may also occur when the 
broadcast channel is in the small regime. The condition can 
only be corrected when in the large regime. When in the 
small regime, each computer will have less than four neigh
bors. To detect this condition in the large regime, which 
would be a problem if not repaired, the first neighbor to 

neighbor that receives the condition check message deter
mines that the sets of neighbors are the same, it sends a 
condition double check message to one of its neighbors 

30 other than the neighbor who also has the condition. When 
the computer receives the condition double check message, 
it determines whether it has the same set of neighbors as the 
sending computer. If so, the broadcast channel is in the small 
regime and the condition is not a problem. If the set of 

35 neighbors are different, then the computer that received the 
condition double check message sends a condition check 
message to the original neighbors with the condition. The 
computer that receives that condition check message directs 
one of it neighbors to connect to one of the original 

40 neighbors with the condition by sending a condition repair 
message. Thus, one of the original neighbors with the 
condition will have its port filled. 

FIG. SC illustrates the neighbors with empty ports con
dition. In this illustration, computer H disconnected in an 

45 unplanned manner, but computers F and I responded to the 
port connection request of the other and are now connected 
together. The other former neighbors of computer H, com
puters A and E, are already neighbors, which gives rise to the 
neighbors with empty ports condition. In this example, 

so computer E received the port connection request from 
computer A, recognized the possible condition, and sent 
(since they are neighbors via the internal connection) a 
condition check message with a list of its neighbors to 
computer A. When computer A received the list, it recog-

55 nized that computer E has a different set of neighbor (i.e., the 
broadcast channel is in the large regime). Computer A 
selected computer D, which is a neighbor of computer E and 
sent it a condition repair request. When computer D received 
the condition repair request, it disconnected from one of its 

60 neighbors (other than computer E), which is computer Gin 
this example. Computer· D then connected to computer A. 
FIG. SD illustrates two computers that are not neighbors 
who now have empty ports. Computers E and G now have 
empty ports and are not currently neighbors. Therefore, 

65 computers E and G can connect to each other. 
FIGS. SE and SF further illustrate the neighbors with 

empty ports condition. FIG. SE illustrates the neighbors with 
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empty ports condition in the small regime. In this example, 
if computer E disconnected in an unplanned manner, then 
each computer broadcasts a port connection request when it 
detects the disconnect. When computer A receives the port 
connection request form computer B, it detects the neigh- 5 
bors with empty ports condition and sends a condition check 
message to computer B. Computer B recognizes that it has 
the same set of neighbors (computer C and D) as computer 
A and then sends a condition double check message to 
computer C. Computer C recognizes that the broadcast 10 

channel is in the small regime because is also has the same 
set of neighbors as computers A and B, computer C may then 
broadcast a message indicating that the broadcast channel is 
in the small regime. 

FIG. SF illustrates the situation of FIG. SE when in the 15 

large regime. As discussed above, computer C receives the 
condition double check message from computer B. In this 
case, computer C recognizes that the broadcast channel is in 
the large regime because it has a set of neighbors that is 
different from computer B. The edges extending up from 20 

computer C and D indicate connections to other computers. 
Computer C then sends a condition check message to 
computer B. When computer B receives the condition check 
message, it sends a condition repair message to one of the 
neighbors of computer C. The computer that receives the 25 
condition repair message disconnects from one of its 
neighbors, other than computer C, and tries to connect to 
computer B and the neighbor from which it disconnected 
tries to connect to computer A. 

12 
channel type and channel instance, it generates the same port 
ordering. As described below, it is possible for a computer 
to be connected to multiple broadcast channels that are 
uniquely identified by channel type and channel instance. 
The algorithm may be "seeded" with channel type and 
channel instance in order to generate a unique ordering of 
port numbers for each broadcast channel. Thus, a seeking 
computer will dial the ports of a portal computer in the same 
order as the portal computer used when allocating its call-in 
port. 

If many computers are at the same time seeking connec
tion to a broadcast channel through a single portal computer, 
then the ports of the portal computer may be busy when 
called by seeking computers. The seeking computers would 
typically need to keep on redialing a busy port. The process 
oflocating a call-in port may be significantly slowed by such 
redialing. In one embodiment, each seeking computer may 
each reorder the first few port numbers generated by the 
hashing algorithm. For example, each seeking computer 
could randomly reorder the first eight port numbers gener
ated by the hashing algorithm. The random ordering could 
also be weighted where the. first port number generated by 
the hashing algorithm would have a 50% chance of being 
first in the reordering, the second port number would have 
a 25% chance of being first in the reordering, and so on. 
Because the seeking computers would use different 
orderings, the likelihood of finding a busy port is reduced. 
For example, if the first eight port numbers are randomly 
selected, then it is possible that eight seeking computers 

Port Selection 30 could be simultaneously dialing ports in different sequences 
which would reduce the chances of dialing a busy port. 
Locating a Portal Computer 

As described above, the TCPIIP protocol designates ports 
above number 2056 as user ports. The broadcast technique 
uses five user port numbers on each computer: one external 
port and four internal ports. Generally, user ports cannot be 
statically allocated to an application program because other 35 

applications programs executing on the same computer may 
use conflicting port numbers. As a result, in one 
embodiment, the computers connected to the broadcast 
channel dynamically allocate their port numbers. Each com
puter could simply try to locate the lowest number unused 40 

port on that computer and use that port as the call-in port. A 
seeking computer, however, does not know in advance the 
call-in port number of the portal computers when the port 
numbers are dynamically allocated. Thus, a seeking com
puter needs to dial ports of a portal computer starting with 45 

the lowest port number when locating the call-in port of a 
portal computer. If the portal computer is connected to (or 
attempting to connect to) the broadcast channel, then the 
seeking computer would eventually find the call-in port. If 
the portal computer is not connected, then the seeking 
computer would eventually dial every user port. In addition, 

Each computer that can connect to the broadcast channel 
has a list of one or more portal computers through which it 
can connect to the broadcast channel. In one embodiment, 
each computer has the same set of portal computers. A 
seeking computer locates a portal computer that is connected 
to the broadcast channel by successively dialing the ports of 
each portal computer in the order specified by an algorithm. 
A seeking computer could select the first portal computer 
and then dial all its ports until a call-in port of a computer 
that is fully connected to the broadcast channel is found. If 
no call-in port is found, then the seeking computer would 
select the next portal computer and repeat the process until 
a portal computer with such a call-in port is found. A 
problem with such a seeking technique is that all user ports 
of each portal computer are dialed until a portal computer 
fully connected to the broadcast channel is found. In an 
alternate embodiment, the seeking computer selects a port 

if each application program on a computer tried to allocate 
low-ordered port numbers, then a portal computer may end 

so number according to the algorithm and then dials each portal 
computer at that port number. If no acceptable call-in port to 
the broadcast channel is found, then the seeking computer 
selects the next port number and repeats the process. Since 

up with a high-numbered port for its call-in port because 
many of the low-ordered port numbers would be used by 55 
other application programs. Since the dialing of a port is a 
relatively slow process, it would take the seeking computer 
a long time to locate the call-in port of a portal computer. To 
minimize this time, the broadcast technique uses a port 
ordering algorithm to identify the port-number order that a 60 

portal computer should use when finding an available port 
for its call-in port. In one embodiment, the broadcast tech
nique uses a hashing algorithm to identify the port-order. 
The algorithm preferably distributes the ordering of the port 
numbers randomly through out the user port number space 65 

and only selects each port number once. In addition, every 
time the algorithm is executed on any computer for a given 

the call-in ports are likely allocated at lower-ordered port 
numbers, the seeking computer first dials the port numbers 
that are most likely to be call-in ports of the broadcast 
channel. The seeking computers may have a maximum 
search depth, that is the number of ports that it will dial when 
seeking a portal computer that is fully connected. If the 
seeking computer exhausts its search depth, then either the 
broadcast channel has not yet been established or, if the 
seeking computer is also a portal computer, it can then 
establish the broadcast channel with itself as the first fully 
connected computer. 

When a seeking computer locates a portal computer that 
is itself not fully connected, the two computers do not 
connect when they first locate each other because the 
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broadcast channel may already be established and accessible 
through a higher-ordered port number on another portal 
computer. If the two seeking computers were to connect to 
each other, then two disjoint broadcast channels would be 
formed. Each seeking computer can share its experience in 5 

trying to locate a portal computer with the other seeking 
computer. In particular, if one seeking computer has 
searched all the portal computers to a depth of eight, then the 
one seeking computer can share that it has searched to a 
depth of eight with another seeking computer. If that other 10 

seeking computer has searched to a depth of, for example, 
only four, it can skip searching through depths five through 
eight and that other seeking computer can advance its 
searching to a depth of nine. 

In one embodiment, each computer may have a different 15 

set of portal computers and a different maximum search 
depth. In such a situation, it may be possible that two disjoint 
broadcast channels are formed because a seeking computer 
cannot locate a fully connected port computer at a higher 
depth. Similarly, if the set of portal computers are disjoint, 20 

then two separate broadcast channels would be formed. 
Identifying Neighbors for a Seeking Computer 

14 
the forwarding computer toggles the new distance to travel 
between zero and one to help prevent two computers from 
sending the message back and forth between each other. 

Because of the local nature of the information maintained 
by each computer connected to the broadcast channel, the 
computers need not generally be aware of the diameter of the 
broadcast channel. In one embodiment, each message sent 
through the broadcast channel has a distance traveled field. 
Each computer that forwards a message increments the 
distance traveled field. Each computer also maintains an 
estimated diameter of the broadcast channel. When a com-
puter receives a message that has traveled a distance that 
indicates that the estimated diameter is too small, it updates 
its estimated diameter and broadcasts an estimated diameter 
message. When a computer receives an estimated diameter 
message that indicates a diameter that is larger than its own 
estimated diameter, it updates its own estimated diameter. 
This estimated diameter is used to establish the distance that 
an edge connection request message should travel. 
External Data Representation 

The computers connected to the broadcast channel may 
internally store their data in different formats. For example, 
one computer may use 32-bit integers, and another computer 
may use 64-bit integers. As another example, one computer 
may use ASCII to represent text and another computer may 
use Unicode. To allow communications between heteroge-
neous computers, the messages sent over the broadcast 
channel may use the XDR ("eXternal Data Representation") 
format. 

The underlying peer-to-peer communications protocol 
may send multiple messages in a single message stream. The 
traditional teclmique. for retrieving messages from a stream 
has been to repeatedly invoke an operating systel'!l routine to 
retrieve the next message in the stream. The retrieval of each 

As described above, the neighbors of a newly connecting 
computer are preferably selected randomly from the set of 
currently connected computers. One advantage of the broad- 25 

cast channel, however, is that no computer has global 
knowledge of the broadcast channel. Rather, each computer 
has local knowledge of itself and its neighbors. This limited 
local knowledge has. the advantage that all the connected 
computers are peers (as far as the broadcasting is concerned) 30 

and the failure of any one computer (actually any three 
computers when in the 4-regular and 4-connect form) will 
not cause the broadcast channel to fail. This local knowledge 
makes it difficult for a portal computer to randomly select 
four neighbors for a seeking computer. 

Th select the four computers, a portal computer sends an 
edge connection request message through one of its internal 
connections that is randomly selected. The receiving com
puter again sends the edge connection request message 
through one of its internal connections that.is randomly 40 

selected. This sending of the message corresponds to a 
random walk through the graph that represents the broadcast 
channel. Eventually, a receiving computer will decide that 
the message has traveled far enough to represent a randomly 
selected computer. That receiving computer will offer the 45 

internal connection upon which it received the edge con
nection request message to the seeking computer for edge 
pinning. Of course, if either of the computers at the end of 
the offered internal connection are already neighbors of the 
seeking computer, then the seeking computer-cannot con- 50 
nect through that internal connection. The computer that 
decided that the message has traveled far enough will detect 
this condition of already being a neighbor and send the 
message to a randomly selected neighbor. 

35 message may require two calls to the operating system: one 
to retrieve the size of the next message and the other to 
retrieve the number of bytes indicated by the retrieved size. 
Such calls to the operating system can, however, be very 

In one embodiment, the distance that the edge connection 55 

request message travels is established by the portal computer 
to be approximately twice the estimated diameter of the 
broadcast channel. The message includes an indication of 
the distance that it is to travel. Each receiving computer 
decrements that distance to travel before sending the mes- 60 

sage on. The computer that receives a message with a 
distance to travel that is zero is considered to be the 
randomly selected computer. If that randomly selected com
puter cannot connect to the seeking computer (e.g., because 
it is already connected to it), then that randomly selected 65 
computer forwards the edge connection request to one of its 
neighbors with a new distance to travel. In one embodiment, 

slow in comparison to the invocations of local routines. To 
overcome the inefficiencies of such repeated calls, the broad
cast teclmique in one embodiment, uses XDR to identify the 
message boundaries in a stream of messages. The broadcast 
teclmique may request the operating system to provide the 
next, for example, 1,024 bytes from the stream. The broad
cast teclmique can then repeatedly invoke the XDR routines 
to retrieve the messages and use the success or failure of 
each invocation to determine whether another block of 1 ,024 
bytes needs to be retrieved from the operating system. The 
invocation of XDR routines do not involve system calls and 
are thus more efficient than repeated system calls. 
M-Regular. 

In the embodiment described above, each fully connected 
computer has four internal connections. The broadcast tech
nique can be used with other numbers of internal connec
tions. For example, each computer could have 6, 8, or any 
even number of internal connections. As the number of 
internal connections increase, the diameter of the broadcast 
channel tends to decrease, and thus propagation time for a 
message tends to decrease. The time that it takes to connect 
a seeking computer to the broadcast channel may, however, 
increase as the number of internal connections increases. 
When the number of internal connectors is even, then the 
broadcast channel can be maintained as m-regular and 
m-connected (in the steady state). If the number of internal 
connections is odd, then when the broadcast channel has an 
odd number of computers connected, one of the computers 
will have less than that odd number of internal connections. 
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broadcaster component includes a connect component 701, 
an external dispatcher 702, an internal dispatcher 703 for 
each internal connection, an acquire message component 
704 and a broadcast component 712. The application pro-

In such a situation, the broadcast network is neither 
m-regular nor m-connected. When the next computer con
nects to the broadcast channel, it can again become 
m-regular and m-connected. Thus, with an odd number of 
internal connections, the broadcast channel toggles between 
being and not being m-regular and m-connected. 
Components 

FIG. 6 is a block diagram illustrating components of a 
computer that is connected to a broadcast channel. The 
above description generally assumed that there was only one 
broadcast channel and that each computer had only one 
connection to that broadcast channeL More generally, a 
network of computers may have multiple broadcast 
channels, each computer may be connected to more than one 
broadcast channel, and each computer can have multiple 
connections to the same broadcast channel. The broadcast 
channel is well suited for computer processes (e.g., appli
cation programs) that execute collaboratively, such as net
work meeting programs. Each computer process can connect 

5 gram may provide a connect callback component 710 and a 
receive response component 711 that are invoked by the 
broadcaster component. The application program invokes 
the connect component to establish a connection to a des
ignated broadcast channel. The connect component identi-

1 ° lies the external port and installs the external dispatcher for 
handling messages that are received on the external port. 
The connect component invokes the seek portal computer 
component 705 to identify a portal computer that is con
nected to the broadcast channel and invokes the connect 

to one or more broadcast channels. The broadcast channels 
can be identified by channel type (e.g., application program 
name) and channel instance that represents separate broad
cast channels for that channel type. When a process attempts 

15 request component 706 to ask the portal computer (if fully 
connected) to select neighbor processes for the newly con
necting process. The external dispatcher receives external 
messages, identifies the type of message, and invokes the 
appropriate handling routine 707. The internal dispatcher 

20 receives the internal messages, identifies the type of 
message, and invokes the appropriate handling routine 708. 
The received broadcast messages are stored in the broadcast 
message queue 709. The acquire message component is 
invoked to retrieve messages from the broadcast queue. The 

to connect to a broadcast channel, it seeks a process cur
rently connected to that broadcast channel that is executing 
on a portal computer. The seeking process identifies the 
broadcast channel by channel type and channel instance. 

25 broadcast component is invoked by the application program 
to broadcast messages in the broadcast channel. 

Computer 600 includes multiple application programs 
601 executing as separate processes. Each application pro
gram interfaces with a broadcaster component 602 for each 
broadcast channel to which it is connected. The broadcaster 30 
component may be implement as an object that is instanti
ated within the process space of the application program. 
Alternatively, the broadcaster component may execute as a 
separate process or thread from the application program. In 
one embodiment, the broadcaster component provides func
tions (e.g., methods of class) that can be invoked by the 
application programs. The primary functions provided may 
include a connect function that an application program 
invokes passing an indication of the broadcast channel to 
which the application program wants to connect. The appli
cation program may provide a callback routine that the 
broadcaster component invokes to notify the application 
program that the connection has been completed, that is the 
process enters the fully connected state. The broadcaster 
component may also provide an acquire message function 
that the application program can invoke to retrieve the next 
message that is broadcast on the broadcast channel. 
Alternatively, the application program may provide a call
back routine (which may be a virtual function provided by 
the application program) that the broadcaster component 
invokes to notify the application program that a broadcast 
message has been received. Each broadcaster component 
allocates a call-in port using the hashing algorithm. When 
calls are answered at the call-in port, they are transferred to 
other ports that serve as the external and internal ports. 

35 

40 

45 

50 

55 
The computers connecting to the broadcast channel may 

include a central processing unit, memory, input devices 
(e.g., keyboard and pointing device), output devices (e.g., 
display devices), and storage devices (e.g., disk drives). The 
memory and storage devices are computer-readable medium 60 

that may contain computer instructions that implement the 
broadcaster component. In addition, the data structures and 
message structures may be stored or transmitted via a signal 
transmitted on a computer-readable media, such as a com
munications link. 65 

FIG. 7 is a block diagram illustrating the sub-components 
of the broadcaster component in one embodiment. The 

The following tables list messages sent by the broadcaster 
components. 

EXTERNAL MESSAGES 

Message Type 

seeking_connection_call 

connection_requesLcall 

edge_proposal_call 

port_connection_call 

connected_stmt 

condition_repair_stmt 

Description 

Indicates that a seeking process would like to 
know whether the receiving process is fully 
connected to the broadcast channel 
Indicates lha1 the sending process would like 
the receiving process to initiate a connection 
of the sending process to the broadcast 
channel 
Indicates lha1 the sending process is 
proposing an edge through which the 
receiving process can connect to the broad-· 
cast channel (i.e;, edge pinning) 
Indicates thai the sending process is 
proposing a port through which the receiving 
process can connect to the broadcast channel 
Indicates lha! the sending process is 
COilllected to the broadcast channel 
Indicates lha! the receiving process should 
disconnect from one of its neighbors and 
connect to one of the processes involved in 
the neighbOTll with empty port condition 

INTERNAL MESSAGES 

Message Type 

broadcast_stmt 

connection_.port_search_stmt 

connection_edge_search_call 

Description 

Indicates a message the! is being broad
cast through the broadcast channel for 
the application programs 
Indicates that the designated process is 
looking for a pan through which it can 
connect to the broadcast channel 
Indicates that the requesting process is 
looking for an edge through which it 
can connect to the broadcast 
channel 
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-continued 

JNTERNAL MESSAGES 

18 
routine continues at block 808. In block 806, the routine 
invokes the achieve connection routine to change the state of 
this process to fully connected. In block 807, the routine 
installs the external dispatcher for processing messages 

Message Type 

connection._edge_search_resp 

diameter_estirnate_stmt 

Description 

Indicates whether the edge between this 
process and the sending neighbor has 
been accepted by the requesting party 
Indicates an estimated diameter of the 
broadcast channel 

5 received through this process' external port for the passed 
channel type and channel instance. When a message is 
received through that external port, the external dispatcher is 
invoked. The routine then returns. In block 808, the routine 
installs an external dispatcher. In block 809, the routine 

diameter_reset_stmt 

disconnect_stmt 

Indicates to reset the estimated diameter 
to indicated diameter 
Indicates that the sending neighbor is 
disconnecting from the broadcast 
channel 

10 invokes the connect request routine to initiate the process of 
identifying neighbors for the seeking computer. The routine 
then returns. 

FIG. 9 is a flow diagram illustrating the processing of the 
seek portal computer routine in one embodiment. This 

condition_check_stmt 

condition_double_checLstmt 

shutdown~stmt 

Indicates that neighbors with empty port 
condition have been detected 
Indicates that the neighbors with empty 
ports have the same set of neighbors 
Indicates that the broadcast channel is 
being shutdown 

15 routine is passed the channel type and channel instance of 
the broadcast channel to which this process wishes to 
connect. This routine, for each search depth (e.g., port 
number), checks the portal computers at that search depth. If 
a portal computer is located at that search depth with a 

Flow Diagrams 
FIGS. 8--34 are flow diagrams illustrating the processing 

of the broadcaster component in one embodiment. FIG. 8 is 

20 process that is fully connected to the broadcast channel, then 
the routine returns an indication of success. In blocks 
902-911, the routine loops selecting each search depth until 
a process is located. In block 902, the routine selects the next 

a flow diagram illustrating. the processing of the connect 
routine in one embodiment. Tills routine is passed a channel 25 
type (e.g., application name) and channel instance (e.g., 
session identifier), that identifies the broadcast channel to 
which this process wants to connect. The routine is also 
passed auxiliary information that includes the list of portal 
computers and a connection callback routine. When the 30 

connection is established, the connection callback routine is 
invoked to notify the application program. When this pro
cess invokes this routine, it is in the seeking connection 
state. When a portal computer is located that is connected 
and this. routine connects to at least one neighbor, this 35 
process enters the partially connected state, and when the 
process eventually connects to four neighbors, it enters the 
fully connected state. When in the small regime, a fully 
connected process. may have less than four neighbors. In 
block 801, the routine opens the call-in port through which 44l 
the process is to communicate with other processes when 
establishing external and internal connections. The port is 
selected· as the first available port using the hashing algo
rithm described above. In block 802, the routine sets the 
connect time to the current time. The connect time is used to 45 
identify the instance of the process that is connected through 
this external port. One process may connect to a broadcast 
channel of a certain channel type and channel instance using 
one call-in port and then disconnects, and another process 
may then connect to that same broadcast channel using the 50 
same call-in port. Before the other process becomes fully 
connected, another process may try to communicate with it 
thinking it is the fully connected old process. In such a case, 
the connect time can be used to identify this situation. In 
block 803, the routine invokes the seek portal computer 55 
routine passing the channel type and channel instance. The 
seek portal computer routine attempts to locate a portal 
computer through which this process can connect to the 
broadcast channel for the passed type and instance. In 
decision block 804, if the seek portal computer routine is 60 

successful in locating a fully connected process on that 
portal computer, then the routine continues at block 805, else 
the routine returns an unsuccessful indication. In decision 
block 805, if no portal computer other than the portal 
computer on which the process is executing was located, 65 
then this is the first process to fully connect to broadcast 
channel and the routine continues at block 806, else the 

search depth using a port number ordering algorithm. In 
decision block 903, if all the search depths have already 
been selected during this execution of the loop, that is for the 
currently selected· depth, then the routine returns a failure 
indication, else the routine continues at block 904. In blocks 
904-911, the routine loops selecting each portal computer 
and determining whether a process of that portal computer 
is connected to (or attempting to connect to) the broadcast 
channel with the passed channel type and channel instance. 
In block 904, the routine. selects the next portal computer. In 
decision block 905, if all the portal computers have already 
been selected, then the routine loops to block 902 to select 
the next search depth, else the routine continues at block 
906~ In block 906, the routine dials the selected portal 
computer through the port represented by the search depth. 
In decision block 907, if the dialing was successful, then the 
routine continues at block 908, else the routine loops to 
block 904 to select the next portal computer. The dialing will 
be successful if the dialed port is the callcin port of the 
broadcast channel of the passed channel type and channel 
instance of a process executing on that portal computer. In 
block 908, the routine invokes a contact process routine, 
which contacts the answering process of the portal computer 
through the dialed port and determines whether that process 
is fully connected to the broadcast channel. In block 909, the 
routine hangs up on the selected portal computer. In decision 
block 910, if the answering process is fully connected to the 
broadcast channel, then the routine returns a success 
indicator, else the routine continues at block 911. In block 
911, the routine invokes the check for external call routine 
to determine whether an external call has been made to this 
process as a portal computer and processes that call. The 
routine then loops to block 904 to select the next portal 
computer. 

FIG. 10 is a flow diagram illustrating the processing of the 
contact process routine in one embodiment. Tills routine 
determines whether the process of the selected portal com
puter that answered the call-in to the selected port is fully 
connected to the broadcast channel. In block 1001, the 
routine sends an external message (i.e., seeking_ 
connection_call) to the answering process indicating that a 
seeking process wants to know whether the answering 
process is fully connected to the broadcast channel. In block 
1002, the routine receives the external response message 
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from the answering process. In decision block 1003, if the 
external response message is successfully received (i.e., 
seeking_connection_resp), then the routine continues at 
block 1004, else the routine returns. Wherever the broadcast 
component requests to receive an external message, it sets a 5 

time out period. If the external message is not received 
within that time out period, the broadcaster component 
checks its own call-in port to see if another process is calling 
it. In particular, the dialed process may be calling the dialing 
process, which may result in a deadlock situation. The 10 
broadcaster component may repeat the receive request sev
eral times. If the expected message is not received, then the 
broadcaster component handles the error as appropriate. In 
decision block 1004, if the answering process indicates in its 
response message that it is fully connected to the broadcast 15 
channel, then the routine continues at block 1005, else the 
routine continues at block 1006. In block 1005, the routine 
adds the selected portal computer to a list of connected 
portal computers and then returns. In block 1006, the routine 
adds the answering process to a list of fellow seeking 20 

processes and then returns. 
FIG. 11 is a flow diagram illustrating the processing of the 

connect request routine in one embodiment. This routine 
requests a process of a portal computer that was identified as 
being fully connected to the broadcast channel to initiate the 25 

connection of this process to the broadcast channel. In 
decision block 1101, if at least one process of a portal 
computer was located that is fully connected to the broadcast 
channel, then the routine continues at block 1103, else the 
routine continues at block 1102. A process of the portal 30 

computer may no longer be in the list if it recently discon
nected from the broadcast channel. In one embodiment, a 
seeking computer may always search its entire search depth 
and find multiple portal computers tbrough which it can 
connect to the broadcast channel. In block 1102, the routine 35 

restarts the process of connecting to the broadcast channel 
and returns. In block 1103, the routine dials the process of 
one of the found portal computers tbrough the call-in port. 
In decision block 1104, if the dialing is successful, then the 
routine continues at block 1105, else the routine continues at 40 

block 1113. The dialing may be unsuccessful if, for example, 
the dialed process recently disconnected from the broadcast 
channel. In block 1105, the routine sends an external mes
sage to the dialed process requesting a connection to the 
broadcast channel (i.e., connection_request_call). In block 4.5 
1106, the routine receives the response message (i.e., 
connection_request_resp). In decision block 1107, if the 
response message is successfully received, then the routine 
continues at block 1108, else the routine continues at block 
1113. In block 1108, the routine sets the expected number of 50 

holes (i.e., empty internal connections) for this process 
based on the received response. When in the large regime, 
the expected number of holes is zero. When in the small 
regime, the expected number of holes varies from one to 
three. In block 1109, the routine sets the estimated diameter 55 
of the broadcast channel based on the received response. In 
decision block 1111, if the dialed process is ready to connect 
to this process as indicated by the response message, then 
the routine continues at block 1112, else the routine contin
ues at block 1113. In block 1112, the routine invokes the add 60 

neighbor routine to add the answering process as a neighbor 
to this process. This adding of the answering process typi
cally occurs when the broadcast channel is in the small 
regime. When in the large regime, the random walk search 
for a neighbor is performed. In block 1113, the routine hangs 65 

up the external connection with the answering process 
computer and then returns. 

20 
FIG. 12 is a flow diagram of the processing of the check 

for external call routine in one embodiment. This routine is 
invoked to identify whether a fellow seeking process is 
attempting to establish a connection to the broadcast channel 
through this process. In block 1201, the routine attempts to 
answer a call on the call-in port. In decision block 1202, if 
the answer is successful, then the routine continues at block 
1203, else the routine returns. In block 1203, the routine 
receives the external message from the external port. In 
decision block 1204, if the type of the message indicates that 
a seeking process is calling (i.e., seeking_connection_call), 
then the routine continues at block 1205, else the routine 
returns. In block 1205, the routine sends an external message 
(i.e., seeking_connection_resp) to the other seeking pro
cess indicating that this process is also is seeking a connec
tion. In decision block 1206, if the sending of the external 
message is successful, then the routine continues at block 
1207, else the routine returns. In block 1207, the routine 
adds the other seeking process to a list of fellow seeking 
processes and then returns. This list may be used if this 
process can find no process that is fully connected to the 
broadcast channel. In which case, this process may check to 
see if any fellow seeking process were successful in con
necting to the broadcast channel. For example, a fellow 
seeking process may become the first process fully con
nected to the broadcast channel 

FIG. 13 is a flow diagram of the processing of the achieve 
connection routine in one embodiment. This routine sets the 
state of this process to fully connected to the broadcast 
channel and invokes a callback routine to notify the appli
cation program that the process is now fully connected to the 
requested broadcast channel. In block 1301, the routine sets 
the connection state of this process to fully connected. In 
block 1302, the routine notifies fellow seeking processes 
that it is fully connected by sending a connected external 
message to them (i.e., connected_stmt). In block 1303, the 
routine invokes' the connect callback routine to notify the 
application program and then returns. 

FIG. 14 is a flow diagram illustrating the processing of the 
external dispatcher routine in one embodiment. This routine 
is invoked when the external port receives a message. This 
routine retrieves the message, identifies the external mes
sage type, and invokes the appropriate routine to handle that 
message. This routine loops processing each message until 
all the received messages have been handled. In block 1401, 
the routine answers (e.g., picks up) the external port and 
retrieves an external message. In decision block 1402, if a 
message was retrieved, then the routine continues at block 
1403, else the routine hangs up on the external port in block 
1415 and returns. In decision block 1403, if the message 
type is for a process seeking a connection (i.e., seeking_ 
connection_ call), then the routine invokes the handle seek
ing connection call routine in block 1404, else the routine 
continues at block 1405. In decision block 1405, if the 
message type is for a connection request call (i.e., 
connection_request_call), then the routine invokes the 
handle connection request call routine in block 1406, else 
the routine continues at block 1407. In decision block 1407, 
if the message type is edge proposal call (i.e., edge_ 
proposal_call), then the routine invokes the handle edge 
proposal call routine in block 1408, else the routine contin
ues at block 1409. In decision block 1409, if the message 
type is port connect call (i.e., port_connect_call), then the 
routine invokes the handle port connection call routine in 
block 1410, else the routine continues at block 1411. In 
decision block 1411, if the message type is a connected 
statement (i.e., connected_stmt), the routine invokes the 
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handle connected statement in block 1112, else the routine 
continues at block 1212. In decision block 1412, if the 
message type is a condition repair statement (i.e., 
condition_repair_stmt), then the routine invokes the handle 
condition repair routine in block 1413, else the routine loops 5 

to block 1414 to process the next message. After each 
handling routine is invoked, the routine loops to block 1414. 
In block 1414, the routine hangs up on the external port and 
continues at block 1401 to receive the next message. 

FIG.15 is a flow diagram illustrating the processing of the 10 
handle seeking connection call routine in one embodiment. 
This routine is invoked when a seeking process is calling to 
identify a portal computer through which it can connect to 
the broadcast channel. In decision block 1501, if this process 
is currently fully connected to the broadcast channel iden- 15 

tified in the message, then the routine continues at block 
1502, else the routine continues at block 1503. In block 
1502, the routine sets a message to indicate that this process 
is fully connected to the broadcast channel and continues at 
block 1505. In block 1503, the routine sets a message to 20 
indicate that this process is not fully connected. In block 
1504, the routine adds the identification of the seeking 
process to a list of fellow seeking processes. If this process 
is not fully connected, then it is attempting to connect to the 
broadcast channeL In block 1505, the routine sends the 25 
external message response (i.e., seeking_connection_resp) 
to the seeking process and then returns. 

22 
filled is greater than or equal to two, then the routine 
continues at block 1614, else Lhe routine continues at block 
1616. In block 1614, the routine invokes the forward con-
nection edge search routine. The invoked routine is passed 
to an indication of the calling process and the random walk 
distance. In one embodiment, the distance is twice in the 
estimated diameter of the broadcast channel. In block 1614, 
the routine decrements the holes left to fill hy two and loops 
to block 1613. In decision block 1616, if there is still a hole 
to fill, then the routine continues at block 1617, else the 
routine returns. In block 1617, the routine invokes the fill 
hole routine passing the identification of the calling process. 
The fill hole routine broadcasts a connection port search 
statement (i.e., connection_port_search_stmt) for a hole of 
a connected process through which the calling process can 
connect to the broadcast channel. The routine then returns. 

FIG.17 is a flow diagram illustrating the processing of the 
add neighbor routine in one embodiment. This routine adds 
the process calling on the external port as a neighbor to this 
process. In block 1701, the routine identifies the calling 
process on the external port. In block 1702, the routine sets 
a ftag to indicate that the neighbor has not yet received the 
broadcast messages from this process. This flag is used to 
ensure that there are no gaps in the messages initially sent to 
the new neighbor. The external port becomes the internal 
port for this connection. In decision block 1703, if this 
process is in the seeking connection state, then this process 
is connecting to its first neighbor and the routine continues 
at block 1704, else the routine continues at block 1705. In 

30 block 1704, the routine sets the connection state of this 
process to partially connected. In block 1705, the routine 
adds the calling process to the list of neighbors of this 
process. In block 1706, the routine installs an internal 

FIG. 16 is a flow diagram illustrating processing of the 
handle connection request call routine in one embodiment. 
This routine is invoked when the calling process wants this 
process to initiate the connection of the process to the 
broadcast channel. This routine either allows the calling 
process to establish an internal connection with this process 
(e.g., if in the small regime) or starts the process of identi
fying a process to which the calling process can connect. In 35 
decision block 1601, if this process is currently fully con
nected to the broadcast channel, then the routine continues 
at block 1603, else the routine hangs up on the external port 
in block 1602 and returns. In block 1603; the routine sets the 
number of holes that the calling process should expect in the 40 
response message, In block 1604, the routine sets the 
estimated diameter in the response message. In block 1605, 
the routine indicates whether this process is ready to connect 
to the calling process. This process is ready to connect when 
the number of its holes is greater than zero and the calling 45 
process is not a neighbor of this process. In block 1606, the 
routine sends to the calling process an external message that 
is responsive to the connection request call (i.e., 
connection_request_resp). In block 1607, the routine notes 
the number of holes that the calling process needs to fill as 50 
indicated in the request message. In decision block 1608, if 
this process is ready to connect to the calling process, then 
the routine continues at block 1609, else the routine contin
ues at block 1611. In block 1609, the routine invokes the add 
neighbor routine to add the calling process as a neighbor. In 55 

block 1610, the routine decrements the number of holes that 
the calling process needs to fill and continues at block 1611. 
In block 1611, the routine hangs up on the external port. In 
decision block 1612, if this process has no holes or the 
estimated diameter is greater than one (i.e., in the large 60 
regime), then tbe routine continues at block 1613, else the 
routine continues at block 1616. In blocks 1613-1615, the 
routine loops forwarding a request for an edge through 
which to connect to the calling process to the broadcast 
channel. One request is forwarded for each pair of holes of 65 

the calling process that needs to be filled. In decision block 
1613, if the number of holes of the calling process to be 

dispatcher for the new neighbor. The internal dispatcher is 
invoked when a message is received from that new neighbor 
through the internal port of Lhat new neighbor. In decision 
block 1707, if this process buffered up messages while not 
fully connected, then tbe routine continues at block 1708, 
else the routine continues at block 1709. In one embodiment, 
a process that is partially connected may buffer the messages 
that it receives is through an internal connection so that it 
can send these messages as it connects to new neighbors. In 
block 1708, the routine sends the buffered messages to the 
new neighbor through the internal port. In decision block 
1709, if the number of holes of this process equals the 
expected number of holes, then this process is fully con-
nected and the routine continues at block 1710, else the 
routine continues at block 1711. In block 1710, the routine 
invokes the achieve connected routine to indicate that this 
process is fully connected. In decision block 1711, if the 
number of holes for this process is zero, then the routine 
continues at block 1712, else the routine returns. In block 
1712, the routine deletes any pending edges and then 
returns. A pending edge is an edge that has been proposed to 
this process for edge pinning, which in this case is no longer 
needed. 

FIG. 18 is a ftow diagram illustrating the processing of the 
forward connection edge search routine in one embodiment. 
This routine is responsible for passing along a request to 
connect a requesting process to a randomly selected neigh
bor of this process through the internal port of the selected 
neighbor, that is part of the random walk. In decision block 
1801, if the forwarding distance remaining is greater than 
zero, then the routine continues at block 1804, else the 
routine continues at block 1802. In decision block 1802, if 
the number of neighbors of this process is greater than one, 
then the routine continues at block 1804, else this broadcast 
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channel is in the small regime and the routine continues at routine continues at block 2002, else the routine continues at 
block 1803. In decision block 1803, if the requesting process block 2003. In decision block 2002, if the sending process 
is a neighbor of this process, then the routine returns, else the is not a neighbor, then the routine continues at block 2004, 
routine continues at block 1804. In blocks 1804-1807, the else the routine continues to block 2003. In block 2003, the 
routine loops attempting to send a connection edge search 5 routine sends a port connection response external message 
call internal message (i.e., connection_edge_search_call) (i.e., port_connection_resp) to the sending process that 
to a randomly selected neighbor. In block 1804, the routine indicates that it is not okay to connect to this process. The 
randomly selects a neighbor of this process. In decision routine then returns. In block 2004, the routine sends a port 
block 1805, if all the neighbors of this process have already connection response external message to the sending process 
been selected, then the routine cannot forward the message 10 that indicates that is okay to connect this process. In decision 
and the routine returns, else the routine continues at block block 2005, if the sending of the message was successful, 
1806. In block 1806, the routine sends a connection edge then the routine continues at block 2006, else the routine 
search call internal message to the selected neighbor. In continues at block 2007. In block 2006, the routine invokes 
decision block 1807, if the sending of the message is the add neighbor routine to add the sending process as a 
successful, then the routine continues at block 1808, else the 15 neighbor of this process and then returns. In block 2007, the 
routine loops to block 1804 to select the next neighbor. routine hangs up the external connection. In block 2008, the 
When the sending of an internal message is unsuccessful, routine invokes the connect request routine to request that a 
then the neighbor may have disconnected from the broadcast process connect to one of the holes of this process. The 
channel in an unplanned manner. Whenever such a situation routine then returns. 

r is detected by the broadcaster component, it attempts to find 20 FIG. 21 is a flow diagram illustrating the processing of the 
I another neighbor by invoking the fill holes routine to fill a,. till hole routine in one embodiment. This routine is passed 

j single hole or the forward connecting edge search routine UY an indication of the requesting process. If this process is 
fill two holes. In .,!!..Plock 1808, the routine notes that the- requesting to fill a hole, then this routine sends an internal 
recently sent connection edge search call has not yet been message to other processes. If another process is requesting 
acknowledged and indicates that the edge to this neighbor is 25 · to fill a hole, then this routine invokes the routine to handle 
reserved if the remaining forwarding distance is less than or a connection port search request. In block 2101, the routine 
equal to one. It is reserved because the selected neighbor initializes a connection port search statement internal, mes-
may offer this edge to the requesting process for edge sage (i.e., connection_port_search_stmt). In decision 
pinning. The routine then· returns. block 2102, if this process is the requesting process, then the 

FIG. 19 is a flow diagram illustrating the processing of the 30 routine continues at block 2103, else the routine continues at 
handle edge proposal call routine. This routine is invoked block 2104. In block 2103, the routine distributes the 
when a message is received from a proposing process that message to the neighbors of this process through the internal 
proposes to connect an edge between the proposing process ports and then returns. In block 2104, the routine invokes the 
and one of its neighbors to this process for edge pinning. In handle connection port search routine and then returns. 
decision block 1901; if the number of holes of this process 35 FIG. 22 is a flow diagram illustrating the processing of the 
minus the number of pending edges is greater than or equal internal dispatcher routine in one embodiment. This routine 
to one, then this process still has holes to be filled and the is passed an indication of the neighbor who sent the internal 
routine continues at block 1902, else the routine continues at message. In block 2201, the routine receives the internal 
block 1911. In decision block 1902, if the proposing process message. This routine identifies the message type and 
or its neighbor is a neighbor of this process, then the routine 40 invokes the appropriate routine to handle the message. In 
continues at block 1911, else the routine continues at block block 2202, the routine assesses whether to change the 
1903. In block 1903, the routine indicates that the edge is estimated diameter of the broadcast channel based on the 
pending between this process and the proposing process. In information in the received message. In decision block 2203, 
decision block 1904, if a proposed neighbor is already if this process is the originating process of the message or 
pending as a proposed neighbor,. then the routine continues 45 the message has already been received (i.e., a duplicate), 
at block 1911, else the routine continues at block 1907. In then the routine ignores the message and continues at block 
block 1907, the routine sends an edge proposal response as 2208, else the routine continues at block 2203A. In decision 
an external message to the proposing process (i.e., edge_ block 2203A, if the process is partially connected, then the 
proposal_resp) indicating that the proposed edge is routine continues at block 22038, else the routine continues 
accepted. In decision block 1908, if the sending of the 50 at block 2204. In block 22038, the routine adds the message 
message was successful, then the routine continues at block to the pending connection buffer and continues at block 
1909, else the routine returns. In block 1909, the routine 2204. In decision blocks 2204-2207, the routine decodes the 
adds the edge as a pending edge. In block 1910, the routine message type and invokes the appropriate routine to handle 
invokes the add neighbor routine to add the proposing the message. For example, in decision block 2204, if the 
process on the external port as a neighbor. The routine then 55 type of the message is broadcast statement (i.e., broadcast_ 
returns. In block 1911, the routine sends an external message stmt), then the routine invokes the handle broadcast message 
(i.e., edge_proposal_resp) indicating that this proposed routine in block 2205. After invoking the appropriate han-
edge is not accepted. In decision block 1912, if the number dling routine, the routine continues at block 2208. In deci-
of holes is odd, then the routine continues at block 1913, else sion block 2208, if the partially connected buffer is full, then 
the routine returns. In block 1913, the routine invokes the fill 60 the routine continues at block 2209, else the routine contin-
hole routine and then returns. ues at block 2210, The broadcaster component collects all its 

FIG. 20 is a flow diagram illustrating the processing of the internal messages in a buffer while partially connected so 
handle port connection call routine in one embodiment. This that it can forward the messages as it connects to new 
routine is invoked when an external message is received neighbors. If, however, that buffer becomes full, then the 
then indicates that the sending process wants to connect to 65 process assumes that it is now fully connected and that the 
one hole of this process. In decision block 2001, if the expected number of connections was too high, because the 
number of holes of this process is greater than zero, then the broadcast channel is now in the small regime. In block 2209, 
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the routine invokes the achieve connection routine and then 
continues in block 2210. In decision block 2210, if the 
application program message queue is empty, then the 
routine returns, else the routine continues at block 2212. In 
block 2212, the routine invokes the receive response routine 
passing the acquired message and then returns. The received 
response routine is. a callback routine of the application 
program. 

FIG. 23 is a flow diagram illustrating the processing of the 
handle broadcast message routine in one embodiment. This 
routine is passed an indication of the originating process, an 
indication of the neighbor who sent the broadcast message, 
and the broadcast message itself. In block 2301, the routine 
performs the out of order processing for this message. The 
broadcaster component queues messages from each origi
nating process until it can send them in sequence number 
order to the application program. In block 2302, the routine 
invokes the distribute broadcast message routine to forward 
the message to the neighbors of this process. In decision 
block 2303, if a newly connected neighbor is waiting to 
receive messages, then the routine continues at block 2304, 
else the routine returns. In.block 2304, the routine sends the 
messages in the correct order if possible for each originating 
process and then returns. 

FIG. 24 is a flow diagram illustrating the processing of the 
distribute broadcast message routine in one embodiment 
This routine . sends the broadcast message to each of the 
neighbors of.this process, except for the neighbor who sent 
the message. to this process. In block 2401, the routine 
selects the next neighbor other than the neighbor who sent 
the message. In decision block 2402, if all such neighbors 
have already been selected, then the routine returns. In block 
2403, the routine sends the message to the selected neighbor 
and then loops to block 2401 to select the next neighbor. 

FIG. 26 is a flow diagram illustrating the processing of the 
handle connection port search statement routine in one 
embodiment. This routine is passed an indication of the 
neighbor that sent the message and the message itself. In 
block 2601, the routine invokes the distribute internal mes
sage which sends the message to each of its neighbors other 
than the sending neighbor. In decision block 2602, if the 
number of holes of this process is greater than zero, then the 
routine continues at block 2603, else the routine returns. In 
decision block 2603, if the requesting process is a neighbor, 
then the routine continues at block 2605 else the routine 
continues at block 2604, In block 2604, the routine invokes 
the court neighbor routine and then returns. The court 
neighbor routine connects this process to the requesting 
process if possible. In block 2605, if this process has one 
hole, then the neighbors with empty ports condition exists 
and the routine continues at block 2606, else the routine 
returns. In block 2606, the routine generates a condition 
check message (i.e., condition_check) that includes a list of 
this process' neighbors. In block 2607, the routine sends the 
message to the requesting neighbor. 

FIG. 27 is a flow diagram illustrating the processing of the 
court neighbor routine in one embodiment. This routine is 
passed an indication of the prospective neighbor for this 
process. If this process can connect to the prospective 
neighbor, then it sends a port connection call external 
message to the prospective neighbor and adds the prospec
tive neighbor as a neighbor. In decision block 2701, if the 
prospective neighbor is already a neighbor, then the routine 
returns, else the routine continues at block 2702. In block 
2702, the routine dials the prospective neighbor. In decision 
block 2703, if the number of holes of this process is greater 
than zero, then the routine continues at block 2704, else the 

26 
routine continues at block 2706. In block 2704, the routine 
sends a port connection call external message (i.e., port_ · 
connection_call) to the prospective neighbor and receives· 
its response (i.e., port_connection_resp). Assuming the 

5 response is successfully received, in block 2705, the routine 
adds the prospective neighbor as a neighbor of this process 
by invoking the add neighbor routine. In block 2706, the 
routine hangs up with the prospect and then returns. 

FIG. 28 is a flow diagram illustrating the processing of the 
10 handle connection edge search call routine in one embodi

ment. This routine is passed a indication of the neighbor who 
sent the message and the message itself. This routine either 
forwards the message to a neighbor or proposes the edge 
between this process and the sending neighbor to the 

15 requesting process for edge pinning. In decision block 2801, 
if this process is not the requesting process or the number of 
holes of the requesting process is still greater than or equal 
to two, then the routine continues at block 2802, else the 
routine continues at block 2813. In decision block 2802, if 

20 the forwarding distance is greater than zero, then the random 
walk is not complete and the routine continues at block 
2803, else the routine continues at block 2804. In block 
2803, the routine invokes the forward connection edge 
search routine passing the identification of the requesting 

25 process and the decremented forwarding distance. The rou
tine then continues at block 2815. In decision block 2804, if 
the requesting process is a neighbor or the edge between this 
process and the sending neighbor is reserved because it has 
already been offered to a process, then the routine continues 

30 at block 2805, else the routine continues at block 2806. In 
block 2805, the routine invokes the forward connection edge 
search routine passing an indication of the requesting party 
and a toggle indicator that alternatively indicates to continue 
the random walk for one or two more computers. The routine 

35 then continues at block 2815. In block 2806, the routine dials 
the requesting process via the call-in port. In block 2807, the 
routine sends an edge proposal call external message (i.e., 
edge_proposal_call) and receives the response (i.e., edge_ 
proposal_resp). Assuming that the response is successfully 

40 received, the routine continues at block 2808. In decision 
block 2808, if the response indicates that the edge is 
acceptable to the requesting process, then the routine con
tinues at block 2809, else the routine continues at block 
2812. In block 2809, the routine reserves the edge between 

45 this process and the sending neighbor. In block 2810, the 
routine adds the requesting process as a neighbor by invok
ing the add neighbor routine. In block 2811, the routine 
removes the sending neighbor as a neighbor. In block 2812, 
the routine hangs up the external port and continues at block 

50 2815.ln decision block 2813, if this process is the requesting 
process and the number of holes of this process equals one, 
then the routine continues at block 2814, else the routine 
continues at block 2815. In block 2814, the routine invokes 
the fill hole routine. In block 2815, the routine sends an 

55 connection edge search response message (i.e., connection_ 
edge_search_response) to the sending neighbor indicating 
acknowledgement and then returns. The graphs are sensitive 
to parity. That is, all possible paths starting from a node and 
ending at that node will have an even length unless the graph 

60 has a cycle whose length is odd. The broadcaster component 
uses a toggle indicator to vary the random walk distance 
between even and odd distances. 

FIG. 29 is a flow diagram illustrating the processing of the 
handle connection edge search response routine in one 

65 embodiment. This routine is passed as indication of the 
requesting process, the sending neighbor, and the message. 
In block 2901, the routine notes that the connection edge 
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search response (i.e., connection_edge~search_resp) has 
been received and if the forwarding distance is less than or 
equal to one unreserves the edge between this process and 
the sending neighbor. In decision block 2902, if the request
ing process indicates that the edge is acceptable as indicated 5 
in the message, then the routine continues at block 2903, else 
the routine returns. In block 2903, the routine reserves the 
edge between this process and the sending neighbor. In 
block 2904, the routine removes the sending neighbor as a 
neighbor. In block 2905, the routine invokes the court 10 

neighbor routine to connect to the requesting process. In 
decision block 2906, if the invoked routine was 
unsuccessful, then the routine continues at block 2907, else 
the routine returns. In decision block 2907, if the number of 
holes of this process is greater than zero, then the routine 15 

continues at block 2908, else the routine returns. In block 
2908, the routine invokes the fill hole routine and then 
returns. 

FIG. 30 is a flow diagram illustrating the processing of the 
broadcast routine in one embodiment. This routine is 20 

invoked by the application program to broadcast a message 
on the broadcast channel. This routine is passed the message 
to be broadcast. In decision block 3001, if this process has 
at least one neighbor, then the routine continues at block 
3002, else the routine returns since it is the only process 25 

connected to be broadcast channel. In block 3002, the 
routine generates an internal message of the broadcast 
statement type (i.e., broadcast_stmt). In block 3003, the 
routine sets the sequence number of the message. In block 
3004, the routine invokes the distribute internal message 30 

routine to broadcast the message on the broadcast channel. 
The routine returns. 

FIG. 31 is a flow diagram illustrating the processing of the · 
acquire. message routine in one embodiment. The acquire 
message routine may be invoked by the application program 35 

or by a callback routine provided by the application pro
gram. This routine returns a message. In block 3101, the 
routine pops the message from the message queue of the 
broadcast channeL In decision block 3102, if a message was 
retrieved, then the routine returns an indication of success, 40 

else the routine returns indication of failure. 
FIGS. 32-34 are flow diagrams illustrating the processing 

of messages associated with the neighbors with empty ports 
condition. FIG. 32 is a flow diagram illustrating processing 
of the handle condition check message in one embodiment. 45 

This message is sent by a neighbor process that has one hole 
and has received a request to connect to a hole of this 
process. In decision block 3201, if the number of holes of 
this process is equal to one, then the routine continues at 
block 3202, else the neighbors with empty ports condition 50 

does not exist any more and the routine returns. In decision 
block 3202, if the sending neighbor and this process have the 
same set of neighbors, the routine continues at block 3203, 
else the routine continues at block 3205. In block 3203, the 
routine initializes a condition double check message (i.e., 55 
condition_double_check) with the list of neighbors of this 
process. In block 3204, the routine sends the message 
internally to a neighbor other than sending neighbor. The 
routine then returns. In block 3205, the routine selects a 
neighbor of the sending process that is not also a neighbor 60 

of this process. In block 3206, the routine sends a condition 
repair message (i.e., condition_repair __ stmt) externally to 
the selected process. In block 3207, the routine invokes the 
add neighbor routine to add the selected neighbor as a 
neighbor of this process and then returns. 65 

FIG. 33 is a flow diagram illustrating processing of the 
handle condition repair statement routine in one embodi-

28 
ment. This routine removes an existing neighbor and con
nects to the process that sent the message. In decision block 
3301, if this process has no holes, then the routine continues 
at block 3302, else the routine continues at block 3304. In 
block 3302, the routine selects a neighbor that is not 
involved in the neighbors with empty ports condition. In 
block 3303, the routine removes the selected neighbor as a 
neighbor of this process. Thus, this process that is executing 
the routine now has at least one hole. In block 3304, the 
routine invokes the add neighbor routine to add the process 
that sent the message as a neighbor of this process. The 
routine then returns. 

FIG. 34 is a flow diagram illustrating the processing of the 
handle condition double check routine. This routine deter
mines whether the neighbors with empty ports condition 
really is a problem or whether the broadcast channel is in the 
small regime. In decision block 3401, if this process has one 
hole, then the routine continues at block 3402, else the 
routine continues at block 3403. If this process does not have 
one hole, then the set of neighbors of this process is not the 
same as the set of neighbors of the sending process. In 
decision block 3402, if this process and the sending process 
have the same set of neighbors, then the broadcast channel 
is not in the small regime and the routine continues at block 
3403, else the routine continues at block 3406. In decision 
block 3403, if this process has no holes, then the routine 
returns, else the routine continues at block 3404. In block 
3404, theroutine sets the estimated diameter for this process 
to one. In block 3405, the routine broadcasts a diameter reset 
internal message (i.e., diameter_reset) indicating that the 
estimated diameter is one and then returns. In block 3406, 
the routine creates a list of neighbors of this process. In 
block 3407, the routine sends the condition check message 
(i.e., condition_check_stmt) with the list of neighbors to 
the neighbor who sent the condition double check message 
and then returns. 

From the above description, it will be appreciated that 
although specific embodiments of the technology have been 
described, various modifications may be made without devi
ating from the spirit and scope of the invention. For 
example, the communications on the broadcast channel may 
be encrypted. Also, the channel instance or session identifier 
may be a very large number (e.g., 128 bits) to help prevent 
an unauthorized user to maliciously tap into a broadcast 
channel. The portal computer may also enforce security and 
not allow an unauthorized user to connect to the broadcast 
channel. 

Accordingly, the invention is not limited except by the 
claims. 

We claim: 
1. A method of disconnecting a first computer from a 

second computer, the first computer and the second com
puter being connected to a broadcast channel, said broadcast 
channel forming an m-regular graph where m is at least 3, 
the method comprising: 

when the first computer decides to disconnect from the 
second computer, the first computer sends a discoonect 
message to the second computer, said disconnect mes
sage including a list of neighbors of the first computer; 
and 

when the second computer receives the disconnect mes
sage from the first computer, the second computer 
broadcasts a connection port search message on the 
broadcast channel to find a third computer to which it 
can connect in order to maintain an m-regular graph, 
said third computer being one of the neighbors on said 
list of neighbors. 
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2. The method of claim 1 wherein the second computer 
receives a port connection message indicating that the third 
computer is proposing that the third computer and the 
second computer connect. 

3. The method of claim 1 wherein the first computer 5 
disconnects from the second computer after sending the 
disconnect message. 

4. The methnd of claim 1 wherein the broadcast channel 
is implemented using the Internet. 

5. The method of claim 1 wherein the first computer and 10 

second computer are connected via a TCPIIP connection. 
6. A method for healing a disconnection of a first com

puter from a second computer, the computers being con
nected to a broadcast channel, said broadcast channel being 
an m-regular graph where m is at least 3, the method IS 

comprising: 
attempting to send a message from the first computer to 

the second computer; and 

when the attempt to send the message is unsuccessful, 
broadcasting from the first computer a connection port 20 

search message indicating that the first computer needs 
a connection; and 

having a third computer not already connected to said first 
computer respond to said connection port search mes-

25 
sage in a manner as to maintain an m-regular. graph. 

7. The method of claim 6 including: 

30 
10. The method of claim 6 wherein the broadcasting 

includes sending the message to each computer to which the 
first computer is connected. 

11. A computer-readable medium containing instructions 
for controlling disconnecting of a computer from another 
computer, the computer and the other computer being con
nected to a broadcast channel, said broadcast channel being 
an m-regular graph where m is at least 3, comprising: 

a component that, when the computer decides to discon
nect from the other computer, the computer sends a 
disconnect message to the other computer, said discon
nect message including a list of neighbors of the 
computer; and 

a component that, when the computer receives a discon
nect message from another computer, the computer 
broadcasts a connection port search message on the 
broadcast channel to find a computer to which it can 
connect in order to maintain an m-regular. graph, said 
computer to which it can connect being one of the 
neighbors on said list of neighbors. 

12. The computer-readable medium of claim 11 including: 
a component that, when the computer receives a connec-

tion port search message and the computer needs to 
connect to another computer, sends to the computer that 
sent the connection port search message a port connec
tion message indicating that the computer is proposing 
that the computer that sent the connection port search 
message connect to the computer. 

13. The computer-readable medium of claim 12 includ-
when a third computer receives the connection port search 

message and the third computer also needs a 
connection, sending a message from the third computer 
to the first computer proposing that the first computer 
and third computer connect. 

30 ing: · 

8. The method of claim 7 including: 
when the first computer receives the message proposing 

that the first computer and third computer connect, 
sending from the first computer to the third computer a 
message indicating that the first computer accepts the 
proposal to connect the first computer to the third 
computer. 

9. The method of claim 6 wherein each computer con
nected to the broadcast channel is connected to at least three 
other computers. 

a component that, when the computer receives a port 
connection message, connecting to the computer that 
sent the port connection message. 

14. The computer-readable medium of claim 11 wherein 
35 the computers are connected via a TCPIIP connection. 

15. The computer-readable medium of claim 11 wherein 
the computers that are connected to the broadcast channel 
are peers. 

16. The computer-readable medium of claim 11 wherein 
40 the broadcast channel is implemented using the Internet. 

* * * * * 
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09/629,577 HOLTET AL. 

Office Action Summary Examiner Art Unit 

David Lazaro 2155 
-· The MAILING DATE of this communication appears on the cover sheet with the correspondence address -

Period for Reply 

A SHORTENED STATUTORY PERIOD FOR REPLY IS SET TO EXPIRE ;J. MONTH(S) FROM 
THE MAILING DATE OF THIS COMMUNICATION. 
- E>ctensions of time may be available under the provisions of 37 CFR 1.136(a). In no event, however. may a reply be timely filed 

after SIX (6) MONTHS from the mailing date of this communication. 
- If the period for reply specified above is less than thirty (30) days, a reply within the statutory minimum of thirty (30) days will be considered timely. 
- If NO period for reply is specified above, the maximum statutory period will apply and will expire SIX (6) MONTHS from the mailing date of this communication. 
- Failure to reply within the set or extended period for reply will, by statute, cause the application to become ABANDONED (35 U.S.C. § 133). 
- Any reply received by the Office later than three months after the mailing date of this communication, even if timely filed, may reduce any 

earned patent term adjustment. See 37 CFR 1. 704{b ). 
Status 

1)1:8] Responsive to communication(s) filed on 19 June 2002. 

This action is FINAL. 2b)1:8] This action is non-final. 2a)0 

3)0 Since this application is in condition for allowance except for formal matters, prosecution as to the merits is 
closed in accordance with the practice under Ex parte Quayle, 1935 C.D. 11, 453 O.G. 213. 

Disposition of Claims 

4)1:8] Claim(s) 1-30 is/are pending in the application. 

4a) Of the above claim(s) 1-8 is/arewith9rawn from consideration. 

5)0 Claim(s) __ is/are allowed. 

6)1:8] Claim(s) 9-30 is/are rejected. 

7)0 Claim(s) __ is/are objected to. 

8)0 Claim(s) __ are subject to restriction and/or election requirement. 

Application Papers 

9)1:8] The specification is objected to by the Examiner. 

10)1:8] The drawing(s) filed on __ is/are: a)[8J accepted or b)O objected to by the Examiner. 

Applicant may not request that any objection to the drawing(s) be held in abeyance. See 37 CFR 1.85(a). 

11 )0 The proposed drawing correction filed on __ is: a)O approved b )0 disapproved by the Examiner. 

If approved, corrected drawings are required in reply to this Office action. 

12)0 The oath or declaration is objected to by the Examiner. 

Priority under 35 U.S.C. §§ 119 and 120 

13)0 Acknowledgment is made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f). 

a)O All b)O Some .. c)O None of: 

1.0 Certified copies of the priority documents-have been received. 

2.0 Certified copies of the priority documents hav\ been received in Application No. __ . 

3.0 Copies of the certified copies of the priority documents have been received in this National Stage 
application from the International Bureau (PCT Rule 17.2(a)). 

* See the attached detailed Office action for a list of the certified copies not received. 

14)0 Acknowledgment is made of a claim for domestic priority under 35 U.S. C.§ 119(e) (to a provisional application). 

a) 0 The translation of the foreign language provisional application has been received. 

15)0 Acknowledgment is made of a claim for domestic priority under 35 U.S. C. §§ 120 and/or 121. 

Attachment(s) 

1) 1:8] Notice of References Cited (PT0-892) 
2) 0 Notice of Draftsperson's Patent Drawing Review (PT0-948) 
3) 1:8] Information Disclosure Statement(s} (PT0-1449) Paper No(s) 1..§. 

4) 0 Interview Summary (PT0-413) Paper No(s). __ . 
5) 0 Notice of Informal Patent Application (PT0-152) 
6) 0 Other: 

J.S. Patent and Trademark Office 
"TOL-326 (Rev. 04-01) Office Action Summary Part of Paper No. 6 
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Application/Control Number: 09/629,577 

Art Unit: 2155 

DETAILED ACTION 

Election/Restrictions 

Page2 

1. Restriction to one of the following inventions is required under 35 U.S.C. 121: 

I. Claims 1-8, drawn to a method for determining a diameter of a broadcast 

channel, classified in class 709, subclass 238. 

II. Claims 9-30, drawn to a method and computer-readable medium for 

disconnecting a first computer from a second computer with the first and 

second computer being connected to a broadcast channel, classified in 

class 709, subclass 227. 

2. The inventions are distinct, each from the other because of the following reasons: 

3. Inventions I and II are related as subcombinations disclosed as usable together 

in a single combination. The subcombinations are distinct from each other if they are 

shown to be separately usable. In the instant case, invention I has separate utility such 

as determining the broadcast channel diameter. Invention II has separate utility such as 

disconnecting a first computer from a second computer when they are connected to a 

broadcast channel. See MPEP § 806.05(d). 

4. Because these inventions are distinct for the reasons given above and have 

acquired a separate status in the art as shown by their different classification, restriction 

for examination purposes as indicated is proper. 
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5. During a telephone conversation with Chun Ng of Perkins Coie LLP on 10/22/03 

a provisional election was made without traverse to prosecute the invention of Group II, 

claims 9-30. Affirmation of this election must be made by applicant in replying to this 

Office action. Claims 1-8 are withdrawn from further consideration by the examiner, 37 

CFR 1.142(b ), as being drawn to a non-elected invention. 

6. Applicant is reminded that upon the cancellation of claims to a non-elected 

invention, the inventorship must be amended in compliance with 37 CFR 1.48(b) if one 

or more of the currently named inventors is no longer an inventor of at least one claim 

remaining in the application. Any amendment of inventorship must be accompanied by 

a request under 37 CFR 1.48(b) and by the fee required under 37 CFR 1.17(i). 

Papers Received 

7. Oath/Declaration, basic filing fee, additional claim fee and late filing fee/oath or 

declaration surcharge were received on 11/06/00. 

Information Disclosure Statement 

8. IDS received on 4/23/02 has been considered by the examiner. 

9. Supplemental IDS received on 6/19/02 has been considered by the examiner. 

Specification 

10. This application does not contain an abstract of the disclosure as required by 37 

CFR 1.72(b). An abstract on a separate sheet is required. 
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10. The following is a quotation of 35 U.S.C. 1 03(a) which forms the basis for all 

obviousness rejections set forth in this Office action: 

(a) A patent may not be obtained though the invention is not identically disclosed or described as set 
forth in section 102 of this title, if the differences between the subject matter sought to be patented and 
the prior art are such that the subject matter as a whole would have been obvious at the time the 
invention was made to a person having ordinary skill in the art to which said subject matter pertains. 
Patentability shall not be negatived by the manner in which the invention was made. 

11. Claims 9, 10, 12, 15-18,22-25 and 28-30 are rejected under 35 U.S.C. 103(a) as 

being unpatentable over U.S. Patent 6,618,752 Moore et al. (Moore) in view of U.S. 

Patent 6,353,599 by Bi et al (Bi). 

12. With respect to Claim 9, Moore teaches a method of disconnecting a first 

computer from a second computer, the first computer being connected to a broadcast 

channel, the method comprising when the first computer decides to disconnect from the 

second computer, the first computer sends a disconnect message to the second 

computer (Col. 1 0 lines 35-40). Moore does not disclose the second computer 

broadcasting a connection port search message to find a third computer to which it can 

~ 
connect. However it is well known in the art that a connection poJ1 search mes~age can . n ·• ) 

~, ~ • Lhc<..-- /'f- 20 J o4 

be broadcast to find a computer to connect to as shown by Bi \6iaim 13 lines 48-51 ). It 

would have been obvious to one of ordinary skill in the art at the time the invention was 

made to take the method disclosed by Moore and modify as indicated by Bi with the 

step of when the second computer receives the disconnect message from the first 

computer, the second computer broadcasts a connection port search message to find a 

third computer to which it can connect. One would be motivated to do this as it provides 
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an easy way to establish communications without previously knowing the specific port 

address (Col. 2 lines 34-37). 

13. With respect to Claim 1 0, Moore in view of Bi further teaches the second 

computer receives a port connection message indicating the third computer is proposing 

that the third computer and the second computer connect (Col. 2 lines 51-55 of Bi). 

14. With respect to Claim 12, Moore in view of Bi further teaches the broadcast 

channel is implemented using the Internet (Col. 41ines 13-14 of Moore). 

15. With respect to Claim 15, Moore in view of Bi further teaches the first computer 

and second computer are connect via a TCP/IP connection (Col. 4 lines 67 to Col. 5 line 

2 of Moore). 

16. With respect to Claim 16, Moore teaches a method for disconnecting a first 

computer from a second computer comprising connecting the first computer to a second 

computer, attempting to send a message from the first computer to the second 

computer and connecting to another computer when the communications fail (Col. 10 

lines 48-52). Moore does not explicitly disclose broadcasting a connection port search 

message. However it is well known in the art that a connection port search message 

can be broadcast to find a comRuter to connect to as~wn by Bi (Claim 131ines 48-
~ vM.:J CAt( ' ':2 , 1U-1t.:s. N .-~ ~ f3 /I' ~ ,, 

51 (It would have been obvious to one of ordinary skill in the art at the time the 

invention was made to take the method disclosed by Moore and modify as indicated by 

Bi with the step of when the attempt to send the message is unsuccessful, broadcasting 

a connection port search message indicating that the first computer needs a connection. 

One would be motivated to do this as it provides an easy way to establish 
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communications without previously knowing the specific port address (Col. 2 lines 34-

37). 

17. With respect to Claim 17, Moore in view of Bi further teaches when a third 

computer receives the connection port search message and the third computer also 

needs a connection, sending a message from the third computer to the first computer 

proposing that the first computer and third computer connect (Col. 2 lines 51-55 of Bi). 

18. With respect to Claim 18, Moore in view of Bi further teaches the first computer 

receives the message proposing that the first computer and third computer connect, 

sending from the first computer to the third computer a message indicating that the first 

computer accepts the proposal to connect to the first computer to the third computer 

(Col. 10 lines 42-47 of Moore). 

19. With respect to Claim 22, Moore in view of Bi further teaches the broadcasting 

includes sending the message to each computer to which the first computer is 

connected (Col. 10 lines 4-7 of Moore). 

20. With respect to Claim 23, Moore teaches a computer readable medium 

containing instructions for controlling disconnecting of a computer from another 

computer, the computer and the other computer being connected to a broadcast 

channel comprising a component that when the computer decides to disconnect from 

the other computer, the computer sends a disconnect message to the other computer 

(Col. 10 lines 35-40). Moore does not explicitly disclose a component that broadcasts a 

connection port search message to find a computer to which it can connect. However it 

is well known in the art that a connection port search message can be broadcast to find 
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a computer to connect to as shown by Bi (Claim 131ines 48-51 ). It would have been 

obvious to one of ordinary skill in the art at the time the invention was made to take the 

computer-readable media containing instructions disclosed by Moore and modify it as 

indicated by Bi with a component when the computer receives a disconnect message 

from another computer, the computer broadcasts a connection port search message to 

find a computer to which it can connect. One would be motivated to do this as it 

provides an easy way to establish communications without previously knowing the 

specific port address (Col. 2 lines 34-37). 

21. With respect to Claim 24, Moore in view of Bi further teaches a component that, 

when the computer receives a connection port search message and the computer 

needs to connect to another computer, sends to the computer that sent the connection 

port search message a port connection message indicating that the computer is 

proposing that the computer that sent the connection port search message connect to 

the computer (Col. 2 lines 51-55 or Bi). 

22. With respect to Claim 25, Moore in view of Bi further teaches a component that, 

when the computer receives a port connection message, connecting to the computer 

that sent the port connection message (Col. 10 lines 4-7 of Moore). 

23. With respect to Claim 28, Moore in view of Bi further teaches the computers are 

connected via a TCP/IP connection (Col. 4 lines 67 to Col. 5 line 2 of Moore). 

24. With respect to Claim 29, Moore in view of Bi further teaches the computers that 

are connected to the broadcast channel are peers (Col. 3 line 52 to Col. 4 line 3 of 

Moore). 
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25. With respect to Claim 30, Moore in view of Bi further teaches the broadcast 

channel is implemented using the Internet (Col. 4 lines 13-14 of Moore). 

26. Claims 13, 14, 19-21, 26 and 27 are rejected under 35 U.S.C. 103(a) as being 

unpatentable over Moore in view of Bias applied to claims 9, 16 and 23 above, and 

further in view of "Graph Theory with Applications" by Bondy et al. (Bondy). 

27. With respect to Claim 13, Moore in view of Bi teaches all the limitations of Claim 

9 but does not explicitly disclose each computer connected to the broadcast channel 

network is connected to at least three other computers. However it is well known in the 

art that a communications network can be designed to be more reliable by increasing 

the connectivity and edge connectivity as shown in Bondy (Page 47-50 section 3.3). It 

would have been obvious to one of ordinary skill in the art at the time the invention was 

made to take the method disclosed by Moore in view of Bi and modify it as disclosed by 

Bondy with each computer connected to the broadcast channel is connected to at least 

three other computers. The larger amount of connectivity and edge connectivity, the 

more reliable the system becomes. Therefore the amount in terms of a reliable system 

is arbitrary. One would be motivated to have this as it provides reliability in a 

communications network where the failure of communications link can jeopardize 

communications of the system (Page 47-50 section 3.3). 

28. With respect to Claim 14, Moore in view of Bi and in further view of Bondy further 

teach the computers and their connections form an m-regular graph for the same 

reason and motivation as described above in Claim 13. 
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29. With respect to Claim 19, Moore in view of Bi teaches all the limitations of Claim 

16 but does not explicitly disclose each computer connected to the broadcast channel 

network is connected to at least three other computers. However it is well known in the 

art that a communications network can be designed to be more reliable by increasing 

the connectivity and edge connectivity as shown in Bondy (Page 47-50 section 3.3). It 

would have been obvious to one of ordinary skill in the art at the time the invention was 

made to take the method disclosed by Moore in view of Bi and modify it as disclosed by 

Bondy with each computer connected to the broadcast channel is connected to at least 

three other computers. The larger amount of connectivity and edge connectivity, the 

more reliable the system becomes. Therefore the amount in terms of a reliable system 

is arbitrary. One would be motivated to have this as it provides reliability in a 

communications network where the failure of communications link can jeopardize 

communications of the system (Page 47-50 section 3.3). 

30. With respect to Claim 20, Moore in view of Bi and in further view of Bondy further 

teach the computers and their connections form an m-regular graph for the same 

reason and motivation as described above in Claim 19. 

31. With respect to Claim 21, Moore in view of Bi and in further view of Bondy further 

teach the computers and their connections form an m-connected graph for the same 

reason and motivation as described above in Claim 19. 

32. With respect to Claim 26, Moore in view of Bi teaches all the limitations of Claim 

23 but does not explicitly disclose each computer connected to the broadcast channel 

network is connected to at least three other computers. However it is well known in the 
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art that a communications network can be designed to be more reliable by increasing 

the connectivity and edge connectivity as shown in Bondy (Page 47-50 section 3.3}. It 

would have been obvious to one of ordinary skill in the art at the time the invention was 

made to take the computer-readable medium disclosed by Moore in view of Bi and 

modify it as disclosed by Bondy with each computer connected to the broadcast 

channel is connected to at least three other computers. The larger amount of 

connectivity and edge connectivity, the more reliable the system becomes. Therefore 

the amount in terms of a reliable system is arbitrary. One would be motivated to have 

this as it provides reliability in a communications network where the failure of 

communications link can jeopardize communications of the system (Page 4 7-50 section 

3.3). 

33. With respect to Claim 27, Moore in view of Bi and in further view of Bondy further 

teach the computers and their connections form an m-regular graph for the same 

reason and motivation as described above in Claim 19. 

Conclusion 

34. The prior art made of record and not relied upon is considered pertinent to 

applicant's disclosure. 

35. U.S. Patent 6,252,884 by Hunter "Dynamic Configuration of Wireless Networks" 

June 26, 2001. 
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36. U.S. Patent 6,073,177 by Hebel et al. "Dynamic Method for Connecting a Client 

to a Server Application" June 6, 2000. 

37. U.S. Patent 5,946,316 by Chen et al. "Dynamic Distributed Mulitcast Routing 

Protocol" August 31, 1999. 

38. Yavatkar et al. "A Reliable Dissemination Protocol for Interactive Collaborative 

Applications" Proc. ACM Multimedia, 1995 p.333-344 

Any inquiry concerning this communication or earlier communications from the 

examiner should be directed to David Lazaro whose telephone number is 703-305-

4868. The examiner can normally be reached on 8:30-5:00 M-F. 

If attempts to reach the examiner by telephone are unsuccessful, the examiner's 

supervisor, Hosain Alam can be reached on 703-308-6662. The fax phone number for 

the organization where this application or proceeding is assigned is (703) 872-9306. 

Any inquiry of a general nature or relating to the status of this application or 

proceeding should be directed to the receptionist whose telephone number is 703-305-

3900 . 

.:::::r~ /1 ~-----· /'~~/--,-

David Lazaro 
October 31 , 2003 

HOSAINALAM 
SUPERVISORY PATENT EXAMINER 
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Chapter Goals 
• Explain IP multicast addressing. 

• Learn the basics of Internet Group Management Protocol (IGMP). 

• Explain how multicast in Layer 2 switching works. 

• Define multicast distribution trees. 

• Learn how multicast forwarding works. 

• Explain the basics of protocol-independent multicast (PIM). 

• Define multiprotocol BGP. 

• Learn how Multicast Source Discovery Protocol (MSDP) works. 

• Explain reliable multicast: PGM. 

Internet Protocol Multicast 

Background 

1-58105-001-3 

Internet Protocol (/P) multicast is a bandwidth-conserving technology that reduces,traffic by 
simultaneously delivering a single stream of information to thousands of corporate recipiehts and homes. 
Applications that take advantage of multicast include videoconferencing, corporate-communications, 
distance learning, and distribution of software, stock quotes, and news. 

IP Multicast delivers source traffic to multiple receivers without adding any additional burden on the 
source or the receivers while using the least network bandwidth of any competing technology. Multicast 
packets are replicated in the network by Cisco routers enabled with Protocol Independent Multicast 
(PIM) and other supporting multicast protocols resulting in the most efficient delivery of data to multiple 
receivers possible. All alternatives require the source to send more than one copy of the data. Some even 
require the source to send an individual copy to each receiver. If there are thousands of receivers, even 
low-bandwidth applications benefit from using Cisco IP Multicast. High-bandwidth applications, such 
as MPEG video, may require a large portion of the available network bandwidth for a single stream. In 
these applications, the only way to send to more than one receiver simultaneously is by using IP 
Multicast. Figure 43-1 demonstrates how data from one source is delivered to several interested 
recipients using IP multicast. 

lntemetworking Technologies Handbook • ••• 
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Multicast Group Concept 

Figure 43-1 Multicast lransmission Sends a Single Multicast Packet Addressed to All Intended 
Recipients 

Multicast Group Concept 
Multicast is based on the concept of a group. An arbitrary group of receivers ex, presses an inter~:st in 
receiving a particular data stream. This group does not have any physical or geographical 
boundaries-the hosts can be located anywhere on the Internet. Hosts that are interested in receiving 
data flowing to a particular group must join the group using IGMP. Hosts must be a member of the group 
to receive the data stream. 

IP Multicast Addresses 
Multicast addresses specify an arbitrary group ofiP hosts that have joined the group and want to receive 
traffic sent to this group. 

IP Class D Addresses 

~.A 

The Internet Assigned Numbers Authority (lANA) controls the assignment of IP multicast addresses. It 
has assigned the old Class D address space to be used for IP multicast. This means that all IP multicast 
group addresses will fall in the range of224.0.0.0 to 239.255.255.255. 

Note This address range is only for the group address or destination address ofiP multicast 
traffic. The source address for multicast datagrams is always the unicast source address. 

lnternetworking Technologies Handbook 
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IP Multicast Addresses 

Reserved Link Local Addresses 

The lANA has reserved addresses in the 224.0.0.0 through 22-4.0.0.255 to be used by network protocols 
on a local network segment. Packets with these addresses should never be forwarded by a router; they 
remain local on a particular LAN segment. They are always transmitted with a time-to-Jive (TTL) of I. 

Network protocols use these addresses for automatic router discovery and to communicate important 
routing information. For example, OSPF uses 224.0.0.5 and 224.0.0.6 to exchange link state 
information. Table 43-1 lists some of the well-known addresses. 

Table 43-1 link local Addresses 

Address Usage 

224.0.0.1 All systems on this subnet 

224.0.0.2 All routers on this subnet 

224.0.0.5 OSPF routers 

224.0.0.6 OSPF designated routers 

224.0.0.12 DHCP server/relay agent 

Globally Scoped Address 

The range of addresses from 224.0.1.0 through 238.255.255.255 are called globally scoped addresses. 
They can be used to multicast data between organizations and across the Internet. 

Some of these addresses have been reserved for use by multicast applications through lANA. For 
example, 224.0.1.1 has been reserved for Network Time Protocol (NTP). 

More information about reserved multicast addresses can be found at 
http://www.isi.edu/in-notes/iana/assignments/multicast-addresses. 

limited Scope Addresses 

The range of addresses from 239.0.0.0 through 239.255.255.255 contains limited scope.addresses or 
administratively scoped addresses. These are defined by RFC 2365 to be constrainep to a local group or 
organization. Routers are typically configured with filters to prevent multicast traffic in this address 
range from flowing outside an autonomous system (AS) or any user-defined domain. Within an 
autonomous system or domain, the limited scope address range can be further subdivided so those local 
multicast boundaries can be defined. This also allows for address reuse among these smaller domains. 

Glop Addressing 

1-58705-001-3 

RFC 2770 proposes that the 233.0.0.0/8 address range be reserved for statically defined addresses by 
organizations that already have an AS number reserved. The AS number of the domain is embedded into 
the second and third octets of the 233.0.0.0/8 range. 

For example, the AS 62010 is written in hex as F23A. Separating out the two octets F2 and 3A, we get 
242 and 58 in decimal. This would give us a subnet of233.242.58.0 that would be globally reserved for 
AS 620 l 0 to use. 

lnternetworking Technologies Handbook • 
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IP Multicast Addresses 

layer 2 Multicast Addresses 

Normally, network interface cards (NICs) on a LAN segment will-receive only packets destined for their 
burned-in MAC address or the broadcast MAC address. Some means had to be devised so that multiple 
hosts could receive the same packet and still be capable of differentiating among multicast groups.' 

Fortunately, the IEEE LAN specifications made provisions for the transmission of broadcast and/or 
multicast packets. In the 802.3 standard, bit 0 of the first octet is used to indicate a broadcast and/or 
multicast frame. Figure 43-2 shows the location of the broadcast/multicast bit in an Ethernet frame. 

Figure 43-2 IEEE 802.3 MAC Address Fonnat 

Octet 3 Octet 4 
7 0 7 0 

i xxxxxxxx 

This bit indicates that the frame is destined for an arbitrary group of hosts or all hosts on the network (in 
the case of the broadcast address, OxFFFF.FFFF.FFFF). 

IP multicast makes use of this capability to transmit IP packets to a group of hosts on a LAN segment. 

Ethernet MAC Address Mapping 

The lANA owns a block of Ethernet MAC addresses that start with 01 :00:5E in hexadecimal. Half of 
this block is allocated for multicast addresses. This creates the range of available Ethernet MAC 
addresses to be 0100.5e00.0000 through 0100.5e7f.ffff. 

This allocation allows for 23 bits in the Ethernet address to correspond to the IP multicast group address. 
The mapping places the lower 23 bits of the IP multicast group address into these available 23 bits in the 
Ethernet address (shown in Figure 43-3). 

lnternetworking Technologies Handbook 
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Figure 43-3 Mapping of IP Multicast to Ethemet/FDDI MAC Address 

32 b[ts 

IP multicast address 

5 bits 
Lost ___... i''·'·'''' 

MAC address 
(Ethemet/FDDI) 

25-bit 23 bits 
prefix 

48 bits 

Interne! Group Management Prolocol 

Because the upper 5 bits of the IP multicast address are dropped in this mapping, the resulting address 
is not unique. In fact, 32 different multicast group IDs all map to the same Ethernet address (see Figure 
43-4). 

Figure 434 MAC Address Ambiguities 

32 - IP multicast addresses 

224.1.1.1 
224.129.1.1 
225.1.1.1 
225.129.1.1 

238.1.1.1 
238.129.1.1 
239.1.1.1 
239.129.1.1 

·Multicast MAC addresses 

Ox0100.5E01.0101 

Internet Group Management Protocol 
IGMP is used to dynamically register individual hosts in a multicast group on a particular LAN. Hosts 
identify group memberships by sending IGMP messages to their local multicast router. Under IGMP, 
routers listen to IGMP messages and periodically send out queries to discover which groups are active 
or inactive on a particular subnet. 

IGMP Version 1 

1-58705-001-3 

RFC 1112 defines the specification for IGMP Version I. A diagram of the packet format is found in 
Figure 43-5. 
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Multicast in the Layer 2 Switching Environment 

Figure 43·5 /GMP Version 1 Packet Fotmat 

0 4 7 15 23- 31 

Version I Type I Unused I Checksum 

Group address 

In Version 1, there are just two different types of IGMP messages: 

• Membership query 

• Membership report 

Hosts send out IGMP membership reports corresponding to a particular multicast group to indicate that 
they are interested in joining that group. The router periodically sends out an IGMP membership query 
to verify that at least one host on the subnet is still interested in receiving traffic directed to that group. 
When there is no reply to three consecutive IGMP membership queries, the router times out the group 
and stops forwarding traffic directed toward that group. 

IGMP Version 2 

RFC 2236 defines the specification for IGMP Version 2. 

A diagram of the packet format follows in Figure 43-6. 

Figure 43-6 /GMPv2 Me5sage Fotmat 

0 7 

Type Maximum 
response time 

15 

Group address 

In Version 2, there are four types of IGMP messages: 

Membership query 

• Version 1 membership report 

• Version 2 membership report 

• Leave group 

23 31 

Checksum 

IGMP Version 2 works basically the same as Version 1. The main difference is that there is a leave group 
message. The hosts now can actively communicate to the local multicast router their intention to leave 
the group. The router then sends out a group-specific query and determines whether there are any 
remaining hosts interested in receiving the traffic. If there are no replies, the router times out the group 
and stops forwarding the traffic. This can greatly reduce the leave latency compared to IGMP Version 1. 
Unwanted and unnecessary traffic can be stopped much sooner. 

Multicast in the Layer 2 Switching Environment 
The default behavior for a Layer 2 switch is to forward all multicast traffic to every port that belongs to 
the destination LAN on the switch. This would defeat the purpose of the switch, which is to limit traffic 
to the ports that need to receive the data. 

lnternetworking Technologies Handbook 
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Multicast in the Layer 2 Switching Environment 

Two methods exist by which to deal with multicast in a Layer 2 switching environment 
efficiently-Cisco Group Management Protocol (CGMP) and_ IGMP snooping. 

Cisco Group Management Protocol 

CGMP is a Cisco-developed protocol that allows Catalyst switches to leverage IGMP information on 
Cisco routers to make Layer 2 forwarding decisions. CGMP must be configured both on the multicast 
routers and on the Layer 2 switches. The net result is that with CGMP, IP multicast traffic is delivered 
only to those Catalyst switch ports that are interested in the traffic. All other ports that have not explicitly 
requested the traffic will not receive it. 

The basic concept ofCGMP is shown in Figure 43-7. When a host joins a multicast group (part A), it 
multicasts an unsolicited IGMP membership report message to the target group (224.1.2.3, in this 
example). The IGMP report is passed through the switch to the router for the normal IGMP processing. 
The router (which must have CGMP enabled on this interface) receives this IGMP report and processes 
it as it normally would, but in addition it creates a CGMP join message and sends it to the switch. 

The switch receives this CGMP join message and then adds the port to its content addressable memory 
(CAM) table for that multicast group. Subsequent traffic directed to this multicast group will be 
forwarded out the port for that host. The router port is also added to the entry for the multicast group. 
Multicast routers must listen to all multicast traffic for every group because the IGMP control messages 
are also sent as multicast traffic. With CGMP, the switch must listen only to CGMP join and CGMP leave 
messages from the router. The rest of the multicast traffic is forwarded using its CAM table exactly the 
way the switch was designed. 

Figure 43-7 Basic CGMP Operation 

IGMP report 

Dst MAC = 0100.5e01.0203 
Src MAC= OOBO.c7a2.1093 
Dst IP = 224.1.2.3 
Src IP = 192.1.1.1 
IGMPgroup = 224.1.2.3 

(a) 

CGMP join 

USA = OOBO.c7a2.1093 
GOA= 0100.5e01.0203 

(b) 

IGMP Snooping 

1-58705-001-3 

IGMP snooping requires the LAN switch to examine, or snoop, some Layer 3 information in the IGMP 
packets sent between the hosts and the router. When the switch hears the IGMP host report from a host 
for a particular multicast group, the switch adds the host's port number to the associated multicast table 
entry. When the switch hears the IGMP leave group message from a host, it removes the host's port from 
the table entry. 

Because lGMP control messages are transmitted as multicast packets, they are indistinguishable from 
multicast data at Layer 2. A switch running IGMP snooping examine every multicast data packet to 
check whether it contains any pertinent IGMP must control information. If IGMP snooping has been 
implemented on a low-end switch with a slow CPU, this could have a severe performance impact when 
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data is transmitted at high rates. The solution is to implement IGMP snooping on high-end switches with 
special ASICs that can perform the IGMP checks in hardware. CQMP is ideal for low-end switches 
without special hardware. 

Multicast Distribution Trees 

Source Trees 

Multicast-capable routers create distribution trees that control the path that IP multicast traffic takes 
through the network to deliver traffic to all receivers. The two basic types of multicast distribution trees 
are source trees and shared trees. 

The simplest form of a multicast distribution tree is a source tree whose root is the source of the multicast 
tree and whose branches form a spanning tree through the network to the receivers. Because this tree 
uses the shortest path through the network, it is also referred to as a shortest path tree (SPT). 

Figure 43-8 shows an example of an SPT for group 224.1.1.1 rooted at the source, Host A, and 
connecting two receivers, hosts B and C. 

Figure 43-8 Host A Shortest Path 1iee 

Source 

224.1.1.1 Traffic 

Notation: (S, G) 
S =Source 
G =Group 

The special notation of(S,G), pronounced "S comma G," enumerates an SPT in which Sis the IP address 
of the source and G is the multicast group address. Using this notation, the SPT for the example in Figure 
43-7 would be (192.1.1.1, 224.1.1.1). 

The (S,G) notation implies that a separate SPT exists for each individual source sending to each group, 
which is correct. For example, if Host B is also sending traffic to group 224.1.1.1 and hosts A and C are 
receivers, then a separate (S,G) SPT would exist with a notation of (192.2.2.2,224.1.1.1 ). 
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Shared Trees 
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Multicast Distribution Trees 

Unlike source trees that have their root at the source, shared-trees use a single common root placed at 
some chosen point in the network. This shared root is- called the rendezvous point (RP). 

Figure 43-9 shows a shared tree for the group 224.2.2.2 with the root located at Router D. When using 
a shared tree, sources must send their traffic to the root, and then the traffic is forwarded down the shared 
tree to reach all receivers. 

Figure 43-9 Shared Distribution Tree 

Source 1 

224.2.2.2 Traffic 

Notation: (*,G) 
* = All sources 
G =Group 

Source 2 

In this example, multicast traffic from the source hosts A and D travels to the root (Router D) and then 
down the shared tree to the two receivers, hosts B and C. Because all sources in the multicast group use 
a common shared tree, a wildcard notation written as(*, G), pronounced "star comriia G," represents the 
tree. In this case, * means all sources, and the G represents the multicast group. Therefore, the shared 
tree shown in Figure 43-8 would be written as(*, 224.2.2.2). · , 
Both SPT and shared trees are loop-free. Messages are replicated only where the tree branches. 

Members of multicast groups can join or leave at any time, so the distribution trees must be dynamically 
updated. When all the active receivers on a particular branch stop requesting the traffic for a particular 
multicast group, the routers prune that branch from the distribution tree and stop forwarding traffic down 
that branch. If one receiver on that branch becomes active and requests the multicast traffic, the router 
dynamically modifies the distribution tree and starts forwarding traffic again. 

Shortest path trees have the advantage of creating the optimal path between the source and the receivers. 
This guarantees the minimum amount of network latency for forwarding multicast traffic. This 
optimization does come with a price, though: The routers must maintain path information for each 
source. In a network that has thousands of sources and thousands of groups, this can quickly become a 
resource issue on the routers. Memory consumption from the size of the multicast routing table is a factor 
that network designers must take into consideration. 
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Shared trees have the advantage of requiring the minimum amount of state in each router. This lowers 
the overall memory requirements for a network that allows only sh3.Fed trees. The disadvantage of shared 
trees is that, under certain circumstances, the paths between the source and receivers might not be the 
optimal paths-which might introduce some latency in pa~ket delivery. Network designers must 
carefully consider the placement of the RP when implementing an environment with only shared trees. 

Multicast Forwarding 
In unicast routing, traffic is routed through the network along a single path from the source to the 
destination host. A unicast router does not really care about the source address-it only cares about the 
destination address and how to forward the traffic towards that destination. The router scans through its 
routing table and then forwards a single copy of the unicast packet out the correct interface in the 
direction of the destination. 

In multicast routing, the source is sending traffic to an arbitrary group of hosts represented by a multicast 
group address. The multicast router must determine which direction is upstream (toward the source) and 
which direction (or directions) is downstream. If there are multiple downstream paths, the router 
replicates the packet and forwards the traffic down the appropriate downstream paths-which is not 
necessarily all paths. This concept of forwarding multicast traffic away from the source, rather than to 
the receiver, is called reverse path forwarding. 

Reverse Path Forwarding 

RPFCheck 

Step 1 

Step2 

Step 3 

Reverse path .forwarding (RPF) is a fundamental concept in multicast routing that enables routers to 
correctly forward multicast traffic down the distribution tree. RPF makes use of the existing unicast 
routing table to determine the upstream and downstream neighbors. A router forwards a multicast packet 
only if it is received on the upstream interface. This RPF check helps to guarantee that the distribution 
tree will be loop-free. 

When a multicast packet arrives at a router, the router performs an RPF check on the packet. If the RPF 
check is successful, the packet is forwarded. Otherwise, it is dropped. ' 

For traffic flowing down a source tree, the RPF check procedure works as follows: 

Router looks up the source address in the unicast routing table to determine whether it has arrived on the 
interface that is on the reverse path back to the source. 

If packet has arrived on the interface leading back to the source, the RPF check is successful and the 
packet is forwarded. 

If the RPF check in Step 2 fails, the packet is dropped. 

Figure 43-10 shows an example of an unsuccessful RPF check. 
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Figure 43-10 RPF Check Fails 

RPF check fails! 

Packet arrived on 
wrong interface! 
Discard packet. 

Protocol-Independent Multicast 

Multicast packet from 
- source 151.10.3.21 

A multicast packet from source 151.10.3.71 is received on interface SO. A check of the unicast route 
table shows that the interface that this router would use to forward unicast data to 151.10.3.21 is S l. 
Because the packet has arrived on SO, the packet will be discarded. 

Figure 43-11 shows an example of a successful RPF check. 

Figure 43-11 RPF Check Succeeds 

RPF check succeeds! 

Packet arrived on 
correct interface! 

This time the multicast packet has arrived on Sl. The router checks the unicast routing table and finds 
that S I is the correct interface. The RPF check passes and the packet is forwarded. 

Protocol-Independent Multicast 
Protocol-independent multicast (PIM) gets its name from the fact that it is IP routing 
protocol-independent. PIM can leverage whichever unicast routing protocols are used to populate the 
unicast routing table, including EIGRP, OSPF, BGP, or static routes. PIM uses this unicast routing 
information to perform the multicast forwarding function, so it is IP protocol-independent. Although 
PIM is called a multicast routing protocol, it actually uses the unicast routing table to perform the reverse 
path forwarding (RPF) check function instead of building up a completely independent multicast routing 
table. PIM does not send and receive multicast routing updates between routers like other routing 
protocols do. 

PIM Dense Mode 

1-58705-001-3 

PJM Dense Mode (PIM-DM) uses a push model to flood multicast traffic to every corner of the network. 
This is a brute-force method for delivering data to the receivers, but in certain applications, this might 
be an efficient mechanism if there are active receivers on every subnet in the network. 
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PIM-DM initially floods multicast traffic throughout the network. Routers that do not have any 
downstream neighbors prune back the unwanted traffic. This proce;ss repeats every 3 minutes. 

The flood and prune mechanism is how the routers accumulate their state information-by receiving the 
data stream. These data streams contain the source and group information so that downstream routers 
can build up their multicast forwarding tables. PIM-DM can support only source trees-(S,G) entrie~. It 
cannot be used to build a shared distribution tree. -

PIM Sparse Mode 

PIM Sparse Mode (PIM-SM) uses a pull model to deliver multicast traffic. Only networks that have 
active receivers that have explicitly requested the data will be forwarded the traffic. PIM-SM is defined 
in RFC 2362. 

PIM-SM uses a shared tree to distribute the information about active sources. Depending on the 
configuration options, the traffic can remain on the shared tree or switch over to an optimized source 
distribution tree. The latter is the default behavior for PIM-SM on Cisco routers. The traffic starts to flow 
down the shared tree, and then routers along the path determine whether there is a better path to the 
source. If a better, more direct path exists, the designated router (the router closest to the receiver) will 
send a join message toward the source and then reroute the traffic along this path. 

PIM-SM has the concept of an RP, since it uses shared trees-at least initially. The RP must be 
administratively configured in the network. Sources register with the RP, and then data is forwarded 
down the shared tree to the receivers. If the shared tree is not an optimal path between the source and 
the receiver, the routers dynamically create a source tree and stop traffic from flowing down the shared 
tree. This is the default behavior in lOS. Network administrators can force traffic to stay on the shared 
tree by using a configuration option (lp pim spt-threshold infinity). 

PIM-SM scales well to a network of any size, including those with WAN links. The explicit join 
mechanism prevents unwanted traffic from flooding the WAN links. 

Sparse-Dense Mode 

Cisco has implemented an alternative to choosing just dense mode or just sparse mode -on a router 
interface new IP. This was necessitated by a change in the paradigm for forwarding multicast,traffic via 
PIM that became apparent during its development. It turned out that it was more efficient to choose 
sparse or dense on a per group basis rather than a per router interface basis. Sparse-dense mode 
facilitates this ability. 

Network administrators can also configure sparse-dense mode. This configuration option allows 
individual groups to be run in either sparse or dense mode, depending on whether RP information is 
available for that group. If the router learns RP information for a particular group, it will be treated as 
sparse mode; otherwise, that group will be treated as dense mode. 

Multi protocol Border Gateway Protocol 
Multi protocol Border Gateway Protocol (MBGP) gives a method for providers to distinguish which 
route prefixes they will use for performing multicast RPF checks. The RPF check is the fundamental 
mechanism that routers use to determine the paths that multicast forwarding trees will follow and 
successfully deliver multicast content from sources to receivers. 
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MBGP is described in RFC 2283, Multiprotocol Extensions for BGP-4. Since MBGP is an extension of 
BGP, it brings along all the administrative machinery that proyiders and customers like in their 
interdomain routing environment. Including all the inter-AS tools to filter and control routing (e.g., route 
maps). Therefore, by using MBGP, any network utilizipg internal or external BGP can apply the multiple 
policy control knobs familiar in BGP to specify routing (and thereby forwarding) policy for multicast. 

Two path attributes, MP _REACH_:NLRI and MP _UNREACH_NLRI have been introduced in BGP4+. 
These new attributes create a simple way to carry two sets of routing information-one for unicast 
routing and one for multicast routing. The routes associated with multicast routing are used to build the 
multicast distribution trees. 

The main advantage of MBGP is that an internet can support noncongruent unicast and multicast 
topologies. When the unicast and multicast topologies are congruent, MBGP can support different 
policies for each. MBGP provides a scalable policy based interdomain routing protocol. 

Multicast Source Discovery Protocol 

1-58705-001-3 

In the PIM Sparse mode model, multicast sources and receivers must register with their local 
Rendezvous Point (RP). Actually, the closest router to the sources or receivers registers with the RP but 
the point is that the RP knows about all the sources and receivers for any particular group. RPs in other 
domains have no way of knowing about sources located in other domains. MSDP is an elegant way to 
solve this problem. MSDP is a mechanism that connects PIM-SM domains and allows RPs to share 
information about active sources. When RPs in remote domains know about active sources they can pass 
on that information to their local receivers and multicast data can be forwarded between the domains. A 
nice feature of MSDP is that it allows each domain to maintain an independent RP which does not rely 
on other domains, but it does enable RPs to forward traffic between domains. 

The RP in each domain establishes an MSDP peering session using a TCP connection with the RPs in 
other domains or with border routers leading to the other domains. When the RP learns about a new 
multicast source within its own domain (through the normal PIM register mechanism), the RP 
encapsulates the first data packet in a Source Active (SA) message and sends the SA to all MSDP peers. 
The SA is forwarded by each receiving peer using a modified RPF check, until it reaches every MSDP 
router in the interconnected networks-theoretically the entire multicast internet. If the receiving MSDP 
peer is an RP, and the RP has a (*,G) entry for the group in the SA (there is an interested receiver), the 
RP will create (S,G) state for the source and join to the shortest path tree for the state of the source. The 
encapsulated data is decapsulated and forwarded down that RP's shared tree. When the packet is received 
by a receiver's last hop router, the last-hop may also join the shortest path tree to the source. The source's 
RP periodically sends SAs, which include all sources within that RP's own domain. Figure 43-12 shows 
how data would flow between a source in domain A to a receiver in domain E. 

lnternetworking Technologies Handbook • 

*Elf' 

ACTIVISION, EA, TAKE-TWO, 2K, ROCKSTAR, Ex. 1002, Vol. 3, p. 839 of 1657



Chapter 43 Internet Protocol Multicast 
Multicast Source Discovery Protocol 

Figure 43-12MSDP Example 
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MDSP was developed for peering between Internet Service Providers (ISPs). ISPs did not want to rely 
on an RP maintained by a competing ISP to service their customers. MSDP allows each ISP to have their 
own local RP and still forward and receive multicast traffic to the Internet. 

Anycast RP-Logical RP 

~ .. 

A very useful application of MSDP is called any cast RP. This is a technique for configuring a multicast 
sparse-mode network to provide for fault tolerance and load sharing within a single multicast domain. 

Two or more RPs are configured with the same IP address on loopback interfaces-say, 10.0.0.1, for 
example (refer to Figure 43-13). The loopback address should be configured as a 32 bit address. All the 
downstream routers are configured so that they know that their local RP's'address is 10.0.0.1. IP routing 
automatically selects the topologically closest RP for each source and receiver. Because some sources 
might end up using one RP and some receivers a different RP, there needs to be some way for the RPs 
to exchange information about active sources. This is done with MSDP. All the RPs are configured to be 
MSDP peers of each other. Each RP will know about the active sources in the other RP's are~. If any of 
the RPs fail, IP routing will converge and one of the RPs will become the active RP in both areas. 

' 

Note The Anycast RP example above uses IP addresses from RFC 1918. These IP addresses are 
normally blocked at interdomain borders and therefore are not accessible to other ISPs. You 
must use valid IP addresses if you want the RPs to be reachable from other domains. 
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Review Questions 

Figure 43-13 Anycast RP 

~ ... 
Note The RPs are used only to set up the initial connection between sources and receivers. After 

the last-hop routers join the shortest path tree, the RP is no longer necessary. 

Multicast Address Dynamic Client Allocation Protocol 

The Multicast Address Dynamic Client Allocation Protocol (MADCAP) is defined in RFC 2730 as a 
protocol that allows hosts to request a multicast address allocation dynamically from a MADCAP 
server. The concept is very similar to the way DHCP works today and is built on a client/server model. 

Multicast-Scope Zone Announcement Protocol 

Multicast-Scope Zone Announcement Protocol (MZAP) is defined in RFC 2776 as a protocol that allows 
networks to automatically discover administratively scoped zones relative to a particular location. 

Reliable Multicast-Pragmatic General Multicast 

Pragmatic General Multicast (PGM) is a reliable multicast transport protocol for applications that 
require ordered, duplicate-free, multicast data delivery from multiple sources to multiple receivers. PGM 
guarantees that a receiver in a multicast group either receives all data packets from transmissions and 
retransmissions, or can detect unrecoverable data packet loss. 

The PGM Reliable Transport Protocol itself is implemented on the sources and the receivers. The source 
maintains a transmit window of outgoing data packets and retransmits individual packets when it 
receives a negative acknowledgment (NAK). The network elements (routers) assist in suppressing an 
implosion ofNAKs (when a failure does occur) and aids in efficient forwarding ofthe retransmitted data 
just to the networks that need it. 

PGM is intended as a solution for multicast applications with basic reliability requirements. The 
specification for PGM is network layer-independent. The Cisco implementation of PGM Router Assist 
supports PGM over IP. 

Today, the specification for PGM is an Internet draft that can be found on the IETF web site 
(http://www.ietf.org) under the name "PGM Reliable Transport Protocol." 

Review Questions 
Q-What is the range of available IP multicast addresses? 
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A-224.0.0.0 to 239.255.255.255. 

Q-What is the purpose of IGMP? 

Chapter 43 Internet Protocol Multicast 

A-IGMP is used between the hosts and their local multicast router to join am! leave multicast groups. 

Q-What is an advantage of!GMPv2 over IGMPvl? 

A-IGMPv2 has a leave group message that can greatly reduce the latency of unwanted traffic on a LAN. 

Q-What is a potential disadvantage of IGMP snooping over CGMP on a low-end Layer 2 switch? 

A-IGMP snooping requires the switch to examine every multicast packet for an IGMP control message. 
On a low-end switch, this might have a severe performance impact. 

Q-What is an advantage of shortest path (or source) trees compared to shared trees? 

A-Source trees guarantee an optimal path between each source and each receiver, which will minimize 
network latency. 

Q-What is an advantage of using shared trees? 

A-Shared trees require very little state to be kept in the routers, which requires less memory. 

Q-What information does the router use to do an RPF check? 

A-The unicast routing table. 

Q-Why is protocol-independent multicast called "independent"? 

A-PIM works with any underlying IP unicast routing protocol-RIP, EIGRP, OSPF, BGP or static 
routes. 

Q-What is the main advantage of MBGP? 

A-Providers can have noncongruent unicast and multicast routing topologies. 

Q-How do RPs learn about sources from other RPs with MSDP? 

A-RPs are configured to be MSDP peers with other RPs. Each RP forwards source active (SA) 
messages to each other. 

Q-What is the purpose of the anycast RP? 

A-Load balancing and fault tolerance. 

For More Information 
Williamson, Beau. Developing IP Multicast Networks. Indianapolis: Cisco Press, 2000. 

Multicast Quick Start Configuration Guide (http://www.cisco.com/warp/customer/l 05/48.html) 
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By PaUicia A. Murphy. 
Manager Emerging Technology and Standards. 

Rockwell Automation Control Systems. 

As today's source/destination-based networks cannot offer the required functionality or accommodate 
increased traffic, system capabilities and productivity improvements are restricted. Consequently, a new 
network model - one that provides more functionality, makes more efficient use of bandwidth, and 
increases information flow_ all while reducing traffic on the wire • is needed. 
In a discussion of what is needed in the new networlc model regarding diagnostics, explicit and 110 
messaging and throughput, the producer/consumer networlc model is revealed as the only model avail
able today that can meet the control environment'S' demanding requirements and allow for future migra
tion. The paper concludes with a discpssion of the benefits of the producer/consumer networlc model, 
including Multicast and two one-way 110 trigger mechanisms: change-of-state and cyclic /10 produc
tion. 

INTRODUC110N 
f there's one thing we've all learned over the past 
decade, irs that users are demanding more from 
their control systems, and consequently, from the 

networks that tie the system together. Users want bet
ter diagnostics available over the network. less down
time. and reducer:j installation and maintenance. costs. 
At the same time, they are demanding improved 
throughput. 

With increased functionality comes more traffic and 
data on the wire. Today's networks, which are 
source/destination based, cannot offer the required 
functionality and accommodate increased traffic, thus 
restricting system capabilities and productivity 
improvements. 

Increased demands on networks have forced the evo
lution of a new network model - one that provides 
more functionality, makes more efficient use of band
width, and increases information flow, all while reduc
ing traffic on the wire. 

Unfortunately, much of the discussion to date about 
networks has focused on baud rates, protocol efficien
cy, and physical characteristics [le. type of wire used). 
In reality, irs more complex than that Available diag
nostics. messaging types and throughput must all be 
considered when evaluating a network. 

The most important factor affecting these capabifilies 
in the control environment is the network model 

The source/destination model used for the past two 
decades can no longer meet today's network needs. 
The only model available today that can meet these 
demanding requirements and allows lor future migra-

i lion is the producer/consumer network model. Here's 
' why: 

DIAGNDSnCS 
Networks provide a convenient way to retrieve diag· 
nostics from devices. Device-specific information. 

such as detection of a photoelectric sensor's low mar
gin due to a dirty lens can be communicated over the 
network to the control system during run time. The net
work delivers the diagnostic. to the system operator 
interlace, alerting plant personnel to the problem. The 
lens can be cleaned at a convenient time before there 
is a glitch in the process. Trouble-shooting a device, 
reading its fault codes. updating data logs - all while 
not impacting the remote 110 control data exchange 
among other nodes •• is a must 

EXPUCIT AND 1/0 MESSAGING 
Explicit messages. used for de~ice configuration and 
diagnostics, are extremely flexible, with the data field 
canying protocol information and instructions for ser
vice performance. For example, a message would be 
able to. write new presets to fiVe timers in a controller, 
or to execute a sell-test Explicit messages are used ' 
for uploading and downing programs. modifying 
device configurations, and data logging. trending and 
diagnostic functions. Nodes must interpret each mes
sage, perform the requested task, and generate 
responses. These types of messages are highly vari
able in both size and frequency. 

110 messages on the other hand are implicit in nature. 
The data field contains no protocol information. only 
real-time 1/0 control data. The meaning of the data 
has been predefined and processing time in the node 
is minimized. An example of an 1/0 message is a con· 
troller sending output data to an 110 block, and the 110 
block responding with its input data. Such messages 
are low overhead, short. vary frequently and require 
high performance. 

In the past manufacturers have had separate networks 
to deal with the very dillerent requirements of these two 
messaging types. A network used lor 110 control can
not tolerate the variability introduced by explidt mes
saging. Allen-Bradley's blue-hose duo, DH+/RIO and 
Siemens' Profibus FMS/ Prolibus DP are examples of 
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this situation. 

Today's users are demanding both functions on the 
same wire. And today's smarter devices need the 
functionality provided by both messaging types. 
Yesterday's source/destination networks cannot deal 
with these modern demands. 

THROUGHPUT 
Ultimately it's the throughput required by the applica
tion that determines what type of network model is 
required. Throughput is the rate at which input data 
from devices can be delivered to all nodes that need it 
and the resulting output data (decisions) can be deliv
ered to all the devices that need it. Nodes include sen-

cally limited to that function alone to obtain the neces
sary repeatability and throughput for control. 

Peer-to-peer networking, goes beyond master/slave, 
providing considerably more flexibility. But as a result 
most networks that support peer-to-peer use explicit 
messaging. 
PC-based programming and configuration of con
trollers uses explicit peer-to-peer messaging. PC
based MMI also use explicit peer-to-peer messaging. 
As additional MMI units are added, the network load 
increases dramatically as each unit typically will read 
all the same variables out of each controller as does 
the prior units so an operator can get the same alarms, 
trends, and graphics from multiple locations. 

Figure 1. 

sors, operator interfaces, controllers, data loggers, 
alarm monitors, actuators, etc. tt is determined by 
baud rate, protocol efficiency, and most important of all, 
the network model, or delivery method. let's briefly dis
cuss each. 

Baud rate is raw speed It's unfortunate that this is 
often the most used measure of performance because 
it's the most misleading. Not only that, but with today's 
new networks, it's the least important of the three 
throughput factors. . 

Protocol efficiency - data bytes (the payload) versus 
the total bytes in the packet - typically expressed as a 
percent. is a measure of the network protocol over
head. While important. it is not nearly as significant as 
the data delivery and exchange method (network 
model)· used. If a particular information exchange 
takes two or more packets on the wire as compared to 
one, the fact the one protocol has 25 percent greater 
efficiency becomes meaningless. 

To keep nodes from dominating the wire, most peer
to-peer networks use some sort of token rotation algo
rithm. While these algorithms have been enhanced 
over the years to be more "fair, the basic flexibility that 
makes it attractive makes its use for peer-to-peer inter
locking between controllers very problematic. 
Response times vary considerably for any given mes
sage, depending on load and on how "far away" one 
is from the token holder when there is a need to speak. 

Frequently low-end electronic operator interface (Ebl) 
units will be found on 1/0 networks. basically replacing 
simple push button, pilot light and meters. But as 
each EOI device is added, an additional load of typi
cally the same data new node ~ith a different destina
tion address is added to the neiwork. While variability 
isn't a factor because of the fixed nature of such loads, 
the increase in data load slows response time for all 
nodes, including the real 1/0. It's not just EOI 'that's 
causing excess network loading. As 1/0 devices get 

Figure2. 

Network model Every control vendor has its own 
favorite networks, whether it be Data Highway Plus, 
Remote 1/0, Profibus FMS, Profibus DP, lnterbus-S, ASI, 
Modbus Plus, Geniuslan or lonworks. All these net
working options have the same thing in common 
They follow the legacy source/destination network 
model. A typical packet is shown below. 

In master/slave implementations of this model, the 
source field is usually not present. as the master is the 
only source and all responses from slaves are for the 
master. This master/slave polling is inherently a one
to-one data exchange. It is typically used for the 
exchange of real time control data (1/0 messaging). 
When used for 1/0 exchange, such networks are typi-

smarter, the extra diagnostic and configuration data 
can absorb considerable bandwidth. 

Whether master/slave or peer-to-peer, destination-ori
ented networks waste considerable bandwidth send
ing the same data set to multiple nodes. Trying to do 
coordinated control like sending a new setpoint to dif
ferent drives in a synchronized manner is very difficult. 
as data arrives at each drive at a different time. 

Tile new networfc paradigm: Tile pro
ducer/consumer network model 

To manage the growing need for data, smarter devices 
and better control, new networks that simply increase 
the baud rate or number of nodes only postpones the 
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inevitable. What is needed is a whole new network 
model that is designed to manage today's control 
issues. 

That new model is producer/consumer. With produc
er/consumer networks, messages are identified by 
content If a node needs data, it will "accept" that iden
tifier and consume it 

Multicast Because data is identified by its content; if 
a node needs that data, multiple nodes can consume 
the same data at the same time from a ·single produc
er. Nodes may be synchronized more precisely while 
achieving more efficient bandwidth usage. The source 
of data has to produce the information only once. 
Additional EOI and MMI can be added without 
increasing network traffic, since they can consume 
these same messages. And nodes can produce more 
than one data seL each using a unique identifier. 

Multicast is inherently impossible wit!) source/destina
tion networks. although attempts have been made. 
Some have added a third field for a group destination 
and then reserved node numbers for group destina
tion. Others allow a node to carry more than one node 
number. But these are all band-aid approaches. des
perately trying to extend the exhausted legacy 
source/destination model. 

Producer/consumer also allows for two new powerful 
110 triggers, in addition to traditional polling. Polling is 
born out of the source/destination model, and is inher
ently a two message bi-directional transaction (origina
tor sends output data, and receiving node responds 
with input data). This transaction is repeated as rapid
ly as possible to minimize latency from when an input 
occurs and is delivered to the controller. Most polling 
cycles are filled with the same outputs and inputs, 
wasting bandwidth. 

With the producer/consumer model, two more efficient 
and . effective one-way 110 trigger mechanisms are 
available: change-of-state and cyclic 110 production. 

Change-of-state (event-based) data production 
Nodes produce data only when that data changes. 
There is no "network polling cycle delay; and, as a 
resuiL the data is delivered to all consumers when it 
changes. A background heartbeat is produced cycli
cally so that consumers can tell if a device hasn't 
changed from one that is no longer online. Change
of-state can dramatically reduce network traffic and the 
load-on typically needed to repeatedly receive, process 
and generate the same data. 

Cyclic (time-based) data production. Cyclic data 
production involves nodes producing data at a user
configured rate. Data is updated at a rate appropriate 
to the node and the application. Data can be sampled 
and produced by sensors at precise intervals for better 
PID control. Controllers can collect a stock of data for 
operator interfaces and produce it a couple times a 
second, plenty fast for human consumption; thereby 
preserving bandwidth for nodes with rapidly changing 
110. 

Both peer-to-peer and controller-to-device exchanges 
can be handled more efficiently with cyclic and 
change-of-state data production of producer/con-

sumer networks. Operator interface needs can be lay
ered on top of 110 traffic with minimal increases to net
work load. 
At the same time, producer/consumer networks can 
accommodate the flexible explicit mes5aging, point-to
point needs for device configuration and program
ming. Certain identifiers· are typically specified for such 
traffic and nodes know they contain destination and 
other protocol information. These ·identifiers, coupled 
with the network access method, combine to insure 
that explicit messages, with their assorted larger over
head are much lower priority on the network than the 
110 messages. large uploads and downloads adjust
ments to configurations parameters, and diagnostic 
activities by users with their S/W tools are relegated to 
background traffic, fitted between the higher priority 110 
messages. 

No need for users to run both an 110 network and 
explicit message network through the plant And no 
need for vendors to put an 110 port and an explicit 
message network port on devices. Is it any wonder 
that the newest open control networks -- DeviceNeL 
ControiNeL and FOUNDATION Fieldbus -- are all 
based on the producer/consumer model? 

WiR the source/deslinalion model dis· 
appeal'? 

Source/destination is a "hand me down" from the com
puter and data processing industry. ·while limited, 
source/destination systems are still well-suited for. a 
variety of applications which do not require complex 
coordination and sharing of data. The flexibility and 
efficiency of the producer/consumer network model 
will allow for the expanded functionality demanded by 
today's applications and is well suited for tomorrow's 
smarter devices. In this day, in age where users are 
demanding more ~unctionallty, diagnostics) with less 
(one wire, not two), both users and vendors need a 
control networking strategy that works smart~ - and, 
consequently, a network model that works smarter and 
accomodates the future r·: ·~ 

Patricia A. Murphy is manager for Emerging 
Technology and Standards at Rockwell Automation 
Control Systems. 
Murphy's responsibilities include: 

Integrating advanced technology into Rockwell 
Automation Control System's Communications 
Business. 
Coordinating advanced technology projects. 
Participating in industry consortia such as 
Fieldbus Foundation. ODVA and Contra/Net 
International 
Leading business sllJndards activity and partici
pating in international standards committees as 
appropriate. 

Murphy has many years of marketing and product 
management experience in technology driven indus
tJies including automation, with Rockwell Automation 
Control Systems, and telecommunications, with 
Ericsson and G£ 
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First-Person Shooters 
General 

There are many different varieties of computer games on the market today. From 
flight simulators to real-time strategy, all of these varieties have created niche 
markets within the huge population of computer garners. One of the fastest 
growing game-types is the First-Person Shooter. This subcatagory of action games, 
also called over-the-shoulder shooters and other names, is based upon a relatively 
simple premise: You see the world through the eyes of your character. The goal of 
such games also tend to be very simple: You run down darkened hallways and kill 
anything that gets in your way. However, reducing the genre to simplistic elements 
fails to appreciate the reasons that these games are so popular. First-person shooters 
have lead the industry in implementing the latest technology, providing the greatest 
support for multi-player gaming, and generating the greatest amount of praise and 
condemnation. 

History 

The birth of the first-person shooter can be traced back to id Software's Wolfenstein 
3-D, released in shareware on May 5, 1992. Using a very strong graphics engine -, 
developed in-house, this game allowed players to see an amazing landscape through ; 
the eyes of the main character. The graphics may appear dated now after less than a 
decade, but the ability to move along the x and y axis in a graphically rendered 
hallway was a revelation. So was the feeling that the perspective gave the game. 
Players who were used to seeing small, animated characters jump up and down in 
side-scrolling games were amazed at the immersive feel of Wolfenstein. You could 
see the weapon that you were carrying and could see it fire. Life-like Nazis and 
vicious dogs attacked you from every coiner. 

If W olfenstein is the father of the first-person shooter, then Doom would be his most 
popular descendent. Doom, also by id Software, moved the action from the 
darkened hallways of a German castle during World War II to futuristic, although 
still darkened, hallways with a score of alien monsters. The game was an immediate 
success. This can be attributed to both the technical and aesthetic improvements in 
the game as well as the timing of its release. Doom, released on December I 0, 
1993, entered the scene just as modem speeds and awareness of the internet were 
increasing and the corporate and academic worlds were embracing the Local Area 
Network (LAN) . Its ability to support convincing multi-player games catapulted it 
into the forefront of the gaming community. 
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Other software companies were quick to recognize the appeal of Doom and the first
person shooters. Many licensed the graphics engine from id and began creating their 
own games. These "Doom clones" enjoyed great success. Games such as Rise of the 
Triad and LucasArt's Dark Forces created worlds that rivaled the world of Doom. 
This competition encouraged companies to find new ways to exploit the Doom 
engine. One result was beautifully rendered games with innovative ideas, like Raven 
Software's Heretic. The other result was increasingly graphic violence and a move 
towards parental ratings. Apogee, and its subsidiary 3D Realms, have ironically 
been at the forefront of both controversial content and moves to inform parents of 
the content. 

Doom was followed by the highly successful Doom II. This game is viewed by 
many as the ultimate development of the Doom engine. However, the game still 
lacked true 3D. id Software then announced the development of Quake, a true 3D 
game. Development of Quake lasted 18 months, giving competitors an opportunity 
to develop competing technology. 3D Realms took this opportunity. Using the Build 
graphics engine, created by the amazing Ken ·Silverman, 3D Realms developed 
Duke Nukem 3D. This game wasn't really a 3D game, but the graphics engine was 
versatile enough to make the illusion of 3D almost seamless. Duke was released 
several months before Quake and quickly garnered a huge following. Many of the 
innovations contained in this game are currently being used by other software 
companies. 

The release of Quake marked the true beginning of the 3D age of first-person 
shooters, at least in the traditional sense that we use the terms 3D and frrst-person 
shooter. Descent was the first title to actually use 3D successfully, with impressive 
and popular results, but Quake was the first title that used 3D in the traditional first
person shooter. With its superb graphics engine, quality levels and monsters, and 
multi-player support for 16 players, Quake allowed id Software to regain its crown· 
as the king of the first-person shooter. Amazingly, Quake remained the technology 
leader for a year and a half. This has as much to do with the appeal of the game as 
with id's decision to release enough tools and information to allow U!!ers to modify 
Quake. Using a language called Quake C, programmers could alter virtually every 
element of the game. The creation of powerful level editors and a host of utilities, all 
by the growing "Quake community," paved the way for spectacular new games, new 
levels, and new ideas. 

LucasArts' Jedi Knight was a revolutionary game on many levels, Until this title' 
was released in mid 1997, it was laughable to talk about the "storyline" in a first
shooter. Jedi Knight took advantage of the rich Star Wars history to create a unique 
and entertaining game. Through the use ofcutscenes and a non-linear story, 
LucasArts provided a game that compelled a player to finish. 

The release of Quake II in December 1997 pushed the technology envelop even 
further. Many of the features that had been pioneered during Quake's ongoing 
development, such as OpenGL support, transparent water, and the client prediction 
ofQuakeWorld, were included in this new game. Quake II also added nifty visual 
effects, like 16 bit textures in GL mode and colored lighting, but was also the first id 
title to have a strong storyline. Granted, the storyline still involved you running 
around killing everything, but the player was provided with specific tasks for each 
level. 

Just as Duke Nukem 3D and Jedi Knight had done previously, the release of Unreal 
has had a profound impact on a community that had been entirely focused upon 
titles from id. Unreal's strength lies not in its storyline, which tended to disappear in 
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the middle of the game, but in the power of its graphics engine. The engine adds 
many visual improvements, allowed for incredibly large levels, and is still very easy 
to modify. A wide range of titles, from hunting games to adventure games, are 
currently being developed with the Unreal engine. Many have seen this as a real 
threat to the empire of id. 

Fans of the Quake series are looking forward to the release of Quake ill Arena. This 
game has gone through a few profound changes since it was first proposed, but the 
many new visual effects and gameplay elements that have been proposed for the 
game are very impressive. 

1999 will undoubtedly see a continued evolution of the first-person shooter. Several 
companies are currently developing games utilizing the graphics engine from id 
Software's Quake 2. Several other companies are using the popular engine from 
Unreal to design their games. Still others have created, or are creating, their own 
graphics .engine. It is impossible to determine how successful these efforts will be in 
an increasingly crowded field. Regardless, it is clear that the first-person shooter will 
remain a large and powerful genre in computer gaming. 

' 

Technology 

As a group, first-person shooters tend to be driving forces in accelerating the 
development of computer software and hardware. Other types of games are now 
trying to keep up, but FPSs have a clear lead in the technology race. The rise of the 
3D graphics accelerator cannot be accredited to business applications; it is rooted 
firmly in computer games. It could be argued that 3Dfx, the company that created 
the Voodoo chipset used by several graphics cards, owes much of its success to GL 
Quake. 

First-person shooters have also pioneered the mutli-player gaming experience. 
Artificial intelligence with games continue to increase, but many players find 
monsters a poor substitute for playing against real people. 

Controversy 

. Just as FPSs lead the way in technology, they also have cornered the market in 
controversy. Very few games contain as much graphic violence as a first-person , 
shooter. Many first-person shooters have also received criticism for their sexist 
portrayal of women, satanic overtones, and racial stereotypes. Many voices have 
been raised in defense, and in condemnation, of these controversial games. The 
course of first-person shooters in this area remains uncertain. id Software removed 
all Satanic references from Quake 2, but the program was banned for sale in 
Germany for its violent content. 3D Realms created a "parental lock" for Duke 
Nukem 3D, an effort to allow parents to monitor a child's use of the game, but their 
is little doubt that the strippers and prostitutes will return for Duke Nukem Forever. 
Some software companies appear to be concerned about reducing controversy. 
Others appear to go out of their way to generate controversy. This division will 
likely remain as long segments of the gaming community are drawn towards each 
approach. In the end, the actual playability of a game will generate more interest, 
and more sales, than controversy alone. 

[Basics] [Servers] [Beyond basics] [Other versions of Quake] [Sources of information] [Citizenship] [Quake 
C] [Level editing] [Mods] [Quake derivatives] [Operating Systems] [Guide News] 
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Gnutella: Alive, Well, and Changing Fast 

01125/2001 

Gnutella, an open peer-to-peer search system primarily used for file 
sharing, was r~leased in March. Within four months, developer 
activity had substantially diminished, although usage continued to 
surge due to Napster-driven media attention on peer-to-peer file
sharing systems. After five months; the strain of an increasing 
number of users on a weak technical infrastructure resulted in a 
quasi-collapse of the Gnutella network. Late in the year, however, a 
second wave of more sophisticated development began to emerge, 
informed by experience. Defying reports of its demise, Gnutella is 
evolving and usage is growing in response, although significant 
technical challenges remain. 

What problems have been overcome and how? What problems 
remain to be solved, and how can they be addressed? Clip2's 
:O.i~trib.!!t~.!LS.~~.r..c.h.S.olJJ:ti.ons_ initiative has continuously gathered 
data on the Gnutella network and closely followed related 
application development. Here, we cover some representative issues 
to provide insight into Gnutella's evolution. 

Related Articles: 

In Praise of Freeloaders 

P2P pjrector:y 

Mojo Nation Responds 

Qpgo:S9.YU;g_R9Ymt~b!g_:. 

Fro.~ . .Ri9in.g.9.n. GmJJ!1.!!<~ •0 

Gnutella and Freenet 
Represent True 
I.!LG.I:I.09J.9.9i.G<!J..J.n..n..9.Y<!.ti9.!J 

Remaking the Peer-to-Peer 
M~m~. 

The origins and technical significance of Gnutella have been described elsewhere. Some notable 
points: 

• Gnutella's creators released an executable application and published neither its source ;code 
nor the communications protocol. Extant protocol publications made by third parfi.es trace 
their primary sources to reverse-engineerings of the original application. 

• It is generally acknowledged that Gnutella was not designed to support an unlimited user 
population, but instead a few hundred to perhaps a few thousand users. 

• The Gnutella protocol defines five message types, the data carried by each type, the 
transmission rules for each type and the mechanics of connection between hosts. 

• Pings and queries used to discover hosts and files, respectively, are broadcast; other 
message types, including responses, are routed. Messages are supposed to be dropped after 
a predefined number of relays. 

• Gnutella is not a file-transfer protocol. The protocol is designed for finding hosts and their 
files. File transfer is handled directly between serving and requesting hosts via HTTP. 
Gnutella applications that serve files contain mini Web servers. 

• The protocol does not specify how many connections a given host may initiate, accept or 
simultaneously maintain. It does not dictate conditions under which a host should maintain 
or drop a given connection. 

• Many independent developers have produced a number of Gnutella-speaking applications. 

It is not hard to imagine from the foregoing that Gnutella is susceptible to a number of problems. 
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Non-compliant implementations are problematic not just for their users, who may not be able to 
effectively communicate with others, but they are also trouble for the network at large. Because 
Gnutella messages are relayed from host to host, the impact of a non-compliant application can 
easily extend beyond its installed base and be magnified out of propo!1ion. 

But, what does "non~compliant" mean for a protocol without a. blessed standard? In the open 
world of Gnutella, free from central authority, compliance means being able to effectively 
communicate with the bulk of the installed base. It is not unlike the situation with languages such 
as English that have no formal codification. Protocol specification documents in this 
environment then become analogous to dictionaries that reflect popular usage instead of dictating 
usage. 

Of course, non-compliance can arise out of the purposeful invention of new words or simply out 
of poor grammar and pronunciation. Among the many ways an application can go wrong on the 
latter front: It can malform messages it originates, it can corrupt messages it forwards and it can 
improperly route messages. Proper hapdling of the routed message types by creating and 
maintaining a routing table is a feature that, when short-shrifted by a developer, results in 
substantial costs to users, including increased traffic and lost responses. The low barriers to entry 
to Gnutella programming have encouraged less experienced developers to try their hands, often 
exacerbating matters. 

Non-compliant implementations have been kept in check by, among other things, the availability 
of quality protocol specification documents, and the strict filtering implemented in popular 
applications in order to not propagate deviant messages. They represent a continued problem. 

Connectivity 

Connectivity was a big headache for users. Just as a Web browser needs a start page, a Gnutella 
application needs a start host. Unfortunately, early programs did not come preset with one 
because host addresses generally have short shelf lives. This sent users sea1;ching across Web 
sites, message boards and chat rooms for active host addresses. Developer Bob Schmidt came to 
the rescue with gnu Cache, an open-source application that automatically began doling out 
addresses from several enthusiast-run servers. Not long after, Clip2 began reliably serving lists 
of well connected, verified active hosts through a service that could be accessed at ~ , 
Gnutellahosts.com via Gnutella and the Web. By fall, developers had begun providing ap "auto
connect" feature in Gnutella applications that relied upon host list services for start hosts, 
relieving users of the need to bother with this matter. Technically, these services are sufficiently 
uniform in the way they operate so as to be interchangeable to the developer, although the 
quality of addresses returned varies. The connectivity problem has thus been addressed in a 
manner that is not susceptible to a single point of failure. 

Lack of Search Results 

A lack of search results was a substantial issue following the quasi-collapse of the network in 
August. As the traffic carried by an average host grew, it eventually exceeded the capacity of 
hosts on the slowest physical links -- dial-up modems. These hosts became bottlenecks in the 
network, effectively severing communication lines running through them. Fragmentation into 
smaller sub-networks effectively resulted, with the upshot that users saw fewer search results. 

Responses to the issue followed a common theme: move users on slower connections to the edge 
of the network. 

In October, Clip2 introduced the Reflec.tor., a special Gnutella server designed to run on a high-
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speed connection and act as a proxy for users on slower links. In so doing it conserves the user's 
bandwidth and situates slower hosts at the edge of the network. Via a Reflector, a network of 
users can use Gnutella with far less aggregate bandwidth than would otherwise be required. Most 
Reflectors are run on behalf of a particular user population and not publicly advertised, although 
a handful of public-access ones are available at any given time. 

November and December saw the introduction of two significant new Gnutella applications. 
First, Lime Wire LLC introduced Lime Wire, then Free Peers, Inc. released BearShare. Both 
programs apply connection-preferencing rules that decide whether a given connection will be 
maintained. One common example: connections to unresponsive hosts are dropped.- The 
consistent repeated application of this simple rule to a series of connections will tend to drive 
slower hosts to have fewer connections and sit at the edge of the network, a bit like a poor 
conversationalist might find himself marginalized at a party. 

Coincident with these developments and the uptake in adoption of these applications, Clip2 has 
seen a steady increase in the number of responsive hosts active at any given time on the network, 
rising from a typical figure of 500 in October to more than 1500 in early January 2001. The 
quantity of search results has increased as well. According to Clip2 estimates, the number of 
Gnutella users per day has risen from110,000 to 30,000 in November to between 20,000 and 
50,000 in January. 

Download Failure 

Download failure looms as one of the most serious problems according to many. Although 
attractive search results may come back, they are useless if the associated files cannot be 
downloaded. Quantitative study of the problem is complicated since users have preferences in 
the files they download and upload. Since all files are not equal, there is much room for .. 
inaccuracy in the results of any test that assumes otherwise. Nonetheless, there is a 
preponderance of perception that downloads fail too often, particularly relative to other peer-to
peer file-sharing systems. 

Spurred by an AY.ID.I~t~.Q.Q.O .. P~P.~r. by Eytan Adar and Bernardo Huberman of Xerox P ARC, there 
is belief that "freeloading" - users downloading much more than they upload - is a major source 
of the download failure problem, although the critical ratio of supply and demand is anyone's 
guess. The response to commentator Clay Shirky's counterpoint that "bandwidth over tithe i§ 
mfinit~." is that the server bandwidth available to users who want to download a file rigqt now is 
too fmite. 

Developers are taking two major actions: 

1. removing as much friction as possible from the upload process, such as defaulting a user's 
upload directory to be his download directory; and 

2. blocking uploads to users who are not themselves uploading. 

Web sites such as Gnute and Gnutella.it allow users to search and download from the Gnutella 
network without providing a direct means of contributing files back into the network. Seizing on 
this asymmetry, recent versions of Lime Wire and BearShare have taken the offensive of denying 
download requests from Web site users. Instead of the file, the user finds a suggestion to 
download Lime Wire or BearShare. The next step in this evolution may be to prioritize download 
requests even among users of these applications based on how much they have uploaded or made 
available for upload. The situation begins to resemble the model of Mojo Nation, in which 
downloading has a cost that is payable by providing resources back into the community. An 
alternative approach that might potentially be effective would be to not advertise a file -- not 
respond to a query for it -- so long as there is no bandwidth available to serve the file. 
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"Busy signals" are not the only possible cause for download failure. Hosts may be unreachable 
due to firewalls or intervening network address translation devices, applications may be buggy or 
incompatible, hosts may go offline or change their content between the point of advertising a file 
and the point of receiving a download request, and so on. A mechanism that enabled hosts to 
verify each other's ability to upload any file would address some of these issues. 

What Next? 

"What next?" is a fitting conclusion, for it is a problem that looms over.Gnutella's future. Non
compliant implementations, connectivity, a lack of search results, download failure ~these are all 
nuts-and-bolts problems with Gnutella. Sorting them out is necessary for Gnutella to meet 
commonly held basic expectations of it as a usable, public, decentralized file-sharing system. 
What happens when these core issues are sufficiently resolved? 

The answer is that users spur developers to push on to new features. But which features? The 
trouble of "What's next?" is the contentious issue of agreeing on what problems need to be 
solved. Some aspire to see Gnutella be more scalable or more secure. Some want the system to 
be more anonymous, some want it to qe less. Some hope it becomes a more generalized 
distributed search medium and grow beyond its file-sharing origins. Some imagine other 
applications riding upon it, even commerce. It seems there is no end to the expectations. 

Unfortunately, Gnutella has a history of aborted, failed or poorly supported attempts to unite 
developers; the analogy of herding cats has rarely been so apt. One of the most notable efforts-
Gnutella Next Generation-- never significantly advanced beyond the proposal stage. Media 
reports have confused a spin-off effort known as gPulp as a Gnutella organization, but as the 
principal behind it has recently stated, "We are not a working group on Gnutella." , 

As of this writing, then, there is no clear leader in terms of a working group or other form _of 
organization. There is, however, one arbiter of innovations: the market. Gnutella developers who 
have experimented with "improvements" that run counter to, outsid, or in between the lines of 
the de facto protocol have been kept in check by the fact that their applications must be able to 
communicate with those produced by other developers. 

When the developer of an application known as G.n.9J~l!J!, wanted to place more information in 
search-response messages than existing protocol specifications called for, he made sure he did it 
in a way that could still be passed on by the original Gnutella application, which was dominap.t 
in terms of user base at the time. Some other applications regarded Gnotella's search resP.onses as 
noncompliant and dropped or otherwise "mishandled" the messages. The ability of Gnot~lla 
users to respond to queries was impaired, but the degree of impairment depended on the 
popularity of applications that regarded Gnotella as noncompliant. This story is being repeated 
with BearShare, which has recently released a version that also places extra information in 
search responses. 

Will this market-driven pattern continue, so that Gnutella evolves in a competitive, Darwinian, 
decentralized and bottom-up manner? Or will it "grow up" and follow the trajectory of many 
other protocols, evolving through top-down committee processes? Only time will tell. 

Kelly Truelove is the founder and CEO ofC/ip2, where he has led the company's efforts on P2P 
~ystems, distributed search, and Gnutella. He is a speaker at the upcoming f..?.<~.r..!.P..P..?.e.r.gng 
W.E?bS.?.rY.ic:.es. ... CP.rif.ere.nc:.e.. 
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50 Graph Theory with Applications 

3.3.5 Find, for all v ~ 5, a 2-connected graph G of diameter two with 
E=2r•-5. 

(Murty, 1969 has shown that every such graph has at least this 
numher of edges.) 
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4 Euler Tours and Hamilton 
Cycles 

4. I I'III.I'R TlllJRS 

A trail that traverses every edge of G is called an Euler trail of G because 
Euler was the first to investigate the existence of such trails in graphs. In the 
earliest known paper on graph theory (Euler, 1736), he showed that it was 
impossihle to cross each of the seven hridgcs of Kiinigsherg once and only 
once during a walk through the town. A plan of Kiinigsbcrg and the river 
Pre gel is shown in figure 4.1 a. As can he seen, proving that such a walk is 
impossible amounts to showing that .the graph of figure 4.1 b contains no 
Euler trail. _ r-:----
~Jnsed.w!!J~. ~~~_!.@YJlrS!!Le!l_q._ el:fg£_<~~-·(]j_~~~~c£L 

An Euler tour is a tour which traverses each edge exactly once (in other 
words, a closed Euler trail). A graph is eulerian if it contains an Euler tour. 

Theorem 4.1 A nonempty connected graph is eulerian if and only if it has 

no~ of odd degree.~.::::.: 

Proof Let G he eulerian, ~d let C he an Euler tour of G with origin 
(and terminus) u. Each time a vertex v occurs as an internal vertex of C. two 
of the edges incident with v arc accm"i"nted for. Since an Euler tour contains 

~~~~:; 
A~B .J~ 

~~~--
(a) 

c 

Ac{ ~8 

D 

(b) 

Figure 4.1. The bridges of Kiinigshcrg and lhdr ~raph 

J 
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whit~J:loar~r: groJ}p, El(ji~Qrs; a,nd di~tnbute(l ~a.nleB'' or . .· .. · •. ·. F1an. · .. or.IE·· ... ex .. T·.a. ·mF· .. ··.P •. p~l .•. ·.:re ... es •..•..•• ·a···e·.··.···nl·'·ar··t .. " ... geti·.o-.sn·.·.~.·.··m·.·.· ... ·.···.·a•.·.c.·.· .. ~ ... ···.·n·:.•l·.;.:.·.•.e.'.· .. ~.: .... r •.... o·.e····.·r·.nv··. ·e····.·.·.·.. .. . . . ·.· ·.· ... o·.·.·.··f·.·.'.peo·.·.·.·· .. ·• .. ··.···p·.·.··.·I·e.·.· .. ·'.: .••. •,••·•·.·.· .. siinulations. ~u.clfapp~~~tiol"lfl<Oft~n,in1'()1Ye'iJlanY•Par-:• . . . . . .. · .. "' ' ~· -· . ,··.... . . . . . . . .. .. . .. 
ticip~ts 'an<i' ttlii~ally requite a •. !l;Recl6c ~otm offutil- .. · ... who listenfor}1!lhorUim~apd.iherrleave'th~confe~cE:Ji • · 
ticas~·:~c;Ill.lliull#Eation .Q~yd. diss,e,(Tti~~tion-;ip: .. ·'Yhifli:,~ · ·. i·These applif.ati,ons ~J'flicaJ1y.;.r.~tiP:e~aspyclfi~· fC)rtAof.· •. 
sii1gW· ·sendei ¥nst . reliably :tranS,!Jlit' :data to .Alul~iple II1ulticQ.St <1~-veryc Ca.lle<l r#s~emina#on.i.••Piss.elnination• .· 
receiv~s' in ·.a, timely fashion. . . Thi5 paper ,(lesCfibes inyolv~ .lXN· c~rrun~nication in w~#l a single sender 
the design. an&itnplementatibn of a.· teliable' multi~t. ' must reliably ]il~lti~t asignilicant amoil:nt of data to ' 
transport prqtocolcalled Tl.f.,TP (zrf~ lJ(lSed MJ1lti¢~t multiple receivers: ..•. 'IP·· multi<:a;st prQVi!JEl!l sca1ablea.nd 
Transport Protocolf TMTP ·expl~its·.the,effi;Cient b~t- . efficient routing ·.a.nd delive:ryof IP ·p~etp.to multiple • 
effort delivery mechanism ofJp tnulti!'iast for packet receivers. However,. it do~ not provide the reliability 
routing and del~vecy. However; for t~e P11I'po$e ofSca}:. ·needed by these types of collaborative applications; ·. 
able How and err()r;control; itdyrta.rnkallyorg<illizesthe Our goal is to exploit the• highly ~dent. best-effort 
participan~into a hierarc;hic!d control trl:*): The control; delivery mecha.njsms of IP mtilticastt<l'cbn!)truct a sc~,:. 
tree._llierarChy"'employs. restricted nc,;cks 1J)itk supp~o1J, able •· and.efficierit•.··protocol .. for. J:eliable'dissemination. 

· and an eXpand~ng ring seaf'Ch.to:distribtite thei fu11~~ons •... ·Reliable. diSsemination l)D the ssale ·o(ten~ or hundreds 
of state management. and er:rouecoVEicy Jllilong many . of participants scattered across the Ip:t~et reqllrres 
'inemliers;·. thEl.f~b;t>aJloWing· s<;alabJlit;y~9, · ;.n~m?ex:s .•• · L ... earefullyd~ign~ f!;n:w an<Lerrpr contro.La]gorith1Illl that· .. 
of receiverS. :\:nMlJti~e-f!~ed iinple .... ·.:.. . ofT:\,fTP •. :.. avoid t~e many potentiaJ bottien~/.J"l(?t~ntial·b61;tl&-; 
&panrll,ng the U niterl, States ~<lEw-ope has b~en tested: · • ·necks include host proces~in~. capac,ity [18]iuid netv{t;lrk: 

. and experi.tllental results are presented. · resources.· Host processfug ~pll.City becomes ab()ttl~ 

KEYWORDS. · neck when the sender must maintain state inforni8.tion 

Reliable Multicast, Transport Prptocols, Mborie, Jn;., 
teractive M,ultipoint Services, Collaboration · 

INTRODUCTION · 

and • process· incoming acknowledgements and. retrans~ 
nlission requests from a large number pf:receivers. Net
work resources become a bottleneck unle~s the:ftequency 
and scope of :retransmissions is Iimi~d. For instance, 
loss of packets due to congestion in a small portion of 
the IP. mu~ticast tree should· not lead. to retransmission 
of. packel;sito. aJl the receivers. Frequent multicai!t re

. transmisSioils of packets a.$o:wastes valuabie network 
• bandWidth: · · 

This· paper. describes the design an<l i:n:lplementatiori 
. of a reliable diSsemination protocol called.''J:MTP (Tree
based Multicast Transport Protocol) .that includes the 
following features: 

1. TMTP takes advantage ofiP multicast for efficient 
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packet routing and delivery. 

2. TMTP uses an expanding ring search to dynam
ically organize the dissemination group members 
into a hierarchical control tree as members join and 
leave a group. 

initiated approach in which the sender disseminates 
packets and uses either aGo-Back-Nor a selective repeat 
mechanism for error recovery. If used for reliable dissem
ination of information to a large. number of receivers, 
this approach has several limitations. First, the· sender 
must maintain and process a large amount of state in-

3. TMTP achieves scalable reliable dissemination via formation associated with each receiver. Second; the 
the hierarchical control tree used for flow and er- approach can lead to. a packet implosion problem where 
ror control. The control tree takes the flow and a large number of ACKs or NACKs must be received and 
error control duties normally placed at the sender processed by the sender over. a short interval. Overall, 
and distributes them across several nodes. This this can lead to severe bottlenecks at a sender resulting 
distribution of control also allows error recovery .to in an overall decrease in throughput [18}. 
proceed iildependently and concurrently in different An alternate approach based.· on receiver-initiated 
portions of the network methods [19, 15} shifts. the burden ofreliabledelivery to 

. . ·the receivers. Each receiver maintaiils state information 
4. Error reeovery iS primarily drivenby recei'verswho ang explicitly requ~s retra.IfsmissionoOost packets.by 

use a, oombin?oti()n. of. ~strj,cted · _nega#veac;kno.wl- .. ;aendirlg negativeackriowlediements , (r\AC,Ks) ., JJnder 
edgementsWith ?laCk· · · · · ·' ·>a.nd periodic :P'bsi- • , , this ~ppfciach;the re.!~ver~uses,twokinds ()ltimer;S, · .···· . 

. 
t
t. iuver·e····•.:_._a:tim··lS ...• -...... _.exp·· •.· .• d.wl···ol'_l·.etde·· ~-·.·_·._ .. ·.·.· .. ··tmo' ·.e.ril_.etss.·_· . .-t· •. _·.;n __ ; .... • •. ;,a.·· .. •••• .·_.·t_'h·_.·e·.·.·_.·._·s,' ·_,_.c.·~_:oo·.·.hp_.'_ .•..• _.e'·.··.' .. '.: __ :t.·on .... ~.·.e_~·.· ..•. r'·' ..• et····.c·~_-.· ••. ~.-,,_·· ... '.,.·s.··'.•~o.~.-.·mru.·:' ••.. •·.··,_C;."- •.·.. :.; fu:st/tiihElf· is usea to dcitecf•lb~j;; packet& 'wheti~ n& ' ' r ' ' ' . . . . u . vb ·· . · .... r b~~ .-. ~:~'-·aitt~~:re~~i~ed'foraoiile;ti.ih~i:.;Th~-s~~nd·:tifuet.is'use'if~·~~'i.::(:;'';; :·.•·. 
sioris to'.the.-r~~Qnwher~gac;keti9ss occurs; 'thereby ··tb• det~$ wansmlssio~·.of'NACKS .. m thehope··tl~at~orilei 
insulating the. rest of the .network rrbm. MditiQnal .plJieyrecEliver inlght g'eneiate a NACK (call~. i14tik sup~ . l 

.· traffic. . . . . . ·. .. . . ·. .. . .,;·,:P.§~ .. ~~i~:.j·~ b_· een. sh·o. wn ..••.. tha_•··.t_ .. th!3_·.· •_rec_ei __ v_ .. et:_ihftiil;ted_ · aP:' · 
We haYe cornpleted a u~er~levetilhplert:terltation•of . · · · . ·· · · ·· · · . · . · · · · 

T1n:P: based on 11:;'/UDP multicast .#tdhav~ ~s~ it .• _.. · ~proaeP. reduces the bottJen~ at the s~~der,_ and prq-, .·· .. 
for a system_ · atic peri. .ormarioo eval_ ria_ ·.tion <S,fielia. b .. l.·.e. dis- ·• ,Vides substantially • better performance [18],. · Howev:er} 

· · the reeEli.'ver-initiated)PI:iroach .has some major dr3.\v., • 
semiilati<)nacro8sthe current Internefl\{bQne::OU:rex~ · · · ·· · · · · · 
periments involved ·as many as tb1rty.group mefubers ' ba.cys:.First; th~ sender doesJ10treceive positive confir:- .· 
located at several sitesin the liS: and: Eurdp~: Th~ re. · rriation of reception: of:data from all th~ receivers and, 
sults are.. · tinp_tessive; TMTP meets our. objectiv. eo. f,scal- therefore, ~ust contiiiu~.t'Obufrer data for long p¢rl:ods .. · 

· · · · · , oftime. The second an,~ :mostimportant dra~back: iS 
ability by significantly reducing the. sender's processing ··that the end.to-end delay in delivery can be arbitrarily 
load, the total. number of retransmissions that occur, large aserror recovery soleiydepends on the tii:neQuts at 
and the end:.to-end latency as the number of receivers is the·receiver unless the. sender periodically polls the re. 
increased, · · · · 

Background 
A considerable amount Of research· has been reported· 

in the area of group commUnication.. Several sY;!3terns 
such as the ISIS system [1],, the Vkeinel [4]1 Arttoeba, 
the Psynch protocol [1:7], and various others have pro
posed group comlilunication·prii:nitives for ~onstructing··· 
distributed applications. However, ail of these· systems 
support a general group communication model (NxN 
communication) designed to. proVide reliabk delivery 
with support for atomicity and/or.caushlity·or to shn
ply support an unnlliable; ui1orden3d. multicast.delivery. 
Shriilarly, transport proto(;()ls spet::ifically. designed to 
supgort grou}J. communieatiori have alS(). been designed .. · 
befOre [13, 5, 3,19,.9]. 'I'heseprotoeols maiilly:cancen-· .· · 
trated ort.·providiiig;. relial>le .broadc:ast 'over loCal area > . 

nehv-orks or broadcast linkS. Flow and error cOntrol ' 
mechanisms employed in. networks/with. physical layer 
multicast capability are simple and • do not necessarily 
scale well to a wide area network with unreliable packet · 
delivery, 

Earlier multicast protocols used conventional flow 
and error control mechanisll1S based on a sender-

ceivers to detect errors [19]. 1£ the sender sends a train of 
packets and if the last few packets in the train are. lost, 

· receiver$ take along. time .to recover causing uri1lece&
sary incy~ases in end.,.t()o-el!:Ldelay. Periddicpolli:hg of 

· ·all receivers. is not an:.efficient and practical sohitiox:t hr 
a wi<ie area networkThird;;tlieapproach reqwtes:that ... 
aNACKmust be multieast to all the receiversto allow 

· suppressionofNACKs at other receivers and, similarly, 
all the retransmissions mmrt be mUlticaSt to all the.<re. 
ceivers. However, this can result in unnecessar:Ypropa
gation of multicast. tra6ic over a large geographic area 

. even if the. packet _losses and recavecy problems axe r~ .. 
stricted.to a distant but. small gebgraphicarea1 . Thus'; 
the approach. may unnecessarily waste valuable band.:. . 
Width: . . '. . ·. ·.· 

In. this paper we pt~sent an,altemati~e approacli that 
achieves scalable reliable di.SSemination by reducmg the. 
processmg bottlenecks of sender-initiated approaches 

1 Assume that only a distant portion of the Internet is congeSted 
resulting in packet loss in the area; One or more .receivers in tills 
region may multicast repeated NACKS that must be processed 
by all the receivers and the resulting retransmisSi!ln,s must alsO be 
forwarded to and procesl!ed by all the reeeiver8. 
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and avoiding the long recovery times of teceiver-irutiated 
approaches. 

OVERVIEW OF OUR APPROACH 

Under the TMTP dissemination model, a single 
sender multicasts a stream of information· to a dissem
in(J,tion group. A dissemination group>consists of pro

. cesses scattered throughout· .the Internet, all. interested 
in rec~iyjngthe same datafeed. A session directory ser
vice .(sii:nilar to the session directory sd from LBL [12]) 

· advertizes all active dissemination groups. 
.. Befon~ a transmitting process can begin to send its · 
str~ of information, the process mus.t create a dissem~ 
ination group, Once the dissemination group has been 
formed,. interested processes can dynamically join the 

Sender Local Domain 

....... \ 
Figure 1: An example control tree with the maximum 
degree of each node restricted toK. Local group mem
bers within a domain are indicated by GM. Thereis no 
restriction on the number of local group members within 
a domain. 

group to receive the data feed. The dissemination pro- the control tree (including. the root) is only respc;msi-
.·tocq~ dOe8not.provide afiymechanismto insure that.I3Jl ble forhandlipgth\3erro(S th~t. arise in ·its immediate 
receivers • ~e Pf~~nt' and .listening q~01:e . trarisJ!Pssion K children; . ·ttewis.!il,;chil<IJ~ .orliy &en~ periodic; P.Osi-

. ·' ·.·.·.•••· .•. '.··.·.·,·'~ .. ·n· ... e.·.:.~ .. c·.··.·e· .. ·.rt;.· .. ····.•.:a .. \l_Al·n .. ·.·.·.·.··.·.·s·t·lit,.,t·.·.·.o .. u'.il.•a·.··gJ:t.·t .. · .. ·t·.·o·.·.:·:."ns ... us· ... ··.~.· .. w·.·e·.a. ·.·enm.".e·····."~ .... ' •,;oa:lS.··.a··.m···· .. · ... h.·.·.~.mg··.·.·.···.·a······Y·.···:. ·· .. ,· .. ··.·· .. ·· .. ··. ~.· ... ·.l.,e.·· ...•... ·.·,'·.·.·.····· ·. tive •..•.. ·.·.. ~#ll~s;~Jlieir~ate·.I!~nt. }\Then, . 
• .. . .,.,. ' a child \letectsrli-~ss~~:p#et;tlie clllld'filulticasts a, • 

:· seinuuttion system iii which recefver proCesses us.u~Uy. '.NACK in COI1lblnation With, nack supp"ession .. ·On., the 
.:iou;!'a:d~ta' feed,:alreadyinprogr~ss.~d/()r leave a data.··. . receipt oftl):e Nl\e~; its·J)~?-rentin We. c~trql tr13e wul-: .·· · 
f~d·pii~l:'to; its.t~rJ:Oination~· .. ·. Coilllequently,tli~ P~?tocgl · · ticasts tlr¢~iSsiiTg pa.<;Ret' •. 'J;'oliiD1tthes<:6PE1.0,fth~ 
IIIakes riO efforho/coordinate the sen<;ler and:r~eivers~_ · ti~t NACK atid.'tlie ~suiirg I!ll.dticastreti .· . · ··· .. · .. 
:tlld· an. application must rely on an ~Elm~ :sxPcllr~ TMTP usestl\~:·Xime- T~~JJive fl'tL) field tl)'restrlct tpe 

· .. riization.methocf when such\ coordinat~oJ1 is neces~~' transmission i$dius of the message. As a•re,sult·, .error .· 
For the purooses'offlow and error cohtn:>l, TMTP or" ·· recqveri is completely localiZed> Thus, a c1issemination' 

ganizes the group·. participants into a hierarchy of su'b~ application. SUch as a world~wide IETF conference ;Would 
nets· or dQ7n(Jins .. , Typically, all the group members in, organize e~h geographic dom~in ( e,g., tb,e receiyers j!l 
the same subnet bel()ilg to a domain and <). siiJ.gle do~< Californiavs. an: the receiv~rs in. Australia) il).to Sep.' ·. 
main manger acts as a representative on behalf ofthe arate subtrees sQ. that ermrrecovery in a region: can. 
domain for that partieular group. The ·doi!laiD, manager;: proceed independ~ntly .without. causing a.ddi~ional trlli- · 
isresponsi):>le fm::.recoveringfromerrorsandhandlinglo- . fie in other regi~n$. TMTE'shierarchical stru.ctur~ alSo.·. 
cal retransmissi()nf!ifone or more of the g~:oup, I!l~bers ·. reduces. tbe·end7t&enddelay beeause the retrarislhission . 
within its,domain db not receive some paCkets. ·. · •.. . .·. . requests need l}Ot propaga,te all the -way baSk to the bJ1!!;., 

In· addition tQ handling error recoveryJor th(llo~~ inal sendet: In. addition; locally• retransmitted· packets. 
domahi; ea.ch d9rain manager m~y a.Iso pr()vic}e error . wm be re~iyBclqu.icltJY by)he a£flilcted rec¢r,ers· ' •.• 

· recoveijfqr other domain IIianagFWi~s'vicinity. ]ibr The·cqn£r.oLtree·W·.self,.prg¥Uzing aiJ_<l'd.cies not rely:• . 
this purppse, the .. domain managers are org¥rl~ed ill to . on any centraJi~ed'coqrdinator; b~ing built dynarii~cally .. 
a control tr~e as shqwn in. Figurel. The send~ in a· as membefsjoin and'l~vethe group, A new d9II1ai,Ii· 
disseminatio~ group· serves as the root of.the tree ~d . manager atta.<:h~. to the control tree. after discovering · 
has· at most K domain managers as children, Similarly; the closest node, in the. tree using. an elxPand~d.ring . 
each domain manager· will accept. at most· K other do- · search; Note that .the control. tree· is built solely at. the 
main rna.llagers as children, :qJSulting in a tree with max- transpori layer and. thus does not requi~. any explicit 
imum degree K. The value of K ischosen. at the time of. · support; from, or modificl1.tion to, the IP multicast in-
group creation and. registration and does not ip.cludelo- frastrncture inside the. routers;. . . . 
cal group members in a domain ( orsubnet). The degree The folioWin~f sections describe the. details of the 
of the uee (!.{)limits the processi,nglqad on the sem~er TMTP protocoh'. • ··.. · · 
and the internal.nodes of the control tree. Consequently, 
the protocol overhead grows slowly,. proportional to the · GROUP MANAGEMENT 
LogK(Number.Of.:.Receivers). The session. directory provides the following group 

Packet transmission in TMTP proceeds as follows. management primitives: 
When a sender wishes to send (!at&, TMTP uses IP 
multicast to transmit.packets to the entire group. The 
transmission rate is controlled using a sliding window 
based protocol described later; ·The control tree .. en
sures reliable delivery to each member.· Each node of. 

· CreateGroup(GNaine,CommType): A sender cre
ates a new group (with identifier GName) using the 
CreateGroup routine, CommType specifies thetype 
of communication. p;,lttern desired and may be ei.,: 

i'· ;:··.:_:?~· ... -,~ : . 
··, .. 
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ther dissemination or concasf. If successful, Cre
ateGroup returns an IP multicast address and a 
port number to use when transmitting the data. 

JoinGroup(Gname): Processes that want to receive 
the data feed represented by GName call Joii:J.Group 
to become a member of the group. Join returns the 
transport level address (IP multicast address and 
port number ) for the group which the new process 
uses tolisten to the data.feed. 

LeaveGroup(Gname): Removes the caller from the 
dissemination group GName, 

.. DeleteGroup(GName): When the transmission is 
complete; the sendingprocess issues a lJeleteGroup 
request to remove the group GName f!:om the sys~ 

·.tern; · DeleteGroup also. informs all. pa.i:ticip~ts, and 
·• do;;riai1:1 n1anagers' th'attlie·~oui:> is•.nq: longeractive;· .. ··•· 

. toN+~ot.~R~~ Mi~A~i:~~~T .... · . :,,. , . . ·.· . 
. ..• · Eacltdis~e¢ihati6n grolJ~·;h~ .• ano.·associated.'control· 

.. tree. consisting of dorn.aii:J.. managers: :Over the·lifetiine 
·.· ·•.• .0ith~. disseD:ui1ationgrou:R;··thE1 conti:ol t~ee grows and. 

shrinks dynamically in responseto additions and dele
. :J:iops t?and from the disseinina,ti6n group membership; 

.. , . • Sp~cifically,. the: tree grows whenever .the. first process 
in a domain joins. the group n.e., a domain manager is 

.·. cre:ated} and shiinks.whenever: the last process left in a 
,do:rhain lea yes the group. (i.e., a domain manager termi., 
nates). . . ' 

'.There are· oruy ·two operations associated with con
trol tree management: JoinTree.and LeaveTree, When a 

. new domain manager is created, itexecutes the JoinTree 
pl'otocol'to becorn.e a member ofthe control tree; Like
wise, domai!l'. managers . that no longer. have any local 
processes to support may choose to execilte the Leavec 
Tree protocoL 

. . Figilres 2 and 3 oi.ltlii:J.e .the p'rotocoiS.::'for•joining· 
and leaviilg the. control tree .. The join .. algorithm elll- · 
ploys· an e:tpanding ring·. searck to locate potential coli~ 
neetion points into . the control tree, . ·· A new domain 
manager . begins an expanding ring search· by mul
ticasting a· SEARCHY'OR...P ARENT_ request .message 

.. with a smalltime-to-live value (TTL); The small TTL 
value restriCts the. scope of the searCh·, to nearby. con~ 
trol nodes by limiting. the propagation of the multi

. cast. message. ffthe manager doeS: not receive· are-
. sporise. ~thin . some ·.fixed tirileout period; ·.the, man~ · 
agerresends the SEARCHJ'OR.:PARENT me5sageuS
ing a larger TTL value. This process repeatslintil the 
manager.receives a WILLING~TO.BEJ>ARENT ri1es~ 
sage from one or more . domain manageri; in the con~ 
trol tree, All existing domain managers that receive the 
SEARCHcFOR.PARENT message willrespcilld witha 

2 Although this paper focuses on disilemination,. TMTP also 
supports efficient· concast ·style communiCation[lO] .. · 

While (NotDmie) { · · 
Multicast· a SEAll.CH:..FOR:..PARENT msg 

CoLlect :r:esp~nsell .. .· .• · .. 

~;-~~~~;·i 
If (JOTI(;CiJNF:iJU!' received} 

N'oto<lD.e ='" F"<l.lse • •: ·_· 
Else /'• try again··;/ 

} 

. . (A) New Domain Manger .Algorithm 

Receive·•request· .. ·m.(l~sage·' 
If (request is SE,ARCH;..FoR;.;PARE:NT> 

If· (MAX..; CHILDREN· not ex deeded) 
Send WILLING~TO:..Bl:t.PARENT msg 

ElSe· 
··I* Do .not. :r:esponci.*/ 

Else .. If. (request is JOIN::.REQUEST) 
Add. child to . the tree. 
Send JOIN_ CONFiRM DiSg_ 

(B) Exis~ing ])amain Manger· Algorithm • 

FigU.re. 2: The .protocol used by d.omain mana~ers to 
join the • control tree•. A new. domain. manager perforrus • ·• 
algorithm (A) while all other existing managers execute · · 
algorithm (B). 
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If (I_am_a_leaf_manager) 
Send LEAVE_TREE request 
to parent 

Receive LEAVE_CONFIRM 
Terminate 

Else I• I am an internal manager *I 
Fulfill all pending obligations 
Send.FIND_NEW_PARENT·message to children 
Receive FIND_NEW_PARENT reply from all children 
Send LEAVE~TREE. request to parent 
Receive LEAVE_CONFIRM 
Terminate 

Figure 3: The algorithm used to leave the control tree 
after the last local group member terminates. 

terrupted service" which. means children of the depart
ing manager continue to receive the feed while they rein
tegrate themselves into the tree. However, errors that 
arise during the brief reintegration time might not be 
correctable. We are still investigating alternatives to 
this approach. 

After a .departing manager has fulfilled all obligar 
tions to its children and parent, the departing manager 
instructs its children .to find· a new parent. The chil
dren then begin the process of joining the tree all over 
again .. Although we hwestigated several other possible 
algorithms; we chose the ,above algorithm for its sim~ 
plicity; Other, mote static algorithms, such as requiring 
orphaned children to attach themselves· tb their grand
parents, o£ten result in poorly constructed control trees. 
Fo,:cing tile. children to restart the join proc(ldure en~. 

WILLTh"G~TO::J3E_pARENT message unless they al~ ,·· · sures tl!a(childreri wilt select the closest possible con,~ 
ready support . the rnaxunu,m UUinber. of <;h,iJ<irEJA· .• The •• ' nection· point; ' Ot~ef more compleX dY,I~amic; methods·. '· ·' 

~~.;~f~t~ft.:::,~~~~ f·:·:·:·!~o····ur~ci.:0si.ol •. "mn.·.~p;l .. ~e··~.: ..• •.·a····.··.!l·.:·g~o·~n;~t·~.·n···_· .• : .••. ~.·.· .. ·.h£ras·.·~.fe··.···.h··.,b·xp.e~:.}:etn~ .. 1.~a···.:.hc·:·c~e~p~tth.0aJbelF.Pe.~.:.·.r£.· ...•... ~::xr:~f,::, . 
. . tacts Fhe selected~rnal.la,gez;JCi become.its cl!~lq;"J~hr eiicir · · . .. . ·. lllli . 

~~;:tr~: .. ~~:~~-~~±rf~t;~:i:n~~::h~~ ·. DELJVERY: MANAGEMENT 
child .·withm the' domain/ The domain rn~nager keeps . TMTP,'co~~~~~··its packet transrniss1ol'l. Strategy with· 
the Children informed of the current multica.Stradi\ls, a uniquetree!-basederror and flow controlprotocoLto 
As described later in the des~ription of the errorcontrol ' proVide efficient' and reli,able dissemination .. Con'Veri.~: 
part of T1\1TP,. both patent and its. children.in. a domain . ; .. tional flow arid error control cilgorithrns employ: a seq del'~ .•. 
us~ the current multicast ta,dius to restrict the sCope of. or receiver-hritiated.approaeh. However, using the con-
their multicast transmissions. trol tree,· TMTP is able. to combme the advantages of. 

Before describing the Leave'I'ree protocol, note that each· approach while avoiding their disadvantages. Lbg~:. 
a domain, manager typically has two types of children. ically, TMTP's delivery management protocol can· be 
First, a domain manager supports the group members partitioned ·into three. components: data transrnissio!l; 
that reside within its local domain. Second, a domain . error ha.Ii,dling, and flow control. The following sections 
manager may also act as a parent to one or more children address·each of these. a.Spects: . . . 
domain managers. We say a manager is an internal The Trimsmissioil Protocol . 
manager of the tree if it has other domain managers as . Th~ basic transmission protocol is q,uite simple and is 
children~ We say a manager is a leaf manager if it only best d~scii~~d Yia• it .•. siinple example, .Assume a senqer : 
supports gr-~up members frCiiil its ·loCal domain';: . process s ]las~ ~staqlisiied a dissemination group :X. art d), 

A. domain ~anager may only leave the tree after its wants to'II1ultii:luitd;ita to. group~ X. S J)egh1s.by .niulti~ . 
last local. membE)r leaves the group, . At. this. point, the casting d~ta toth~ (IP:.17mlticast_addr,port~i(o} ~ePt:fl-
domain manager.b~gins .executing. the Leave'Ihie prot~ seriting group X; The mUlticastpackets.travel directly, .. 
col shown in Figure 3. The algorithm for leaf managers. to all group members via standa.I"d 'JP multicast: Iii ad,~ 
is straightforward. However, the algorithm for inter- clition; all the domain managers in the control tree liSten 
nal managers is cbmplicated b)· the fact that mternal and. receive the packets directly. . 
managers are a crucial Iillk. in the control· tree, contin~ . As. in the sender-in,itiated approach, the root s ex:.. 
uously servicing flow and error control messages from pects to re~ei~e positive acknowledginents iri order. to 
other managers, even when there are no local domain reclaim buffer space and hnplement flow· controt.How". 
members: left: In short;; a· (jepartirig,internal node must ever;·. to avoid the ack implosion. problem ofthe seD.dez; . 
discontinue. service .at ·SOme• point. arid. possibiy cbordi- . irlitiated approapli; thesender does riot receive ackiuj~l~ 
nate children> with the rest· of the tree to allow seam~ edgmerits directly from all the group' members and,<iri-
less. reintegration of children into the tree, Several a},;. stead, receives ACKs only from. its K hrimediate chil~ 
ternative algorithms can.be·devised to detennine when dren. Once a domain manager receives a multicast 
and how service will be cutoff and children reintegrated: packet from the sender, it can send an acknowledgm~nt 
The level of service provided by these algorithms could for the packet to its parent because the branch ofthe 
range from "unrecoverable interrupted service" to "tern- tree the manager represents has successfully received the. 
porarily interrupted service" to "uninterrupted service". packet. (even though the individual members may. not 
Our current implementation provides "prc;>bably unin- have received the packet). That is, a domain manager 
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does not need to wait for ACKs from its children in or- transmitting data faster than some predefined maxi-
der to send an. ACK to the. parent. In addition,. each mum transmission rate. The maximum rate is set when 
domain manager only periodically sends such ACKs to the group is created and never changes. Despite its 
its parent. This feature substantially reduces ACK pro- static nature, a fixed rate helps avoid congestion aris-
cessing at the sender (and each domain manager). ing from bursty traffic and packet loss at rate-dependent 
Error Control· receivers while. still providing the necessary quality-of~ 

Before describing the details of T:M:TP's error control service without excessive overhead. 
mechanism we must define an important concept called TMTP's primary means of flow control consists of 
limited':scope multicast messages.· A liinitedscope multi- a window-based approach used for both dissemination 
cast restricts the scope of a multiCast message qy setting from the .sender and retransmission from domain man-
the TTL valmi in the IP header to some small value agent Within a window, senders transmit at a fixed 
which we call the multicast radius. The appropriate rate; 
multicast radilis to use is obtained from the expanding TMTP's window"based flow control differs slightly 
ring search that domain managers use to. join the tree. from conventional point-to-point window-based flow 
Limited scope multicast messages prevent messages tar- control. Note that retransmissions are very expensive 
geted to a particular region of the tree from propagating because they a.re multicast. In addition; transient. tnif~. 
throughout. the entire 1nternet. .. · . .. fie c~mmtions or congestion in. one part .of the ne.twork< 

· TMTPiempJoys·. error {;()ntrol!:t~chniq11es fi6ID.•.b,otli.. can put··ba.clq;>fessure em. the. sender.· c~usiJJ.g•it loi slowo , 

.·,·.· ······• .. ·.:::~~f·>~~i~:iv:~;!t:~~~ed~a;~~~%e;;~~~~:f . · ·!~:~f~~~k~··.~~·· .. ;:~~=,·i~~!~~~~~~ha~~\~~3···: ... •···· · 
·. (sender) tequ'ires,·p~riodic (upitast). po~itive.·ackliowl~.··. ·ing retransmissiorl& asl()!lg• as pos§ible~ Thi~increases .. · · 
· edg\)meiltsand .. uses,tiineouts a.J:ld (limited .scope m.uk .· ... thechliJ:Lceof a.p.ositive acla10wledg~rfientbeirig•).'eceived'· 
. ticast).retransin'issions to ensure:reliaple '<felive.r:Y to. all.• · ..• and it also ~ows qoma.in:managers to b:ictifYtransient ' 

· . its imnl13diate children~ (domain ma,nagers ); 'However, in · behavior befo~e-it begmsAq cause ~ackp~essure. •. • .·.• . .... 
. . addit~OJ:L to the 'sender, the domaii:t managers fu the con~ TMT:P uses two different· ti.riier{to~ iiontr~l. the wine, • . 
. tiol tree are also responsible fOri error control after t}iey . . dow' size and the rate at which the·. Window advan~es ... 
receive packets from the sender~. Although the sender · Tretrans defines ·a timeout perio~l that begin~ when the 
initially- mulficasts packets to the.entire group,.itisJhe first packet in a windmy.is sent, Since tb.eitrailsfer rate 
domai!rmanager's responsibilicytoerisuiE:ielhible.deliv~. is fixe<k,Tretrcins also defhies the wingov/. size. . ksec-
ery~ Eli.cll d()ffiaili manager alSo relies oriperiodic:posi~ ond tirrier, T~c~, · defuies the periodic. intervhl at which: 
tive ACKs (froin its immediate children),tirrie6uts, and. each receiver is expected·to unicast· a positive ACK to . 
retransmissions. to ensurereliable delivery to its chil~ . itsparent. . . , 

· .. dren. Wli:ena retransmission timeout occurs, the sender. . .. The; sender• specifies •.the value ofTac!C based on the 
(ordorilaill r!lanager) assumes the pacitet:Y,as lostiartd: . RTT toits farthesfchild· Tret~ans is chosellsucll'that 
retransmits it using IP multiCast (with a small TTL Tretran8 := nx Tack, wheren is an illteger; n ~ 2: Both : 
equal to. the multicast . radius for.· the local domai!l·'so.. Tretrans and Tdck a.).'e frx:ed at the begirinillg of'tra!lslniS- •. 
that.it only goes to itS'Children}; . •. · . . . sion and do not change;:A sender must allocate enough 

In addition to the sender initiated •approaCh,TMTP buffer, space to .hold· pack(lts that are'irallS@t~ed over 
uses restricted NACKs' with NAGKsujipression tore- theTr'etrans period. . . . . . 
spond. quickly to packet losses~ . When' a recei:,er notices . Figure 4 illustrates t}ie: windowing algori~hm graphi~ . ·• 
a missing. packet, the receiver generates a negative ac-" cally. The sender starts a1;imer and begiJ:lS transrnittirig 
knowledgment that is multicast to the parent and sib- data (at a fixed rate). Consider the packetS transmit-
lings using a restricted (small) TTL value,. To avoid mul~ ted during the first Tack ihtervaL ·Although the sender 
tiple. receiVerS generating a N ACK for the same packet, should see a positiveACI( at time Tack, the sender does 
each receiver delays a random ainount' of tiiiie before not require one until time Tretran•· Instead; the sender 
tranSmitting.its ~ACK. IT the receiver.hears.aNACK continues to sendpacketsduring.the seeondandthird. 
from, another sibling during the delay period; iL s~iJ- intervaL After Tretrans· llJriOunt of time, the tinier ex~ · 
presses its own NACK This technique substantiallyr~ pires. At this point, the senderretransrilitS all U:nACK'd .. 
duces the load. imposed • by . N AGKs. When a domain packets that were sent dUring the first Tack iriterval;. R~ 
manager· receives a N A CK, ·it immediately responds ·by transmissions continue until all packets·· in the Tack . in-
multicasting the missing packet to the local domain u~ terval are acknowledged at which. point. the window is 
ing a limited scope multicast meSsage; advanced. by Tack·. On the receiving end; packets con-
Flow Control tinue to arrive without being acknowledged until Tack 

amount of time has· expired3• 
TMTP achieves flow control by using a combination 

of rat~ based and window-based techniques. The rat~ 
based component ofthe protocol prohibits senders from 

3However, a receiver may generate a restricted NACK as soon 
as it detects a nrissing packet. 
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Time 

1nterva11 

i I -d 1nterval2 
("""1 , .... I ; 

iii ~ i ~I lnterval3 
iil! 
"'' "' ' "' "'' + + ~ , .... 'N .. , .... Q. 

~ 
Three retransmission Intervals where T_retrans = 3 * T_ack 

Atthe end of the first iriterval, packets sent during 
the first T _ack perlod are retransmitted; At the end 
of the secondlnt!lrval, pa<;kets sent during the 
second T ..;.ack peficxl are retransmitted. Atthe end 
of the tlllrd .Interval; pellkets sent during the third 
T _aci( period are retransmitted. · · · · 

,Figxir~ 4; l)ifferent $tagesmSell<fing·Dat~' 

······· ;l~~i·~~if~~~/ 
• . Il!-~n m&naM~"~ window .mU not a?va!Jce iuid itsl:J~ffers 

.,, •.· .·. ~!l:.~~~~~~~jy;fi~:u~. ~~ .. ~ r~JIIt, ~~? #otllain Il1~ger• •.. · <t :·. \Vlll .ctt:9R~<i npt . a,cknov,rledge any 11ew data ftoitr the ••· .•· 
sen~~i thereby • ~~ajrig l:>ru;kpressui-8 · tq propagate. up· . 
. tlie ~ree·v.:PJ.ch ultitnatelyskrws ,the !low of data. · ·•·. ·•• 

, . Tiiere are•t1lxeereasons for using JAUltiple ·.Tack inter~ ' 
vals (}titillg· a:tetra!lsmission.timeout .interval (~et;.~T>s ). 
First; by requiring ¢ore than one positive .ACK dUr1ng ··· 
the retransmission interval, TMTP protects .itself from 
spurious. retr~p.smis~ions arising from lost ACKs •.• First, 
by t¢qlliringJn()re than one positive· ACK dttriAg" the. 
retrlj.Illlmis~ori interval, TMTP protects itself frOm spu
rio~~.retranstniss!ons ·arising from lost ACKs. Sec611~ 
a lf1rg!lr retransmission interval Sives receivers sufficien~ •... 
timEl ~o recover. m]ssip.g. packets-using receiv~r~initiated · 
r~v.ery w;}:1~~ ()nlyone. (OJ' a few} p~kets ili a ~.ridow 
are)ost, This avoids. unnecessary Il1Ulticast retransmis
sions of a window full. of datil;, . Third; multiple Tack in~·· 
tervrus during the retrans~sion interVal· provicie suffi:. 
cient opportunity for a domain manager to recov~r from 
transient network load inits part of the subtree without 
unnecessarily applying backpressure to. the sender. 

We . have. chosen the· value. of the: multiplyip.g f;l,ctor 
n • to bEt3 "based pn · empirical. evidence;.··. the.· appropri
at~ value depends on several factors• including eipected 
error rates; .• yruia,llce in.·JtTT,•· and.exp'ect.ed,length. of 
t}re intElrvals with transient,. localized ccmgestitin,:;, Ftit~ 
ther. study is qecessary to determine whether value of 
~ should be chosen dynamically using ap. adaptive alga;. 
nthm; · · 

RESULTS 

The Test Environment 
Figure 5a illustrates the environment in which the ex~ 

periments were run; Our tests involved seven geograph-

Key 

G-
GJ--~e~ 

0 OananMwtiager 

.E}~eO:MediOO~:, 

Figure 5: Figure 5il: shows thetest eri1rirc>hnlerit'c«)nsi.St
ing. of seven geographically distant 
the Mbone. ·Figure· 5b shows the corTesporidilig "l'm+rr.l .. 

. tree ~onfigura.tion used in the .,,.n.,,..,m,.,n+c 

ically distinct . Internet Moone sites across the United . 
States·arid Europe:.Washington UniversitY in St.' 1ooi.S, 
P~~ueUniversi:tY:ithe Internationa!(]P!nPl.lterS«ri.~xtce: : 
Institute at ·Berkeley, RutgEliS,Uriiversi~hthe'1Jffiver$ity>
ofJ).elaware, University College at London ~a:th~'UD.i~ . 
versity of Ma.nnhelmin Germany. All of. put ~ehlments.•·.·· 

·were conducted using standard IP multicast cictoss tlie, . 
Internet Mbone and. thus experienced.real Internet de-: 
lays; congestion, andpacket loss. < · 

As a point of comparison, we implemented a ata.~d~d 
sender-initiated reliable multicast transport pr()tocol 
both )'lith and wit}loilt window:b~ flovr contror(called· 
WIN...BASEP and. E!URST...BASEP respectively); .. un:: .. 
derboth. protocols, the ·.sender maintains. state infolin~ 
tion f()r all.receivers,· expects positive AC:Ks. from each 
receiver, and uses timeouts and global multica.St retrans
missions to recover from missing acknowledgments. The 
two BASEP protocols illustrate . the performance bot
tlenecks related to processor load and end~to-end !.&' 
tency. All three protocols used the same packet Size {1 
Kbytes). TMTP andWL'f.BASEP used'a.window size 
of 5. TMTP uses a transmission rate of10j)ackets per 
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second, while both BASEP protocols transmit packets 
as fast as possible (up to the window size in the case of 
WlN..BASEP). Both BASEP protocols set the retrans
mission timeout.period to be twice the RTT to the far
thest site (approx. 2 seconds in our tests). TMTP uses 
a retransmission period ofTretran8 N X Tack• Tack is 

·dynamically set based on the RTT to the farthest group 
member (approximately 1.1 seconds for our tests). After 
some preliminary evaluation of different setting for N;· 
ourempirical results indicated thatN = 3 J>rovides suf!i~ 
cient time for local domains to recover without delaying · 
acks unnecessarily or consuming too much buffer spice. 
Consequently; Tretro.na. was · approxilliately 3.3 ~seconds 
in our tests. The following sections describe the perfor-

. mance .meas11res used and detail the actual. experiments .. 
. performed, · · 

.P~rforl'l'lan~·M.~as!lres •···.·.•···. . . .. . · ...•.... ·.··•.·.... . . . · 
·. (}'oey~\1?-t!a .the Ptp!?rm~<::~ of<>1fr: pi:otocqlj v~e ideiJ.7 

· c-i.r1¥~a~~~·.:~~W~~~s~~i~l~o~e~~~~e:6ti=:···· 
·· .. tored the: tota.t.nu~bei:.of. retJ;ansffiiSsions t<>; ~timate 
. J~e ardo~I1t.pf~etwork~Fraffic generated by 'I'M'I'P: ; ..•. .· 
• · .•. : , '}'J:onithe'a~plicati<>1l's perspective} the.:pnffiirr cQI1- •... ·· 

·ce.rn.isthe. delay·in. relial:lly~deliverj.ng ..• the'~tire data 
'feed (e.g.,· Vi,deo, ·. aud~o, or file data) ,to t~e milltipl~ re
<:ipients <>ft~e group; . To measure the en~-to-ep~· detaY; .... 
we. requj.J."ed tliat eachrec~iving application send baCk· · 
a.single positive ackriowledgment (a GOTJT Jl1essag~) 
t<> ttle sendi~g aJ)plication wh(m . the entire d~ta tr<m&

·• · rriission 'was e<>mplete. • The sendiiig ·. applicatfdn thei:r 
calculated the end'-tOcend delay ascthe time between the 

• beginning ofthe transmission and the time at which the 
last group mt3mbet's fuial GOT~T, message is receivecL 

F.rom the network's perspective, the primary, concep1 
is ·network load arid scalability of the algoritlulJ.. H the 

. ' })totocol•. provides .low end"to-end delay. but·. consumes 
. large a,mouiits of netvrork resources, theprot6colwill not · 
· s<:aJ.eiweU, congesting ~he Internet by, coilSUliling ·shared · 
reS()UrCef1 :req¢r,ed by • other Internet users; ·.·.There are 

.··.two .asp~ts to network load: proces~ing load,· and band~.· 
width consumption •. To· measure the processing load at 
the sender, l"eccivers1 and domain managers; we moni~ 
tored the following processing activities: 

• ·receiving and processing a selective positive ac~ 
· knowledgment 

•. receiving and processing a negative acknowledg
ment 

• handling a timer.event (such as a retransmission 
timeout) · · . 

• performing a retransmission 

Because. it is hard, to measure the. amount of process.; 
ingtiiile needed for each of the events listed above (and 
highly dependent on the operating system and architec
ture); we have chosen to simply count the totahmmber 

of such events at the sender to estimate the processing 
load generated by a pr()tocol. 

The second important measure of network load is 
bandwidth consumption. The precise amount of band
width consumed by each protocol is much harder to 
quantify since we. were unable to collect traces oftraf
fic across the Mbone to determine the number of links 
traversed .and the amount of. bandwidth consumed over 
each .link. ·.However, our . results. indicate• that 'rMTP 
generated far ·fewer.· retransh1issions than the , BASEP 
protocols, and most TMTP retransmissions are local to 
a Rarticular domain. For example; uiider.the .BASEP 
protocols most<timeouts/reti'ansmissions occurred as a 
result of dtoppedAC.Ks .. l'MTP's}jierarchy substan
tially reduced .~he ntJ.Irtber of lost AQKs; experiencing 
only .. 6 .·~l()CI;\1. ~transmissions totaled •across .all .domain 
man~gers (fo'lr:()ccurring con~urrently) as opposed to 9 

.. gl9oa1~r~t~~rpi~aipl): fQrBUJ.1.S'l'..BA,S13l\.(Pl,lt pf tJiirty 
a_K, j:D:~sMes}If'.J ; ... ' ·\:.· · ·. o.<> . . • . 

> ''; : -:-,.-.,.::. -~-·; ;:~>- /J.· 

Experilllerit~:R~ffQf~ed . . . . ··.. ........ .. . . . • . . · 
.EltCli • .of\9ut;~$;~ents mea.S1lfe{i·· the pelfo!:ffiance • 

ofasingl~.qiS'aertriTia~ipn J!J9up collf~~ti~;;qf · · · · 
tesseS eveDly'distnhuted ax;ross the se' .. · . 
in Figure 5a;. 'J'h,e totalnumbe~ ofpr()c~ss~s 'a£tinga:~ 
receiverswa.s. Yaried .?etw~!l five a.lld thifty processes;. 
The. five pr()~~:,cl;t8e used only five·domail)$:while alh 
other <cases used seven domains. In eacb:.experfinent,. a 
senc}ing proce$S.•cr(>8ted .a dissemination;~()up, waited 
forthe recclving pJ:qcesse.s tojointhe gtoup and organize 
their.• domains into ll,, control tree. Multiple· tree config
urations are possible depending on when; and in what 
order, domain ma.ngers jqin tb,e tree. :However to ensure 
consistencyactos~ tests,. we held the ,tr~ cbrifigutation ' .. ·. 

· con$tant across all tests:(see Figilre 5bh 'AfteJ?·all reo 
ceiversjoinedtJ'te group,the sen9er disSeminated a data. 
file to the grQup; and then waited for the fihal. 'GOT ~T 
message from allreceiyert),. 'J'he valu~reported!or eaCh 
test are. ayeraged oyer at least five.runs·taken during .• · 
wee}{daysatro'!lghlythe s~etime so that ,thE) d\)served 
Intertrettraffic>oondfti6ns remain Similar acrosS:.tests ... 

To gauge the scalability·of the protdcol,we monitored• 
the changes in processing load at the senders; receivers, 
and managers. To measure the effective throughput, we 
measured the. changes Iri.end'"f~nd delay as perceived 
by the sender; Both processing load and end.;.tQ-end 
delay . were recorded under a -yatiety of workloads. In 
the. first set o[tests,.the sendertransmitted a30'Kbyte 
file to a va[yitign.umber ofreceivers> Tlie•dissenimation 
waswhsidered complete when.all the receivers_,coll"CCtly. 
receive the entii-e file. ·In. the secpnd set·•·oftests; the 
number ofptocesses was fix:ed at 30 and we in?'emen
tally. increased the file size from 3K to 30 Kbytes •. The 
end-to-end delay isineasured as the time between the 
beginning of the file transfer and the time at whith the 
last group member'sfinal • GOT JT message is. received. 

To measure the processing!oad, we counted the total 
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. . . . 

Figure 6: . (a) Effect ot tbe atrJ.Otllft of data transm1~ 
ted on the processing l()ad. (b). Eifect. of the amooot 
ofdata transi:Iiitted on the end'-t<hend delay .. Figure h 

. shows the timefor the file transfer. to complete at all the 
receiver:si.Allll1easurements were taken· with a dissemi .. 
nationgr()up of Size 30. 

Figttre 7: •. (a,).Impact of group siZe. (no. ofreeeiversfon·· 
the processip.gload.(o) lnlPact of group·.size(np:: of:·· 
receivers) 'or1 the end~t().'end delay: Figure b ;shows the 
time for .the file transfer to complete at all th!'l re<;eivers; 
All measurements• were taken ·for a disSemination· of a ·· 
sotCI;lJile. 
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number of events at the sender that contribute to the 
processing load. Similarly, we recorded the number of 
events at each domain manager. Figure 6 only shows 
the number of events processed at the sender. However, 
the balanced nature of our control tree meant the event 
processing load. was spread equally among the sender 
and· all domain managers, Consequently, the number 
of events processed at each domain manager is approx
imately thesame.as.the number of. events processed at 
the sender; Variations occurred based on the number of 
NACKs received; 

· Figu:res 6 and 7 show the results for each. of the. ex
periments performed .. From these results we draw the 
following observations: 

at the sender (and each domain manger) is limited by 
the maximum number of immediate chlldren in the con
trol tree and, therefore, shows almost no increase as the 
number ofreceivers is increased. This results from the 
fact· that the number of domains remains at seven for 
more than seven receivers. An increase in the n.umber of 
domairis participating in the dissemination .group would 
cause.a slight load increase on domain managers who . 
adopt the new children. 

Figure 'la shows that the end-to-end delay of both 
BASEP p:r:()tocols ·is significantly higher than that. of 
TMTP; · The primary reason for this. difference· stems 
from .. TMTP's receiver.:.initiated capabilities that re
spond to and correct errors quickly. In contrast, the 

Impact of the .Data Size BASEP protocols will not correct an error until a re-. 
Figmes, 6a and 6b. sho'IV. how the, f\le size affects . transmission timeout occurs; . 

the prQcessing load; and end-to-en~, ~~lay, ..•. As. the, file In the case· of TMTP end-to-end ··delays . increa:ses 
size incr~e.s" tlJ.e;numl.JetofiJackets ~t<mS1llfttcii i!l- ··•' grad, ····1J~cause,~~ror,:r:e(X)very pr:p~:ool1~W'1: 

' c.r.e ... as ... e. s .•. ·.t .. h ... er ........ e. b. y·;·i·n.'cr ..... ·.•· ..... eas •..•... · .. i.J1.g. · .. ·.·•.· t ... lie .. ·n ... u.· m .... ·. ·l:>··· en~·o . .f ... ·· .. e .... · .. ven·.·.·.·.· •. t·. !'!. :.' .. < .. s .. u .. ·ch···.··.·.·····.. ~d' . . ep~dent~y; iij: differeni pa.rts· qftli,e' · .. 
'· · · · i·as ... '.·.···· .... · · .. k.''n.· .. ~.e ... # .•. ;ear. li.~r.b. F .. igu. ·.re. ''lb ..•. slib:w.·. s. ·.t.h·a· .. ttb'·····'$.' .· ... · · .. , · • as AG1f/NAGK proces,sillg or tii:Iier ev~nts} that aff,ect·, . . . . . . . . . . 

< ' g ; the prec;~si1.r%1Joad ·at .:thedsedi1d1.~rXg,r•'a:·1dqii1ain)~~- ··• : ?.p·d~1JJTI~±~t~~~:&~·fz~~te~:0t:t~~f~b~nr:;;· ·.· 
· (lg~p · :: i ar :Yi ei1d.:-~()--en . ;, ~- ~Y i$Ji~ y<t(l incr~e · · · .. ·· •. . ' ' < ' · · · · ·· . · ··· · ' · •· ....... · .... • .·.·.· .. · .·.· ••·· · · •·.•·.· ·• 

.>' < .<fu·e··.·.·.· .· .. ··· .· riee·d··· ... ~d ... '.Jo··· d. eli.· 'yer ... ··.all .. t··.·h·.·'e• .. P .• <l.c .. lfu.·.· ... ··.ts.···an .... ·.d.··.;···d ..•. u~.·.t.()·' .. testsih~~i¢11-we•?Jp!hi:lt.addanynewdomaii}Sto t~ei{ ... ·· ... · ·" ··· · · · · · · ... · · · ·. · ··· · • .,. ·contr.oltree. ,butta. theronly?,ddediiewprocessEis.tcrtJ:i~i.' 
inci~~ .Probability ofpacketJoss. ·•·· · ..••.•.. ·.··.· .. ·.. ..• . .•. ·.. : · .. ··· ·· · · · · · · 

A~ t!fe~ plotS,·show, both the yersions of the BASEP existwg.tf~' •• Hov,rev,er; iit other· eXP.ertinents i:nvolving ·•·· 
behchm.· ·. ar. ·····k·J ... ~ ... rot·o· co. I .. s ... h. o.w ... a.sigm.· . ·fican. t •. i.n. cr. ease •. in ... ·.·. tli. e . yaryi~g nU1Ilber ofdomams' we have observe<:J. a stini- .. 

· · · · · · ·· lar trend of graduaL increase in· end:,to-end deiays with 
prOCE)sSi:n. gloadattlie sender, an.·: d th.e .. end.-.to-e .. Jld delay. 
Note'tliat the delay for WDtBASEP ( viith flow con: · increasing immber of receivers at .additionaL donia.fus. 

trol) is actually higher than· B{;RST~ASEP (no flo-w 
control) •• This oecur-s because the,W)'Nj3ASEP sender 
expects.acknowledgments from. all .• its receivers .before 
advanqrig the. flow COI1trolwindow. ' . . . , . . .·.·· 

In the case· of TMT:P, the. processing load shov:s 
only a :Sin~ fucrease because the work is distri"buted 

·. among.rnai:J,y: nodes ·.in the controltr~;c · ... Conse.q_wmtly; ·· · 
the sender does not 11ave to process aclillo:wledgments or. 
retransmission requests frorn all the recei\rers ... TJv1TP's 
end~tO:-end delay. is substantially .. low~r.thanthat.ot.t~¢ 
BASEJ:>; protocols for. all file sizes; Altho11gh all tht~e 

·· . · protocqls-Ericperience an increaSe in end-tQ-end delay i'E)
sulting from larger data transmiSsions; '·packet losses; 
and retransmissions; TMTP's end-to-end delay rises at 
a significantly lower rate than that of the BASEP pro
tocols. This occurs because error recoveryin T.MTP 
proceeds· Concurrently in· different parts ·of the. control 
tree·ratb.erthan sequentially as in the BASEP cases. 

Impact: of the Group Size •.. . .. 
Figures 7a and 7b show how the numberofreceivers 

(group size) affects the processing load and end~ to-end 
delay. · · · 

Again, as the plots show1 two versions of BASEP pro
tocol show sharp increases. in processing load with. in
crease in number of receivers because the sender solely 
shoulders the responsibility for processing· acknowledg
ments and. retransmission . requests (or timeouts) .·from 
each receiver. In the case ofTMTP, the processing load. 

RELA1'ED WORK .. . . . 

A considerable amount of work has been reported 
. • in the Hterature regai$ling .reliable multicast (13; 51. 3; 
18; }~. 1, 4; 19, 15~ 8, H, 16]. . Most of the ear- .. 

; lier approaches achieve.reliabl(;l delivery using a. sender~ 
.. •• initi{.ltet1approach which is not suitable. for large-scale; 

delay~sen5itive, reliable dissemination; .·. . . . . •.. 
,. ~ingaJi and others[l8] recently analyzed· and cow-· 

. pared. b()~h.sender,; a:qd receiver-initiated approathE!$ to 
. demonstrate the' liinitations of the sender.-initiated 'ap-... 
proa:ch for large-!l~e dissemination; .. ·Our work 'is also 
motiVa.ted by sinlilaiobservat)bns, but co~bines $eel&: 
ments ofhoththeapproachesto achievefast, local error 
recovery; 

The reliable multicast protocol used in LBL's white
board tool ( wb) (15, 8] and the log-based reliable· mul• 
ticast protocol (11] are two recent examples of the 
receiver-hrltiated approach for reliable delivery. . Un-

. like TMTP; these proto<:olS do Mt wmbine; sender,; 
initiated with receiver-initiated approaches and differ 
significantly in flow control mecharrisms and bufferiilg 
mech8.nisms~ Our work is related tothe wb work in that · 
the wb protocolalso uses a NACKs with lfACKsuwres-

. sion mechanism. The wb protocol redUces state.manag& 
ment overhead and achieves high degree of fault toler
ance by relyillg sol('lly on the receiverto recover from a 
packet loss. However, the protocol incurs the overhead 
of global (sometimes redundant) multicasts; a receiver 
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multi casts a repair request to the entire group and one or 
more receivers in the group who have missing data {irre
spective of their proximity to the complaining receiver) 
will multicast the missing packet(s) to the entire group 
even though the loss {or congestion) is restricted to a 
small region of the group topology. TMTP restricts the 
scope of multicast NACKs and retransmissions to the 
local domain. to avoid generating redundant multicast· 
transmissions over. a wider region. Similar to TMTP, 
receivers using the wb protocol delay their NACKs to 
suppress duplicate NACKs in case another receiver mul
ticasts a NACK. However, in the wb protocol, each re
ceiver delays its NACK (and the response) by a ran~ 
dom amount that· depends on. the RTT to the original 
sender. This can result in higher latency in recovering 
from packet losses~ TMTP; on the other hand, uses lo
calized r{l~overy and, thus, the azi:iount of random delay 
isJ:>oundec) hy the.largyst·RTf:.hetween thelocaldo-

··:.Wr~iliif6~~fu~;~:kfi6~!.J~~~~i~ili~~~~le!9~~~~; .. 
to proceed concurtently in . different domainS to allow 
faSter' and efficient r~coi/~ry. ' . · .. · .••... ·...•• .• . '. . . .. 

Cheriton eL at[8]have recelltly proposed a. collec_;. 
. tlon of strategieS ( calledlog-basedreceiver-reliable mul

ticast or LRBM) Jor achieving large-scale, reliable mul
ticast delivery. Some elements ofLRBM are similar to 
TMTP's mechanisms to some extent. LRBM uses a hi" 
erarchy. of logging servers with a primary log server re
sponsible for sending positive acknowledgments to. the . 
rriultica.St source. The primary log server stores. the 

. pa£kets, as long as an application desires and the re
ceivers must recover from errors by contacting a logging 
server; A secondary server at each site may log rE)Ceived 
packets and satisfy local retransmission requests.to re
duce load on the primary server; Deployment ofLRBM 
in the Iilternet is necessary to evaluate its performance 
in achieving reliable delivery in a wide area network en
vironment. 

Recently Paul et. aL [16] have proposed and are ex~ 
amining three multicast alternatives with features sim
ilar to those of TMTP. In contrast to these proooeois, 
TMTP' uses. a multi~level hierarchical control tree and a . 
dynamic group· management. protocol, as opposed to a 
static two-level hierarchy, to evenly distribute the proto
col processing load and allow finer grained independent 
and concurrent error recovery. TMTP targets a best
effort multicast system such as IP multicast rather than · 
an ATM~like network with allocated resources~ TMTP 
imposes no additional load on netWork-level routers and 
requires no modification to the ·network-level routers, 
but yet incorporates both local retransmissionS. and 
combined acknowledgments. Furthermore, TMTP em
ploys receiver-initiated recovery ·techniques (restricted 
negative acknowledgments with nack suppression· com
bined with periodic positive acknowledgments) and a 
unique flow control mechanism that can provide quick 
recovery from transient. congestion and lost acknowledg~ 

ments. 

CONCLUSION 

Based on our experimental results, we believe that 
TMTP can scale well to provide reliable delivery on a 
large scale without sacrificing end-to-end latency. Under 
TMTP, the network processing load increases very grad
ually, indicating that the pr()tocol will scale well as the 
number of receivers iiicreases; Moreover, TMTP pro
vides significantly better application-level throughput 
because of the concurrency resultiiig from local retrans
missions as shown by the end" to-end measurements. 
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1 Graphs and Subgraphs 
J.l (;RAI'IIS i\ND SIMI'I.E CiRi\PIIS 

Many real-world situations can conveniently be described by means of a 
diagram consisting of a set of points together with lines joining certain pairs 
or these points. For example, the points could represent people, with lines 
joining pairs of friends; or the points might he communication centres, with 
lines representing communication linh. Notice that in such diagrams one is 
mainly interested in whether or not two given points arc joined hy a line; 
the manner in which they arc joined is immaterial. A mathematical abstrac
tion of situations of this type gives rise to the concept of a graph. 

A graph G is an ordered triple ( V(G), E(G), ~'o) consisting of a 
noncmpty set V(G) of vertices, a set E(G), disjoint from V(G), of ed~ 
and an ~nee function Wa that associates with each edge of G an 

_unordered pair of (not necessarily dilltinct) vertices of G. If e is an edge and 
11 and v are vertices such tiiiii !/Jde}- rMthcn e is said to ~in 11 and v; the 
vertices 11 and v arc called the end.~ of e. 

Two examples of graphs should serve to clarify the definition. 

Example 
G = (V(G), E(O), t(!c;) 

where 
V(G) {v, v,, v, v., v,) 

E(G) {e,, e,, e,, e., e,, e,, e,, e.} 

and '~" is dcllned by 

1/Jn{e,) = v,v,, = V2V.1, = v,v,, '~c:(e.) = v,v. 

v,v, JfJr;{e.) = v,v, = v,v •. !/In( e.)= v.v,, 

Example 2 
H = (V(H), E(H), tf,,) 

where 
V(H)"'{u, v, w, x, y} 

E(H) ={a, b, c, d, e, f, g, h) 

and t/!H is defined hy 

t/!11(a) = uv, t/! 11(b) = uu, •fJu(c) vw, 

1/Ju(e) = vx, t/!u(fl wx, •fJ .. (g) = ux, 

•fJu(d)= wx 

.p,.(h) = xy 
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1 Graphs and Subgraphs 
(.( (;ltiii'IIS liND SIMPLE (;RIII'IIS 

Many real-world situations can conveniently be described by means of a 
diagram consisting of a set of points together with lines joining certain pairs 
of these points. For example, the points could represent people, with lines 
joining pairsof friends; or the points might be communication centres, with 
lines representing communication links. Notice that in such diagrams one is 
mainly interested in whether or not two given points arc joined hy a line; 
the manner in which they arc joined is immaterial. A mathematical abstrac
tion of situations of this type gives rise to the concept of a graph. 

A gral'h G is an ordered triple (V(G),E{G).•ft<>) consisting of a 
nonempty set V(G) of vertices, a set E(G), disjoint from V(G), of edges, 
and an incidence function 1/!n that associates with each edge of G an 
unordere~r of (not necessarily distinct) vertices of G. If e is an edge and 
u and v are vertices such that ·~de)= t~hen e is said to i!•in 11 and v; the 
vertices u and v arc called the ends of e. 

Two examples of graphs should serve to clarify the definition. 

Example 
G = (V(G), E(G), •Ito) 

where 
V(G) = {v,, v,, v_,, v,, v,} 

E(G)= {e,, e,, e,, e,, e . ., e,, e,, e.} 

and •~o is defined by 

Exam,le 2 

where 

1/Jc;{e,) = v,v,, ~tde 2) = v,v, ~to(e,) = v,v,, 1/Jde,) = v,v, 

1/J..{e,) = v,v,, t/lo(e.) = v,v,, ·~de,)= v,v,, •ftc;{ e.)= v,v, 

H = (V(H), E(H), t/lu) 

V(H)={ll, v, w, X, y} 

E(H) ={a, b, c, d, e, f, g, h} 

and 1/111 is defined by 

t/J 11 (a) = uv, •~ 11(b) = uu, •~11 (c) = vw, •ft11(d) = wx 

t/J 11(e) = vx, ,~,.(/) = wx, ~,,(g)= ux, •It,( h)= xy 
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~ oy 

w 

H 

Figure 1.1. Diagrams nf graphs G and H 

Graphs are so named because they can be represented graphically, and it 
is this graphical representation which helps us understand many of their 
properties. Each vertex is indicated by a point, and each edge by a line 
joining the points which represent its ends.t Diagrams of G and H are 
shown in figure 1.1. (For clarity, vertices are depicted here as small circles.) 

There is no unique way of drawing a graph; the relative positions of points 
representing vertices and lines representing edges have no significance. 
Another diagram of G, for example, is given in figure 1.2. A diagram of a 
graph merely depicts the incidence relation holding between its vertices and 
edges. We shall. however, often draw a diagram of a graph and refer to it as 
the graph itself; in the same spirit, we shall call its points 'vertices' and its 
lines 'edges'. 

Note that two edges in a diagram of a graph may intersect at a point that 

e3 

v.c( -,~ e, .......--- Vz ovl 

v~ 

Figure 1.2. Another diagram of G 

tIn such a drawing il is underslood lhat no line intersects itself or passes through a point 
representing a vertex which is not an end of the corresponding edge-this is clearly always 
possible. 

Graphs and Subgraphs 3 

is not a vertex (for example e, and e., of graph G in figure 1.1 ). Those graphs 
th!!! __ have a diagr.am.whpse e!lges inJGrsc.ct _poly at thci.r.S!td~ .are called 
p!Lrn'!l~ __ sincc such graphs can be represented in the plane in a simple 
manner: The graph of figure 1.3a is planar. even though this is not 
immediately clear from the particular representation shown (sec exercise 
1.1.2). The graph of figure 1.3b. on the other hand, is nonplanar. (This will 

be proved in chapter 9.) 
Most of the definitions and concepts in graph theory are suggested by the 

graphical representation. The ends of an edge arc said to be incident with 
the edge, and vice versa. Two vertices which arc incident with a common 
edge arc adjacent, as arc two edges which arc incident with a common 
vertex. An edge with identical ends is called a loop. and an edge with 
distinct ends a link. For example, the edge e_, of G (figure 1.2) is a loop; all 

other edges of G arc links. 

e? 

Vo v3 
X 

(a) (b) 

Figure l .. l. Planar and nonpl:mar p.ntphs 

A graph is finite if both its vertex set and edge set arc finite. In this hook 
we study only finite graphs, and so the term 'graph' always means 'finite 
graph'. We call a gr~p~~~[l~ yerJcx trivi.q_L_and all other graphs 

nontriviar-
A graph is simple if it has no loops and no to,v_o of its !ir~~!!J!l[nJ.h~ 

_E!tir of vertices. The graphs of figure 1.1 arc not simple, whereas the graphs 
of figure 1.3 are. Much of graph theory is concerned with the study of simple 

graphs. 
We usc the symbols 1•(G) and F(G) to denote the numbers of vertices and 

edges in graph G. Throughout the book the leiter G denotes a graph. 
Moreover, when just one graph is under discussion, we usually denote this 
graph by G. We then omit the leiter G from graph-theoretic symbols and 
write, for instance. V, E, v and F instead of V((i), E(G). p((i) and F((i). 
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Exercises 
I. 1.1 List live situations from everyday life in which graphs arise naturally. 
1.1 .2 Draw a diiTerent diagram of the graph of figure I .Ja to show that it 

is indeed planar. 

1.1 .J Show that if G is simple, then £ 5 (;). 

! .2 ORA I'll ISOMORI'IIlSM 

Two graphs G and H are iclelllical (written G =H) if V(G) V(H), 
E(GJ = E(ll), and t/lo = t/lu. If two graphs arc identical then they can clearly 
he represented hy identical diugmms. However, it is also possihlc for graphs 
that arc not identical to have essentially the same diagram. For example, the 
diagrams of G in ligurc 1.2 und H in figure 1.1 look exactly the same, with 
the exception that their vertices and edges have different lahels. The graphs 
G and H arc not identical. hut isomorphic. In general, two graphs G al]d H 
are said to he isomorphic (written G;;: H) iftfie_r~ ~re bijections 8: V(GJ-+ 

--YV::!.Land cJ>: E(G) _,. ELHI such thai iiidil = U!1 if and only if 1/lu(l/>(e)) = 
~-a__P~~.jJ...l~!-~~PP~Ilgs.is cal.lcd anJ:v_omorpllislil-octwt:_§: G 

__aruJ..1:L 
To show that two graphs are isomorphic, one must indicate an isomorph

ism between them. The pair of mappings (IJ, </>) defined by 

and 

6(v,)=y. O(v,)=x, 8(v,) u, 8(v.) v, 8(v,)=w 

1/>(e,) = l1, 

1/>(r,) e. 
cfl{e~) = g, 

I/>( e.)= r, 
1/>(e,) = h, 

1/>(e?) d, 

1/>(e.) =a 

cfl(e,) = f 

is an isomorphism hetween the graphs G and H of examples I and 2; G and 
H clearly have the same structure, and differ only in the names of vertices 
and edges, Since it is in structural properties that we shall primarily be 
interested, we shall often omit lahels when drawing graphs; an unlahelled 
graph can he thought of as a representative of an equivalence class of 
isomorphic grnphs. We assign lahels to vertices and edges in a graph mainly 
for the purpose of referring to them. For instance, when dealing with simple 
graphs, it is often convenient to refer to the edge with ends u and v as 'the 
edge uv'. (This convention results in no ambiguity since, in a simple graph, 
at most one edge joins any pair of vertices.) 

We conclude this section hy introducing some special classes of graphs. A 
simple graph in which each pair of distinct vertices is joined by an edge is 
called a complete grapir. Up to isomorphism, there is just one complete 
graph on n .vertices; it is denoted by Kn. A drawing of K, is shown in figure 
1.4a. An empty graph, on the other hand, is one with no edges. ~ bipartite 

Graphs ami Subgraphs 5 
'..\ f 

(o) +- (b) ·r (c) 

Fi~11rc 1.4. (<!) K,; (/>)ill<' cuhc; (!'l K '·' 

_g[CI{l]~'-'£ ~!<_>~c _v,c_rt~~ _s~ ~-~r:t_he_P.'.'!t!ti_o.!!cd_ in.!2J.w~!~!!i_?'2'!~1 Y. 
so that each edge has one end in X an~ or.:re_en!-1. in Y; such a p1u·tition 
(X. Y) is Cliiicd a hi,X!rliiiiiit of ihc grltph. A C<llllpleh.' /Jipartill.' gmplt is a 
simple hipartitc graph with bipartition (X, Y) in which each vertex of X is 
joined to each vertex of Y; if lXI-, m and 1¥1 = n. such a graph is denoted 
hy K .... n. The graph defined by the vertices and edges of a cube (figure 1.4h) 
is bipartite; the graph in figure 1.4c is the complete bipartite graph, Ku-

Thcrc arc many other graphs whose structures arc of special interest. 
Appendix Ill includes a selection of such graphs. 

Exerci.ve.v 
1.2.1 Find 1111 isomorphism between the graphs G and H of examples 

and 2 different from the one given. 
1.2.2 (a) Show that if G H. then ,,(G) 1'(11) and I'( G)"" E{fl). 

(h) Give an example to show thut the converse is false. 
1.2.3 Show that the following graphs are not isomorphic: 

1.2.4 

1.2.5 

Show that there are eleven nnnisomorphic simple graphs on four 

vertices. 
Show that two simple graphs G and H arc isomorphic if and only if 
there is a bijection 8: VIG) ~ V(l1) such that uv El G) if and 
only if 6(u)81v)E E(H). 
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1.2.6 

1.2.7 

1.2.8 

1.2.9 

1.2.10 

1.2.11 

1.2.12 

Graph Theory with Applications 

Show that the following graphs are isomorphic: 

Let G he simple. Show that e = (~) if and 

Show that 

(a) f(K .... )=mn; 
(/l) if G is simple and bipartite, then • s v2/4. 

if G is complete. 

A k-parlite grapl1 is one whose vertex set can be partitioned into k 
subsets so that no edge has both ends in any one subset; a complete 
k -partite graph is one that is simple and in which each vertex is 
joined to every vertex that is not in the same subset. The complete 
m-partite graph on n vertices in which each part has either [ n/m] or 
ln/ml vertices is denoted by T., .•. Show that 

(n-k) (k+1) (a) E(T, .• )= 
2 

+(m-1) 2 ,wherek=[n/m]; 

if G is a complete Ill-partite graph on n vertices, then e(G):S 
F(T ••• ). with equality only if G Tm.n· 

The k-Cilbe is the graph whose vertices are the ordered k-tuples of 
O's and l's. two vertices being joined if and only if they differ in 
exactly one coordinate. (The graph shown in figure 1.4b is just the 
3-cube.) Show that the k-cube has 2• vertices, k2H edges and is 
bipartite. . 
(a) The complemelll G' of a simple graph G is the simple graph 

with vertex set V, two vertices being adjacent in G' if and only 
if they are not adjacent in G. Describe the graphs K~ and K:;. .•. 

(b) A simple graph G is self-complementary if G ;a;G•. Show that if 
G is self-complementary. then v "'0. l (mod 4). 

An automorpl1ism of a graph is an isomorphism of the graph onto 
itself. 

(a) Show, using exercise 1.2.5, that an automorphism of a simple 
graph G can be regarded as a permutation on V which pre
serves adjacency, and that the set of such permutations form a 

l 
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group r(G) (the automorpllism group of G) under the usual 
operation of composition. 

(b) Find r(K.,) and r(Km .• ). 
(c) Find a nontrivial simple graph whose automorphism group is 

the identity.· 
(d) Show that for any simple graph G, J'(G)=r(G'). 
(e) Consider the permutation group A with elements (I )(2)(3), 

(I, 2, 3) and (I, 3, 2). Show that there is no simple graph G with 
vertex set {I, 2, 3} such that r( G)"" A. 

(f) Find a simple graph G such that I'(O)~A. (Frucht. 1939 has 
shown that every abstract group is isomorphic to the auto-
morphism group of some graph.) · 

1.2.13 A simple graph G is vertex-transitive if, for any two vertices u and 
v, there is an element g in J'lG) such that g(u)= g(v); G is 
edge-transitive if, for any two edges rt,v, and u,v,, there is an 
element h in I'( G) such that h({u,, v,}) = ju,, v,}. Find 

(a) a graph which is vertex-transitive but not edge-transitive; 
(b) a graph which is edge-transitive but not vertex-transitive. 

J.3 TIIF: INCIDF:NCE AND ADJA('fiNCY MATRICES 

To any graph G there corresponds a v x e matrix called the incidence matrix 
of G. Let us denote the vertices of G hy v, Vz, .•.• v. and the edges by 
e, e,, ... , e,. Then the incidence matrix of G is the m · M(G) = [m,1], 

~ er of ti v .. .and_~J .. ~_inc~<_!~~; The 
inc1dence matrix of a graph is just a different way of specifying the graph. 

Another matrix associated with G is the adjacency matrix; this is the v x v 
matrix A( G) [a,iJ, in which a,1 is the number of edges joining v, and v1• A 
graph, its incidence matrix, and its adjacency matrix are shown in figure 1.5. 

e, 

e1 e7 r, 4!, f'~ Ct. t7 

~
----

v, I 0 II I 0 

~ I I II 0 II 0 

v, II I I II 0 J 

v, n n 1 1 2 n 
MIG} 

G 

Figure l.'i 

u. v, u, v. 

ll, () 

v, 2 

v, I 

v, I 

0 

II 

0 I 
AI(J) 

0 
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The adjacency matrix of a 
incidence matrix. ami il is in 
computers. 

Graph 1'heory with Applications 

is generally considerably smaller than its 
lnnn that l!.nmhs arc commonly stored in 

Exercises 
1.3.1 Let M he the incidence matrix and A the adj!tcency matrix of a 

graph G. 

(a) Show that every column sum of M is 2. 
(h) What arc the column sums of A'l 

1.3.2 Let (i he hipattitc. Show that the vertices of G can he enumerated 
so lhat the adjm:cncy matrix of G has the lorn1 

where A,. is the 
1.3.3* Show that if G is 

the 

),4 St JIIORAPIIS 

[ -:-:.. . ~.~ '-] 
of A,. 

and the eigenvalu 
group of G is abelian 

of A arc distinct, then 

A graph H is a subgraph of G (written H <;;;G) if V(H) <;;; V(G), E(H) <;;; 
E(G), and ~1 11 is I he restriction of~,,, to E(H). When H <;;; G bul H;t: G, we 
write H c: G and call H a proper subgraph of G. If H is a subgraph of G, G 
is a supcrgraph of H. A spanning subgraph (or spanning supergraph) of G is 

a subgraph (or supergraph) H with ViJ!.t::: .... V(G~. ' 
By deleting from G all loops and. for every p· ir of adjacent vertices, all 

but one link joining them. we obtain a simple spanning subgraph of G, 
called the underlyin£..![!!tp/e _graph of G. Figure 1.6 shows a graph and its 

simple gntph. 

Figure l.f\. A graph and its underlyin~ 'imple graph 
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'~if y v 
g 

d b 
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G 

u 

e. 

d 

xo 'ow c 
G-la,b,f) 

ytJ"· ' '!": v 
d b d 

X W X 

X 0 

c 
A spanning 
subgroph of G 

~v 

The induced 
subgraph 
G[(u,v,x)] 

Figure 1.7 

G-[u,w} 

eAa 
yc(_____>v 

g 

xo ow 
c 

The edge-induced 
subgroph 
G[(a, c, e, gjJ 
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Suppose that V' is a noncmpty subset of V. The subgraph of a whose 
v~_rtex set is V' and_~.t!~>se __ "!~.£<:SC:til!..lbe set .Pf !ll!>~~Qc,!g!!.S....OL(Ulll!LhRY.e 
12.!.!tll e.!lds b:d!'. !~_s;_a_IJed tllt.;~~.S!.~Pil o!. <'! i~1~uce_1!~' and is denoted by 
G[ V']; we say that G( V'J is an imlui:c(f .~ii'hgrapl1 of G. The induced 
suhgraph G[V\ V'] is denoted by G V'; it is the subgraph obtained from a 
by deleting the vertices in V' together with their incident edges. If 
V' {v} we write G-v for G 

Now suppose that E' is a nonempty subset of E. The suhgraph of G 
whose vertex set is the set of ends of edges in E' and whose edge set is E' is 
called the suhgraph of G induced hy E' 1md is denoted hy G[E'J; orE'] is 
an edge-induced .~ubgrap/1 of G. The spanning suhgraph of G with edge set 
E\E' is written simply as G E'; it is the suhgraph obtained from G hy 
deleting the edges in E'. Similarly, the graph ob!Hincd from a hy adding a 
set of edges E' is denoted by G + E'. If E' ~lei we write G- e and G + e 
instead of G- {C'} and a+ {e}. 

Suhgraphs of these various types are depicted in figure 1.7. 
Let G, and G2 be suhgraphs ofJ). We say that G, and G2 arc cli.~join!J! 

!uey'llii'v'C no vertex iiiCiiil'mlnn, and .. t:Jlge..::.disjoilll if .tl:lc.)'_halil!..ntLe:i~Jii! ill-
cnmmnn. Tiie-·iifiiOi!(i;UG;or G, and G, is the suhgraph with vertex set 
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V(G1) U V(G,J and edge set E(GI) U E(G,); if G1 and G, are disjoint, we 
sometimes denote their union hy G1 + G,. The intersection G 1 n G, of G, 
and G, is deli ned similarly. hut in this case a 1 and G, must have at least one 

vertex in common. 

Exercises 
1.4.1 Show that every simple graph on n vertices is isomorphic to a 

suhgraph of K ... 
I .4.2 Show that 

(a) every induced suhgraph of a complete graph is complete; 
(b) every suhgraph of a bipartite graph is bipartite. 

1.4.3 Describe how M( G- E') .and M( G- V') can he obtained from 
M(G). and how A(G- V') can be obtained from A( G). 

1.4.4 Find a bipartite graph that is not isomorphic to a subgraph of any 

k-cuhe. 
1.4.5* Let G he simple and let n he an integer with I < n < v- I. Show that . 

if v "'= 4 and all induced suhgraphs of G on n vertices have the same 
number of edges. then either G == K.. or G == K~. 

1.5 VERTFX IJI'C;REI'S 

The degree dc;(v) of a vertex v in G is the number of edges of G incident 
wiTFiV,eiCii-lmipnmnrjn!n~!·tY[ii~fd~. wnicriote by -iH G) ii~d <i< a)t'he 

m1mmumari,rniaxirnum degrees. respectively, of vertices of G. 

Tireorem l. I 

.~'l(u) = 2e 

Proof Consider the incidence matrix M. The sum of the entries in the 
row corresponding to vertex v is precisely d(u), and therefore > d(u) is just :.<, 
the sum of all entries in M. But this sum is also 2e, since (exercise 1.3.1a) 
each of the e column sums of M is 2 D 

Corollary I. I In any graph, the number of vertices of odd degree is even: 

Proof Let V, and V, be the sets of vertices of odd and even degree in G, 

respectively. Then 

J~.d(u)+ .~,d(v)= .~.d(u) 

is even, by theorem 1.1. Since k d(u) is also even, it follows that ~ d(v) is 

even. Thus IV~I is even D •• ' •• 
1 

..)!~~ 'L-
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A graph G is k-regular if d(u) = k for all v E V; a regular graph is one that 
is k-regular for some k. (~ompl~!!!l!!!I!hs andcomple.t~ .biP.!!!_tite g!aphs K •.• 

~!::~ul~~~-~o, __ ~!~?·_.~_re. ~~_:_.!'.::.C.'!b.es._ 

Exercises 

1.5.1 
1.5.2 

1.5.3 

1.5.4 

1.5.5 

1.5.6 

Show that 8 :'5 2e/v::;; 6.. 
Show that if a is simprc, the entries on the diagonals of both MM' 
and A' are the degrees of the vertices of G. 
Show that if a k-regular bipartite graph with k >0 has bipartition 
(X, Y), then lXI = IYI. 
Show that, in any group of two or more people, there are always two 
with exactly the same number of friends inside the group. 
If G has vertices u, v,, ... , v,., the sequence (d(u 1), d(u,), ... , d(u,.)) 
is called a degree sequence of G. Show that a sequence 
(d, d2, ••• , d.,) of non-negative integers is a degree sequence of some 

graph if and only if f d, is even. 
i,.,.l 

A sequence d = (d,·, d,, _ .. , d.) is graphic if there is a simple graph 
with degree sequence d. Show that 

(a) the sequences (7, ti, 5, 4, 3, 3, 2) and (fi, 6, 5, 4, 3, 3, I) are not 
graphic; 

n 

(b) if d is graphic and d, 2: d, 2: ... 2: d.,, then L d, is even and 
i..,l 

k n 

1~ d,::;; k(k -I)+J~, min{k, d,) for I::;; k s n 

(Erdos and Gallai, 1960 have shown that this necessary condition is 
also sufficient for d to be graphic.) 

1.5.7 Let d = (d, d,, ... , d.) he a non increasing sequence of non-negative 
integers, and denote the sequence (d, -I, d,- I,. - . , d.,.,,- I, 
d.,.,,- ..• d.) by d'. 
(a)* Show that d is graphic if and only if d' is graphic. 
(b) Using (a), describe an algorithm for constructing a simple graph 

with degree sequence d, if such a graph exists. 
(V. Havel, S. Hakirni) 

1.5.R* Show that a loopless graph G contains a bipartite spanning subgraph 
H such that d"(u) 2: lda(u) for all v E V. 

1.5.9* Let S = {x, x,,. _., x.) be a set of points in the plane such that the 
distance between any two points is at least one. Show that there are 
at most 3n pairs of points at distance exactly one. 

1.5.10 The edge graph of a graph a is the graph with vertex set E(G) in 
which two vertices arc joined if and only if they arc adjacent edges in 
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G. Show that, if G is simple 

(a) the edge graph of G has e(G) vertices and L (da2(v)) edges; 
vEVICi) 

(b) the edge graph of K, is isomorphic to the complement of the 
graph featured in exercise 1.2.6. 

1.6 PATiiS AND CONNEct ION 

A walk in G is a linite non-null sequence W vue,v,e,v, ... e,v,, whose 
terms are alternately vertices and edges, such that. for I :s i :s k, the ends of 
e, are v, 1 and l'•· We say that W is a walk from Vo to v,, or a (vo, v,)-walk. 
The vertices vo and v. are called the origin and terminus of W, respectively, 
and v, v,, ... , t'H its intemalllerlices. The integer k is the length of W. 
..-If W=vue,v, ... e.v, and W'=v,e,.,v,., ... e,v, are walks, the walk 
v,e,v,., ... t'tlln. obtained by reversing W.js denoted by w-• and the walk 
voe,v, ... e,v, obtained by concatenating W and W' at v,, is denoted by 
WW'. A section of a walk W = vue,v, ... e,v, is a walk that is a subsequence 
v,e,.,v,., ... e1v, of consecutive terms of W; we refer to this subsequence as 
the ( v., v,)-seclion of W. 

In a simple graph, a walk v.e,v, ... e,v. is determined by the sequence 
v.v, ... v. of its vertices; hence a walk in a simple graph can be specified 
simply by its vertex sequence. Moreover, even in graphs that are not simple, 
we shall sometimes refer to a sequence of vertices in which consecutive 
terms are adjacent as a •walk'. In such cases it should be understood that the 
discussion is valid for every walk with that vertex sequence. 

JJ the edges e,, e,, ... , e. of a walk W are distinct, W is called a frail; in 
this case the length of W is just E(W). If. in addition,_!be vertifes 
vo. v, ...• v. are distinct, W is c afh. Figure I.R illustrates a walk, a 
trat an a pat m a graph. We shall also use the word 'path' to denote a 
graph or subgraph whose vertices and edges are the terms of a path. 

-trJ,w,~-"'~ tJ 

?~\.\ ,h..J.I~ y~ v 

A.""-tl~,~ c.Jt..v • z. d 

X c 

Figure 1.8 

Walk: uavfyfvgyhwbv 

Trail: wcxdyhwbvgy 

Path: iccwhyeuov 

;._ 
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v 0 

(a) tb) 

Figure I.<J. (o) A connected grnph; (I>) a disconncctctlgmph with three components 

Two vertices u and v of G are said to l?.c;_cQ~~d if there is a (u, v)-eath 
in G. Connection is an equivalence relation on the vertex set V. Thus tiicre 
is a partition of V into nonempty subsets V, v,, ... , Vw such that two 
vertices u and v are connected if and only if both 11 and v belong to the 
same set \-1. The subgraphs G[V,], G[V2], •••• G[Vw] are called the com
ponents of G. If Q~ exactly one_f!lmponent, G is connected; otherwise G 
is disconnected. We denote the numher of components Of G hy w(G). 
Connected and disconnected graphs are depicted in figure 1.9. 

Exercises 

1.6.1 Show that if there is a (u, v)-walk in G, then there is also a 
(u, v)-path in G. 

1.6.2 Show that the number of ( v, vi)-walks of length k in G is the (i, j )th 
entry of A'. 

1.6.3 Show that if G is simple and ll ~ k, then G has a path of length k. 
1.6.4 Show that G is connected if and only if, for every partition of V 

into two nonempty sets V, and V,, there is an edge with one end in 
V, and one end in Vz. 

1.6.5 (a) Show that if G is simple and e > (v 
2 

1 
). then G is connected. 

(b) For v> l, find a disconnected simple graph G with r. (v; 1 
). 

1.6.6 (a) Show that if G is simple and l'i > [v/2]- I, then 0 is connected. 
(b) Find a disconnected ([P/21 I)-regular simple graph for v even. 

1.6.7 Show that if G is disconnected, then G' is connected. 
1.6.8 (a) Show that if eeE, then w(G):sw(G-e):sw(G)+ I. 

(b) Let v E V. Show that G- e cannot, in general, he replaced hy 
G- v in the above inequality. 

1.6.9 Show that if G is connected and each degree in G is even, then, for 
any vE V, w(G-v):sld(v). 

~ .: ~ ~ 
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1.6.1 0 Show that any two longest paths in a connected graph have a vertex 
in common. 

1.6.11 If vertices u and L' arc connected in G, the disl£li1C£...Pl:.lwe~and 
IJ.i!I_O~enotcd by d.lii!!z..!'.h..~g!~ Q(!l ~ho!.tl!.~t (u, v~-eath in 
G; if there is no path connecting 11 and v we define do(u, v) to be 
infinite. Show that, for any three vertices u, v and w, d(u, v) + 
d(v, w)~d(u, w). 

1.6.12 The diameter of G is the maximum distance between two vertices 
of G. Show that if G has diameter greater than three, then G' has 
diameter less than three. 

1.6.13 Show that if G is simple with diameter two and A= 11- 2, then 
E ~21•-4. 

1.6.14 Show that if G is simple and connected but not complete, then G 
has three vertices 11, v and w such that uv, vw e E and uwe E. 

\ fJ'? 
J. 7 CYCLES . · I ' ~- · '. 0 t.. 

). ·.. \'· . .·· 
A walk is close?_ if it has positive length and iii origin and terminus are the 
same. A closed trail whose ori in and inter fv · es are distinct is a cycle. 
Just as wit paths we sometimes use t e term 'cycle' io .. deiime a graph 
corresponding to a cycle. A cycle of length k is called a k-cycle; a k-cycle is 
odd or even according as k is odd or even. A 3-cycle is often called a 
triangle. Examples of a closed trail and a cycle are given in figure 1.10. 

Using the concept of a cycle, we can now present a characterisation of 
bipartite graphs. 

Theorem 1.2 A graph is bipartite if and only if it contains no odd cycle. 

Proof Suppose that G is bi-;?artite with bipartition {X, Y), and let ~ = 
vov, ... v,vo be a cycle of G. Without loss of generality we may assume that 
VoE X. Then, since v'ov 1 E E and G is bipartite, v, E Y. Similarly v,e X and, 
in general, v,, eX and v,,., e Y. Since VqE X, v, e Y. Thus k = 2i + 1, for 
some i, and it follows that C is eve~. ·<:., ;~_, ·} 

.. u u t, I ., • ..,..c. to,;{ 
'it s:l. 

c 

w 

Figure 1.10 

Closed trail: ucvhxgwfwdvbu 

Cycle: xaubvhx 

.... 
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It clearly suffices to prove the converse for connected graphs. Let G he a ~ 
connected graph that contains no odd cycles. We choose an arbitrary vertex 
u and define a partition (X, Y) of V by setting 1 ~ . _.._. o 

A--···' t)v.A-1'\ t ,,__., ""-'\.. ...-l '~~ .. • I ) 

X= {x e VI d(u, x) is even} r-, • il -· \ 1 -. 

, ". 
Y={yeVjc!j~) isodd} 

) 
We shall show that (X, Y) is a bipartition of G. Suppose that v and w are 
two vertices of X. Let P he a shortest (u, t')-path and Q he a shortest 
{u, w)-path. Denote by u, the last vertex common to p and Q. Since P and 
Q arc shortest paths, the {u, u,)-sections of both P and 0 are shortest 
(u, 11,)-paths and, therefore, have the same length. Now, since the lengths of 
both P and Q are even, the lengths of the {u, v)-section P, of P and the 
(u, w)-section Q, of 0 must have the same parity. It follows that the 
( v, w )-path P,'Q, is of even length. If v were joined to w, Pi 1 Q, wt> would 
he a cycle of odd length, contrary to the hypothesis. Therefore no two 

v~!fes il) )( are.l!dj~~Ent; similarly, ~~~~?.'::~!.~!~c~n __ X..!!.~'!L<!£ent D 

Exercises 

I. 7 .I Show that if an edge e is in a closed trail of G, then e is in a cycle of 
G. 

1.7.2 Show that if 8 ~ 2, then G contains a cycle. 
I. 7 .3* Show that if G is simple and 8 ~ 2, then G contains a cycle of length 

at least ll + I. 
1. 7.4 The girth of G is the length of a shortest cycle in G; if G has no 

cycles we define the girth of G to be infinite. Show that 

(a) a k-regular graph of girth four has at least 2k vertices, and (up to 
isomorphism) there exists exactly one such graph on 2k vertices; 

{b) a k -regular graph of girth five has at least k 2 + I vertices. 

1.7.5 Show that a k-regular graph of girth five and diameter two has 
exactly k'+ I vertices, and find such a graph for k = 2, 3. (HotTman 
and Singleton, 1960 have shown that such a graph can exist only if 
k = 2, 3, 7 and, possibly, 57.) 

I. 7.6 Show that 

{a) if F.~ 11, G contains a cycle; 
(b)* if F.~ 11 + 4, G contains two Ctlge-disjoint cycles. (L. P6sa) 

APPLICATIONS 

1.8 HIE SIIORTEST PA'Ill I'ROili.EM 

With each edge e. of G let there be associated a real number w(e), called its 
weig/11. Then G, together with these weights on its edges, is called a weigllled 
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u0c( 0 
:( ~ 0 1 .:: )wo 

1-'igurc 1.11. II lu ... 1',.)-palh of minimum weigh I 

graph. Weighted graphs <>ccur frequently in applications of graph theory. In 
the friendship graph. for example, weights might indicate intensity of 
friendship; in the communications graph, they could represent the construc
tion or maintenance costs of the various communication links. 

If H is a suhgraph of a weighted graph, th~wei.s.!!_t w(H) of H is the sum 

of the weights L w(e) on its edges. Many optimisation prohlems amount 
_ .s.r....!iCHI 

to finding, in a weig'h.,..te-Jr-g-ra_p,.h-.-a-s""u'";hgraph of a certain type with minimum 
(or maximum) weight. One such is the shortest path problem: given a railway 
network connecting various towns, determine a shortest route between two 
specified towns in the network. 

Here one must find, in a weighted graph, a path of minimum weight 
connecting two specified vertices lin and Vn; the weights represent distances 
by rail between directly-linked towns, and are therefore non-negative. The 
path indicated in the graph of figure 1.11 is a (un, Vn)-path of minimum 
weight (exercise I.R.I). 

We now present an algorithm for solving the shortest path prohlem. For 
clarity of exposition. we shall refer to the weight of a path in a weighted 
graph as its /engtlr; similarly the minimum weight of a {u, v)-path will be 
called the distance between u an~and !ku_~ed by d(u, v). These defini
tions corncrtlewith the usual notions of length and illStance, as defined in 
section 1.6, when all the weights arc equal to one. 

It clearly suffices to deal with the shortest path problem for simple graphs; 
so we shall assume here that G is simple. We shall also assume that all the 
weights are positive. This, again, is not a serious restriction because, if the 
weight of an edge is zero, then its ends can be identified. We adopt the 
convention that w(uv) = oc if uve E. 

Graphs and S11bgraphs 17 

The algorithm to he described was discovered hy Dijkstra ( 1959) and, f 
independently, hy Whiting and Hillier ( 1960). It finds not only a shortest ~ 0 

~lin, v~,)-path, hut shortest paths from lin to all other vertices of G. The hasic T 
tdea ts as follows. 1 

Suppose that S is a proper subset of V such that linES, and let S denote 
V\S. If P =lin ... iiii is a shortest path from Un to S then clearly fiE S and 
the (un. ii)-section of P must he a shortest (un, !'i)-path. Thercfoi·e _::, ~ 

ID t:J....;y,_ 
cl(lln,ii)=d(tJn,l1)+w(t1[i) 1- - ...J-

~
VV" s and the distance from lin to S is given by the fornlJ:lla 

d(un, S) = min{d(un, ii) + w(uu\) · 
IllS 
..... s 

(I. I) 

This formula is the hasis of Dijkstra's algorithm. Starting with the set 
Sn = {unl. an increasing sequence Sn, S,, ... , S,. 1 of subsets of V is con
structed, in such a way that, at the end of stage i, shortest paths from lin to 
all vertices in S, are known. 

The first step is to determine a vertex nearest to Un. This is achieved hy 
computing d(tJn, Sn) and selecting a vertex u, E .'i, such that d(u,, 11 1) = 
d(un, .5n); hy ( 1.1) 

cl(un, Sn) = min{d(un, u) + w(rw)) = mjn{w(unv)} 
u1 S11 "' S 11 
yE"~II 

and so d(un, Sn) is easily computed. We now set S, = {u,., u 1) and let P, 
denote the path unu 1; this is clearly a shortest (un, u,J-path. In general, if the 
set S, = {un. u, ... , u,) and corresponding shortest paths P,, P,, .... P, have 
already heen determined, we compute d( Un, S,) using { 1.1) and select a 
vertex u,,,eS, such that d(un,u,,,)=cl(un,.5.). By (1.1), d(rJn,u,,,J= 
d(un, u;)+ w(u;u,.,) for some j :5 k; we get a shortest (un, u,, ,)-path hy 
adjoining the edge u;u,,, to the path P;. 

We illustrate this procedure hy considering the weighted graph depicted in 
figure 1.12a. Shortest paths from Un to the remaining vertices arc deter
mined in seven stages. At each stage, the vertices to which shortest paths 
have heen found are indicated hy solid dots, and each is lahcllcd hy its 
distance from lin; initially Un is lahcllcd 0. The actual shortest paths are 
indicated by solid lines. Notice that, at each stage, these shortest paths 
together form a connected graph without cycles; such a graph is called a tree, 
and we can think of the algorithm as a 'tree-growing' procedure. The final 
tree, in figure 1.12h, has the property that, for each vertex !l. the path 
connecting Un and v is a shortest ( Un, v )-path. 

Dijkstra's algorithm is a refinement of the ahove procedure. This refine
ment is motivated by the consideration that, if the minimum in ( 1.1) were to 
he computed from scratch at each stage, many comparisons would he 
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~ 

~3 

(a} 

2 

ckv .-v,.. "" .,.;_ -~ ... 3 

6tk"' .~vr;. 7 A--~ -,.3 

•'-::"' .-ur;. "7 A~ v~ ,.3 

Figure 1.12. Shortest path algorithm 
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repeated unnecessarily. To avoid such repetitions. and to retain computa
tional information from one stage to ttie next, we adopt the following 
labelling procedure. Throughout the algorithm, each vertex v carries a label 
l(v) which is an upper bound on d(u.,,l!). lnith1lly l(u,.)=O and l(l!)=oo for 
v ;6 u.,. (In actual computations ro is replaced by any sulliciently large 
number.) J\s the algorithrn.procecds, these labels are modified so that, at the 
end of stage i, 

l(u) d(u,.,u) for uES, 
and 

l(v) min{d(uo,u)+ 
u<'S1 1 

for l! E S, 

Dijkstra 's Algoritlnn 

I. Set l(llu) = 0, l(ll) = oo for V¢ llo, So 
2. For each vE S,, replace l(v) hy min{l(v),l(u,)+ w(u,v)). Compute 

and let u;., denote a vertex for which this minimum is attained. 

Set S,.. S,U{u,.,). 
3. lf i = v I, stop. If i < v- I. replace i i + I and go to step 2. 

When the <~lgorithm terminates, the distance from Uo to v is given hy the 
final value of the label l(v). (If our interest is in determining the distance to 
one specific vertex v.,, we stop as soon as some u; equals v.,.) A How diagmm 
summarising this algorithm is shown in figure 1.13. 

As described above, Dijkstra's algorithm determines only the distances 
from uu to aU the other vertices, and not the actual shortest paths. These 
shortest paths can, however, he easily determined by keeping track of the 
predecessors of vertices in the tree (exercise 1.8.2). 

Dijkstra's algorithm is an example of what Edmonds (1965) calls a good 
algorithm. A graph-theoretic algorithm is good if the number of computa
tional steps required for its implementation on any graph G is hounded 
above by a polynomial in v and e (such as 3v'e). An algorithm whose 
implementation may require an exponential number of steps (such as 2'') 
might he very inefficient for some large graphs. 

To see that Dijkstra's algorithm is good, note that the computations 
involved in boxes 2 and 3 of the How diagram, totalled over all iterations, 
require v( v- I )/2 additions and v( v- I) comparisons. One of the questions 
that is not elaborated upon in the How diagram is the matter of deciding 
whether a vert e)! belongs to S or not (box I). Dreyfus (1969) reports a 
technique for doing this that requires a total of ( v- I)' comparisons. Hence, 
if we regard either a comparison or an addition as a basic computational 
unit, the total numher of computations required for this algnrithm is 
approximately Sv'/2, and thus of order v'. (A function j(v, e) is of order 
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11\•'·l ... ---"-,,., .. < 

t1v(S 

13J 

3~.. .• , s. 1 

Compu1e m1n lti~ )) 
v~s 

ltuqtl"" '"1nlthl/ '-----------..J 
;,S 

Fi!!urc I. I J. Dijkstra's algorithm 

v · i - I comparisons 

v ' ~ I cornpOIISOfls 

g(v, e) if there exists a positive constant c such that f(v, e)/g(v, e)sc for all 

v and e.) 
Although the shortest path problem can be solved by a good algorithm, 

there are many problems in graph theory for which no good algorithm is 
known. We refer the reader to Aho, Hopcroft and Ullman {1974) for 

further details. 

Exercises 

1.8. t 

1.8.2 

1.8.3 

Find shortest paths from u,, to all other vertices in the weighted 

graph of figure 1 . t 1 . 
What additional instructions are needed in order that Dijkstra's 
algorithm determine shortest paths rather than merely distances? 
A company has branches in each o[ six cities C., C2, ... , Co. The fare 
for a direct flight from c, to C, is given by the (i, j)th entry in the 
following matrix (oo indicates that there is no direct flight): 

....... 

Graphs and Subgraphs 

[ 

0 50 "' 
50 () 15 
00 15 0 
40 20 10 
25 "' 20 
Ill 25 co 

40 25 10] 20 00 25 
10 20 00 

0 10 25 
10 () 55 
25 55 () 

21 

The company is interesled in computing a table of cheapest roules 
between pairs of cities. Prepare such a tahlc. 

1.!1.4 A wolf, a goat and a cabbage arc on one bank of a river. A ferryman 
wants to take them across, but, since his boat is small, he can take 
only one of them at a time. For obvious reasons, neither the wolf and 
the goat nor the goat and the cabbage can be left unguarded. How is 
the ferryman going to get them across the river'! 

1.!1.5 Two men have a full eight-gallon jug of wine, and also two empty 
jugs of five and three gallons capacity, respectively. What is the 
simplest way for them to divide the wine equally? 

I .8.6 Describe a good algorithm for determining 

(a) the components of a graph; 
(b) the girth of a graph. 
How good are your algorithms? 

I. 9 SI'ERNER'S I.EMMA 

Every continuous mapping f of a closed n-disc to itself has a fixed point 
(that is, a point x such that f(x) = x). This powerful theorem, known as 
Brouwer's fixed-point theorem, has a wide range of applications in modern 
mathematics. Somewhat surprisingly, it is an easy consequence of a simple 
combinatorial lemma due to Sperncr ( 1928). And, as we shall see in this 
section, Sperner's lemma is, in turn, an immediate consequence of corollary 
1.1 

Sperner's lemma concerns the decomposition of a simplex (line ~cgment, 
triangle, tetrahedron and so on) into smaller simplices. For the sake of 
simplicity we shall deal with the two-dimensional case. 

Let T be a closed triangle in the plane. A subdivision of T into a flnitc 
number of smaller triangles is said to be simplicial if any two intersecting 
triangles have either a vertex or a whole side in common (sec figure I. 14a). 

Suppose that a simplicial subdivision of T is given. Then a labelling of the 
vertices of triangles in the subdivision in three symbols ll, I and 2 is said to 
be proper if 

(i) the three vertices of T are labelled 0, I and 2 (in any order), and 
(ii) for (Is i < j s 2, each vertex on the side of T joining vertices Ia he IIed i 

and j is labelled either i or j. 
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0 

2L-------7---~~---3. 

Figure I. I~. (II) A simplicial subdivi,ion or a lriangle; (h) a proper labelling or lhc 
';Uhdivision 

We call a triangle in the subdivision whose vertices receive all three labels a 
distinguished triangle. The proper lahelling in figure 1.14b has three distin
guished triangles. 

Theorem I .3 (Sperner's lemma) Every properly lahelled simplicial subdivi
sion of a triangle has an odd numhcr of distinguished triangles. 

Proof Let T., denote the region outside T. and let T, T,, ... , T. be the 
triangles of the subdivision. Construct a graph on the vertex set 
{vn, v,, .... t• .. } hy joining V; and V; whenever the common boundary of T1 

and T; is an edge with labels 0 and I (see figure 1.15). 
In this graph, l'u is clearly of odd degree (exercise 1.9.1 ). It follows from 

corollary 1.1 that an odd numher of the vertices u,, v,, ... , v. are of odd 
degree. Now it is easily seen that none of these vertices can have degree 

0 

v,~- ~~3 . v0 

~
10 O V12 V

4 

va v5 

Vg ~7 OV6 

Figure 1.15 
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three, and so those with odd degree must have degree one. But a vertex v, is 
of degree one if and only if the triangle T, is distinguished D 

We shall now briefly indicate how Spcrncr's lemma can he used to deduce 
Brouwer's lixcd-point theorem. Again. for simplicity, we shall only deal with 
the two-dimensional case. Since a closed 2-disc is homeomorphic In a closed 
triangle, it sullices to prove that a continuous mapping of a closed triangle to 
itself has a fixed point. 

Let T he a given closed triangle with vertices Xu, x, and x,. Then each 
point x of T can he written uniquely as x = a.,x., +a ,x, + a,x,, where each 
Cl 1 2"0 and l Cl; ~I, and we can represent x hy the vector (a.,, a, a,); the real 
numbers a.,, a, and a, arc called the lwryn'ntric coorclirwle.~ of x. 

Now let f he any continuous mapping of T to itself. and suppose that 

[(a.,, a, a,)= (a:, a:. a;) 

Deline S, as the set of points (a.,, a,, a,) in T for which a:,;; a,. To show that 
f has a fixed point, it is enough to show that SonS, n s, ;t 11. For suppose 
that (a.,,a,,a,)ESnllS,nS,. Then, hy the definition of S,, we have that 
ar $ Cl; for each i, and this, coupled with the fact that l ar = l Cl;, yields 

(a:,, a:. a\)= (a.,. a,. a,) 

In other words, (a.,, a, a,) is a fixed point of f. 
So consider an arbitrary subdivision of T and 11 proper labelling such that 

each vertex lahelled i belongs to S,; the existence of such a labelling is easily 
seen (exercise 1.9.2a). It follows from Sperncr's lemma that there is a 
triangle in the suhdivision whose three vertices belong to S.,, S, and S,. Now 
this holds for any subdivision of T and, since it is possible to choose 
suhdivisions in which each of the smaller triangles arc of nrhitrarily small 
diameter, we conclude that there exist three points of S.,, S, and S, which 
arc arbitrarily close to one another. Because the sets S, arc closed (exercise 
1.9.211), one may deduce that s.,ns,nS,;el1. 

For details of the above proof and other applications of Spcrner's lemma, 
the reader is referred to Tompkins ( 1964). 

Exercises 

1.9.1 In the proof of Spcrner's lemma, show that the vertex Vo is of odd 
degree. 

1.9.2 In the proof nf Brouwer's fixed-point theorem, show that 

(a) there exists a proper lahclling such that each vertex labelled 
hclnngs to .'i,; 

(II) the sets S, are closed. 

1.9.:1 State and prove Sperncr's lemma for higher dimensional simplices. 
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2 Trees 
2.1 TREES 

An acyclic graph is one that contains no cycles. ~.a connected acyclic 
graph. The trees on six vertices arc shown in figure 2.1. 

Theorem 2.1 In a tree, any two vertices are connected by a unique path. 

Proof By contradiction. Let G be a tree. and assume that there are two 
distinct (u, v)-paths P, and P, in G. Since P, ;t. P,, there is an edge e = xy of 
P

1 
that is not an edge of P,. Clearly the graph {P, UP,)- e is connected. It 

therefore contains an (x, y )-path P. But then P + e is a cycle in the acyclic 
graph G, a contradiction 0 

The converse of this theorem holds for graphs without loops (exercise 

2.1.1}. 
Observe that all the trees on six vertices {figure 2.1) have five edges. In 

general we have: 

Theorem 2.2 H G is a tree, then e = "- I. 

Proof By induction on "· When " = 1, G K, and e = 0 "- I. 

X* 
Figure 2.1. The trees em six vertices 
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Suppose the theorem true for all trees on fewer than v vertices, and let G 
be a tree on 11 ""2 vertices. Let uv E E. Then G- uv contains no (u, v)-path, 
since 1w is the unique (!1, v)-path in G. Thus G uv is disconnected and so 
(exercise 1.6.!ltl) ,.,( G- IW) 2. The components G, and Ga of G uv, 
being acyclic, are trees. Moreover, each has fewer than v vertices. Therefore, 
by the induction hypothesis 

F( G,) = 1•( G,)- I for i = I, 2 
Thus 

F(G) F(G,)+E(G,)+ I l'(G,)+v(G,)-1 v(G)-1 0 

Corollary 2.2 Every nontrivial tree has at least two vertices of degree one. 

Proof Let G be a nontrivial tree. Then 

d(v)"" I for all v e V 

Also, by theorems 1.1 and 2.2, we have 

}d(v) 2E=2v-2 
.~ 

It now follows that d(v) I for at least two vertices v 0 

Another, perhaps more illuminating, way of proving corollary 2.2 is to 
show that the origin and terminus of a longest path in a nontrivial tree both 
have degree one (see exercise 2.1.2). 

Exercises 

2.1.1 Show that if any two vertices of a loop1ess graph G are connected 
a unique path, then G is a tree. 

2.1.2 Prove corollary 2.2 by showing that the origin and terminus of a 
longest path in a nontrivial tree both have degree one. 

2.1.3 Prove corollary 2.2 by using exercise 1.7.2. 
2.1.4 Show that every tree with exactly two vertices of degree one is a 

path. 
2.1.5 Let G be a graph with v I edges. Show that the following three 

statements are equivalent: 

(a) G is connected; 
(b) G is acyclic; 
(c) G is a tree. 

2.1.6 Show that if G is a tree with A;;;: k, then G has at least k vertices of 
degree one. 

2.1.7 An acyclic graph is also called a forest. Show that 

(a) each component of a forest is a tree; 
(b) G is a forest if and only if e.= v-w. 

Trees 27 

2.1.!l A centre of G is a vertex u sud1 that max d( u, v) is as small as 
vCV 

possible. Show that a tree has either exactly one centre or two, 
adjacent, centres. 

2.1.9 Show that if G is a forest with exactly 2k vertices of odd degree, 
then there are k edge-disjoint path~ P, P,, ... , f>, in G such that 
E(G) E(P,)U E(J>,)U ... U E(P,). 

2.1.10* Show that a sequence (d., d,, ... , d,.) of positive integers is a degree 
,. 

sequence of a tree if and only if ~' d, 2(1•- I). 

2.1.11 Let T he an arhitrary tree on k + I vertices. Show that if G is 
simple and 8;;;: k then G has a suhgraph isomorphic to T. 

2.1.12 A saturated hydrocarbon is a molecule C..,H. in which every carbon 
atom has four bonds, every hydrogen atom has one bond, and no 
sequence of bonds forms a cycle. Show that, for every positive 
integer m, C .. H .. can exist only if n 2m+ 2. 

2.2 CUT F.I>OI'S ANI> IIONilS 

A cut edge of G is an edge e such that w( G- e)> w( G). The graph of figure 
2.2 has the three cut edges indicated. 

Theorem 2.3 An edge e of G is a cut edge of G if and only if e is 
contained in no cycle of G. 

Proof Let e be a ·~dge of G. Since w(G-e)>w(G), there exist 
vertices u and L' of G that are connected in G but not in G e. There is 
therefore some (u, v)-path P in G which, necessarily, traverses e. Suppose 
that x and y are the ends of e, and I hat x precedes y on P. In G - e, 11 is 
connected to x by a section of P and y is connected to 11 by a section of P. If 
e were in a cycle C, x and y would he connected in G- e by the path ('-e. 
Thus, u and v would he connected in G e, a contradiction. 

Figure 2.2. The cut edges of a graph 
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Conversely. suppose th;1t e xy is not a cut edge of G; thus, w(G-e) 
w(G). Since there is an (x, y)-path (namely xy) in G, x and y are in the 
same component of G. It follows that x and y are in the same component of 
G- e, and hence that there is an (x, y )-path P in G- e. But then e is in the 
cycle P + e of G 0 

Tlteorem 2.4 A connected graph is a tree if and only if every edge is a cut 
edge. 

Proof Let G n~:::;?tree and let e be an edge of G. Since G is acyclic, e is 
contained in no cycle of G and is therelore, by theorem 2.3, a cut edge of G. 

Conversely, suppose that G is connected but is not a tree. Then G 
contains a cycle C. By theorem 2.3, no edge of C can be a cut edge of G 0 

A spam1i11g tree of G is a spanning subgraph of G that is a tree. 

Corollary 2.4.1 Every connected graph contains a spanning tree. 

Proof Let G be connected and let T be a minimal connected s'panriing 
subgraph of G. By definition w(T)=o I and w(T-e)> 1 for each edge e ofT. 
It follows that each edge of T is a cut edge and therefore, by theorem 2.4, 
that T, being connected, is a tree 0 

Figure 2.3 depicts a connected graph and one of its spanning trees. 

Corollary 2.4.2 If G is connected, then e;:: v-1. 

Proof Let G be connected. By corollary 2.4.1, G contains a spanning 
tree· T. Therefore 

e(G);:oe(T)= v(T)-1 v(G)-1 0 

Figure 2.3. A spanning tree in a connected graph 
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(a) (b) 

.Figure 2.4. (cl) An edge cut; (bl a hond 

Theorem 2.5 Let T he a spanning tree of a connected graph G and let e be 
an edge of G not in T. Then T + e contains a unique cycle. 

Proof Since Tis acyclic, each cycle of T + e contains e. Moreover, C is a 
cycle of T + e if and only if C- e is a path in T connecting the ends of e. By _ -\ 
theorem 2.1, T has a unique such path; therefore T + e contains a unique , . ·/ 

cycle 0 \ 'f' r,\ ., ~ ~ r. •. \ \ 'f.,..!oo •.r- 1. • l 

For subsets S and S' of V, we dcnQ{l!by [S, S']the set of edges with one . 1LJII"\ 
~Sand the other in S'. An edg~ cur of G is a_~!!J!set of E of thJ:Jorm ., . ·· ,rl""r:. 
\f.S..S11 where s· is a nonemp~..I!!Qper subset of V and S = \7\S. A minimal A.~· 

nonemply edge CU[ ora iscalled a bOnd; e!!£b.J:.Y.L.ed~_.e1_f~ll<;!!,,,gives Jl' ~ ..... 
rise to a bond {e). If G is connected, then 'it bond B of G is a minimal sUbset "c U"" 
OfEsuciT that-G -B is djsconnec.ted. ~illcates an- edge"cui iiiiil a .iV'6 
bond in a graph. · 

If H is a subgraph of G, the complement of H in G, de.noted by !_j(G), is.\ 
the subgraph G- E(H). If G is connected, a subgraph of the form F, where 
T is a spanning tree, is called a corree of G. · 

Theorem 2.6 Let T be a spanning tree of a connected graph G, and let e be ):j 1 
any edge of T. l'hen ,, , r. , c• H: ~ 

• .. I t p ( "• 

,,_,.._. 1',. e "'i"f (i) the cotree f contains no bond of G; · · 
(ii) f + e contains a unique bond of G. ~ •, · 

Proof (i) Let B be a bond of G. Then G- B is disconnected, and so 
cannot contain the spanning tree T. Therefore B is not contained in f. (ii) 
Denote by S the vertex set of one of the two components of T- e. The edge 
cut B = [S, S] is clearly a bond of G, and is contained in f +e. Now, for any 
b e B, T- e + b is a spanning tree of G. Therefore every bond of G 
contained in f + e must include every such element b. It follows that B is 
the only bond of G contained in f + e 0 

The relationship between bonds and cotrees is analogous to that between 
cycles and spanning trees. Statement (i) of theorem 2.6 is the analogue for 
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honds of the simple fa~t that a spanning tree is acyclic. and (ii) is the 
analogue of theorem 2.5. This 'duality' between cycles and honds will be 
further explored in chapter 11 (sec nlso exercise 2.2.1 0). 

Exercises 

2.2.1 Show that G is a forest if and only if every edge of G is a cut edge. 
2.2.2 Let G he cnnnected and let e E E. Show that 

2.2.3 

2.2.4 

2.2.5 
2.2.6 

(a) r is in every spanning tree of G if and only if r is a cut edge of 
a; 

(b) r is in no spanning tree of G if and only if e is a loop of G. 

Show that if a is loopless and has exactly one spanning tree T, then 
a T. 
Let F he a maximal forest of G. Show that 

(a) for every component H of G, F n H is a spanning tree of H; 
(/1) F(F) 1•(G)-w(G). 

Show that G contains at least e- 11 + w distinct cycles. 
Show that 

(a) if ench degree in a is even, then G has no cut edge; 
(b) if G is a k -regular bipartite graph with k 2:2, then G has no cut 

edge. 

2.2.7 Find the numher of nonisomorphic spanning trees in the following 
graphs: 

2.2.8 

2.2.9 
2.2.10 

Let G be connected and let S be a nonempty proper subset of V. 
Show that the edge cut [S, S] is a bond of G if and only if both 
G[S] and G[SJ are connected. 
Show that every edge cut is a disjoint union of bonds. 
Let B, and B, he bonds and let C, and C, be cycles (regarded as 

Trees 

sets of edges) in a graph. Show 1 hat 

(a) H, t.n, is a disjoint union 11f hnnds; 
(b) C, t.C, is a disjoint union or cycles. 

where t. denotes symmetric difTcrcm:c; 

(c) for any edge e, (H, U B,J\Id contains a bond; 
(d) for uny edge e, (C,UC,)\ld contains a cycle. 

31 

2.2.11 Show that il' a graph G contains k edge-disjoint spanning trees 
then, for each partition ( V,, V, •.... V.,) of V. the numher of edges 
which have ends in dilfcrcnt parts of the partition is at least 
k(n-1). 

(Tulle, 1961 and Nash-Williams. 1961 have shown that this 
necessary condition for G to contain k edge-disjoint snanninu trees 
is also sullicicnt.) 

2.2.12* LetS he an n-clemenl set, amllct .<f ={A,, A,, ...• A,.} he a 
of n distinct subsets of S. Show that there is an clement x E S 
that the sets A,U(x}, A,U{x} ..... A.,Uixl are all distinct. 

2.3 ('lJT VERTif'I'S 

~~ex v of a is a cui vertex if E can he purtitioncd into two nonempty 
\subsets E, and E 2 such that G[E,] and G[E,] have just the vertex v in 
'l!tntinion. If i:Tiidooplcss and nontrivial, then v is a cut vertex of G if and 
only if w(G-v)>w(G). The graph of figure 2.5 has the live cut vertices 
indicated. 

Theorem 2. 7 A vertex v of a tree G is a cut vertex of G if and only if 
d(v)> I. .. -·--- --

ProHf If d(v) 0, G~K, and, clearly. vis not !I cui vertex. 

l'igurc 2.5. The cut veri icc' of a graph 
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If d(v)=l, G-v is an acyclic graph with v(G-v)-1 edges, and thus 
(exercise 2.1.5) a tree. Hence fU( G- v) = 1 = fU(G), and v is not a cut vertex 
of G. 

If d(v) >I, there are distinct vertices u and w adjacent to v. The path uvw 
is a (u, w)-path in G. By theorem 2.1 uvw is the unique (u, w)-path in G. It 
follows that there is no (u, w)-path in.G-v, and therefore that fU(G-v)> 
1 = fU( G). Thus v is a cut vertex of G D 

Corollary 2. 7 Every nontrivial loopless connected graph has at least two 
vertices that are not cut vertices. 

Proof Let G be a nontrivial loopless connected graph. By corollary 
2.4.1, G contains a spanning tree T. By corollary 2.2 and theorem 2.7, T 
has at least two vertices that are not cut vertices. Let v be any such vertex. 
Then 

fU(T-v)= l 

Since T is a spanning subgraph of G, T-v is a spanning subgraph of G- v 
and therefore 

fU(G-v)sfU(T-v) 

It follows that fU( G- v) = I, and hence that v is not a cut vertex of G. Since 
there are at least two such vertices v, the proof is complete 0 

Exercises 

2.3.1 Let G be connected with 11 :2!: 3. Show that 

(a) if G has a cut edge, then G has a vertex v such that fU(G v)> 
w(G); 

(b) the converse of (a) is not necessarily true. 

2.3.2 Show that a simple connected graph that has exactly two vertices 
which are not cut vertices is a path. 

2.4 CAYlEY'S FORMULA 

There is a simple and elegant recursive formula for the number of spanning 
trees in a graph. It involves the operation of contraction of an edge, which 
we now introduce. An edge e of G is said to be contracted if it is deleted 
and its ends are identified; the resulting graph is denoted by G ·e. Figure 
2.6 illustrates the effect of contracting an edge. 

It is clear that if e is a link of G, then 

v(G ·e)= v(G)-1 e(G·e)=e(G)-1 and fU(G·e)=fU(G) 

Therefore, if T is a tree, so too is T ·e. 
We denote the number of spanning trees of G by T(G). 

Trees 

v, 

Vq 

Theorem 2.8 

e, 

e3 

G 

v2 

v3 Vq 

Figure 2.6. Coni raction nf an 

G·e 
, rrt 

,,.~r 

If e is a link of G, then T(G) = T(G e)+ T(G ·e). 
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1 or. 7 

Proof Since every spanning tree of G that does not contain e is also a 
spanning tree of G-e, and conversely, T(G-e) is the number of spanning 
trees of G that do not contain e. 

Now to each spanning tree T of G that contains e, there corresponds a 
spanning tree T · e of q ·e. This correspondence is clearly a bijection (see 
figure 2.7). Therefore T(G ·e) is precisely the number of spanning trees of G 
that contain e. It follows that T(G)=T(G-e)+T(G·e) 0 

Figure 2.8 illustrates the recursive calculation of T( G) by means of 
theorem 2.8; the number of spanning trees in a graph is represented 
symbolically by the graph itself. 

Although theorem 2.8 provides a method or calculating the number of 
spanning trees in a graph,. this method is not suitable for large graphs. 
Fortunately, and rather surprisingly, there is a closed formula for T(G) which 
express~s T(G) as a determinant; we shall present this result in chapter 12. 
In the special case when G is complete, a simple formula for T(G) was 
discovered by Cayley (1889). The proof we give is due to Priifer ( 1918). 

G G·e 

Figure 2.7 

cv 
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Proof Let the vertex set of K. be N {I. 2, .... n}. We riote that n" 'is 
the numher of setJucnccs of length n 2 that can he formed from N. Thus, 
to prove the theorem, it sullkcs to establish a one-one correspondence 
between the set of spanning trees of K, and the set of such sequences. 

With each spanning tree 1' of K .. , we associate a unique sequence 
(I" 11, ••• , 1, ,) as follows. Regarding N as an ordered set, let s, be the first 
vertex of degree one in.T; the vertex adjacent to s, is take~We i1ow 
tieletc s, from 'l; denote hy s, the first vertex of tk'gree one in T- s,, and 
take the vertex adjacent to .~, as t,. This opcnllinn is repeated until 1 .. , has 
been defined and a tree with just two vertices remains; the tree in figu~e 2.9, 
for instance, gives rise to the sequence (4, 3, 5, 3, 4, 5). It can be seen that 
different spanning trees of K, determine difference sequences. 

4 
2 3 

I <::------::":'> (4,3,5,3,4,5) 

7 8 

Fi!!IUC 2.l) 

The reverse procedure is equally straightforward. Observe. first. that any 
vertex v ofT occurs d 1(v)-l times in (1., 1,., .. ,I.,,). Thus the vertices of 
degree one in T arc precisely those that do not appear in this sequence. To 
reconstruct 1' from (1,, 1,, •.. , 1, 2), we therefore proceed as follows. Let s, 
he the first vertex of N not in (I,, r,, .. ,, 1., ,); join .v, to r,. Next, let .~,he the 
first vertex of N\{s 1) not in (12, •••• 1, ,), and join s, to h. Continue h1 this 
way until the n 2 edges s,l,, s,l2,,,,, s., ,1, , have heen determined. T is 
now ohtllincd by adding the edge joining the two remaining vertices of 
N\{s, .~, •... , s .. ,). It is easily verified that different sequences give rise to 
different spanning trees of K ... We have thus established the desired one
one correspondence 0 

Note that n" 1 is not the number of nonisomorphic spanning trees of K.,, 
hut the number of distinct spanning trees of 1<,; there arc just six 
nonisomorphic spanning trees of K,, (sec figure 2. I J, whereas there arc 
6' = 1296 distinct spanning trees of Kr .. 
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Exercises 
2.4.1 Using the recursion formula of theorem 2.8. evaluate the number of 

spanning trees in K,.,. 
2.4.2* A wheel is a graph obtained from a cycle by adding a new vertex and 

edges joining it to all the vertices of the cycle; the new edges are 
called the spokes of the wheel. Obtain an expression for the number 
of spanning trees in a wheel with n spokes. 

2.4.3 Draw all sixteen spanning trees of K •. 
2.4.4 Show that if e is an edge of K., then i(K.- e)= (n 2)n"-'. 
2.4.5 (a) Let H be a graph in which every two adjacent vertices are joined 

k edges and let G he the underlying simple graph of H. Show 
that -r(H) k'-'-r(G). 

(b) Let H be the graph obtained from a graph G when each edge of 
G is replaced by a path of length k. Show that -r(H) = 
k' ''''-r(G). 

(c) Deduce from (b) that -r(K, .• )=n2" '. 

APPLICATIONS 

2.5 THE CONNECTOR PRORI.EM 

A railway network connecting a number of towns is to be set up. Given the 
cost C;; of constructing a direct link between hlwns v, and v;, design such a 
network to minimise the total cost of construction. This is known as the 
connector problem. 

By regarding each town as a vertex in a weighted graph with weights 
w(v,v;) = c,;. it is clear that this problem is just that of finding, in a weighted 
graph G, a connected spanning subgraph of minimum weight. Moreover, 
since the weights represent costs, they are certainly non-negative, and we 
may therefore assume that such a minimum-weight spanning subgraph is a 
spanning tree T of G. mmum-we· annin t of a wei hted graph 
will be called an optimal tree; the spanning tree indicated in the weighted 
graph of figure 2.10 is an optimal tree (exercise 2.5. 1). 

We shall now present a good algorithm for finding an optimal tree in a 
nontrivial weighted connected graph, thereby solving the connector 
problem. 

Consider, first, the case when each weight w(e) = 1. An optimal tree is 
then a spanning tree with as few edges as possible. Since each spanning tree 
of a graph has the same number of edges (theorem 2.2), .in this specia6 case 
we merely need to construct some spanning tree of the graph. A simple 

L 
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Figure 2.1 0. An uplimallrcc in n wci!!hlcd gmph 

inductive algorithm for finding such a tree is the following: 

I. Choose a link e,. 
2. If edges e, e,, ... , e, have been chosen, then choose e.,, from 

E\{e~o e,, ... , e,} in such a way that G[{e,, e,, ... , e, .. }] is acyclic. 
3. Stop when step 2 cannot be implemented further. -

This algorithm works because a maximal acyclic subgmph of a connected 
graph is necessarily a spanning tree. It was extended by Kruskal ( 1956) to 
solve the general problem; his algorithm is valid for arbitrary real weights. 

Kruskal's Algorithm 

1. Choose a link e, such that w(e,) is as small as possib_lc. 
2. If edges e., e2, ... , e, have been chosen, then choose an edge e;u from 

E\{e, e,, .. . , e,} in such a way that 

(i) G[{e, e,, . .. , e,..,}] is acyclic; 
(ii) w(e,+J) is as small as possible subject to (i). 

3. Stop when step 2 cannot be implemented further. 

As an example, consider the table of airline distances in miles between six 
of the largest cities in the world, London, Mexico City, New 'rhrk, Paris, 
Peking and Tokyo: 

L MC NY Pa Pe T 
------·---

L - 5558 3469 214 5074 5959 
MC 5558 2090 5725 7753 7035 
NY 3469 2090 - 3636 6844 6757 
Pa 214 5725 3636 5120 6053 
Pe 5074 7753 6R44 51211 - 1307 
T 5959 7035 6757 6053 1307 
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This tahle determines a weighted complete graph with vertices L. MC, NY, 
Pa, Pc and T. The construction of an optimal tree in this graph is shown in 
figure 2.11 (where, for convenience, distances are given in hundreds of miles). 

Kruskal's algorithm clearly produces a spanning tree (for the same reason 
that the simpler algorithm above docs). The following theorem cnsu res that 
such a tree will always be optimal. 

Tlteomn 2.10 Any spanning tree 1'* = Gllc, e,, ... , e. ,}] constructed hy 
Kruskal's algorithm is an optimal tree. k ( -\ ~ ·. f trr~-

Proof By contradiction. For any spanning e T of G other than T*., 
denote by f(T) the smallest value or i such that , is n~at 
1"" is not an optimal tree, and let T he an optimal tree such that f(T) is as 
large as possible. --

Suppose that f(T) = k; this means that e,, e,, ... , e, , are in hothl:..and T*, 
but that e, is not in T. By theorem 2.5. T + e, contains a unique cycle C. Let e: 
he an edge orC.that is in T hut not in T*. By theorem 2.3, e; is not a cut edge 
or T + e,. Hence T' = (T + e,)- c: is a connected graph with '' I edges, and 
therefore (exercise 2.1.5) is another spanning tree or G. Clearly 

w(T') = w(T) + w(e,)- w(e:J (2.1) 

Now, in Kruskal's algorithm, e, was chosen as an edge with the smallest weight 
such that G[{e~, e2, ... ,-ek}] was acyclic. Since Glle,, e2, ... , l!k-" ell] is a 
suhgraph of 1', it is also acyclic. We conclude that 

w(e;)?: w( e,) 

Combining (2.1) and (2.2) we have 

w(T')-; w('l") 

and so T', too, is an optimal tree. llowcvcr 

f(T')>k = f(T) 

(2.2) 

contradicting the choice or T. Therefore'/'= T*, and T* is indeed an optimal 
tree [] 

A flow diagram for Kruskal's algorithm is shown in figure 2.12. The edges 
are first sorted in order of increasing weight (box I); this takes about 6 log 6 

computations (see Knuth, 1973). Box 2 just checks to see how many edges 
have hccn chosen. (S is the set or edges already chosen and i is their 
numhcr.) When i v-I. S = {e,, ez, ... , e,. ,} is the edge set of an optimal 
tree T* or G. In box 3, to check if O[S U {a1}] is acyclic, one must ascertain 
whether the ends of a1 are in different components of the forest G[S I or not. 
This can he achieved in the following way. The vertices arc labelled so that, 
at any stage, two vertices belong to the same component of GIS) if and only 

'ir 
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Fil\urc 2.12. Kruskal's algorithm 

if they have the same label; initially, vertex v, is assigned the label I, 
Is l s ''· With this labelling scheme, G[S U {a;}] is acyclic if and only if the 
ends of ~have different labels. If this is the case, OJ is taken as e,.,; 
otherwise, a; is discarded and a;.,, the next candidate fore,., is tested. Once 
%it• bas been_~~..1~_':_rtices in the two SJ that 

,contain the ends of e,., are relabel e wtth the smallc:::r.of tbeiqw_o JJI_bels. For 
each edge, one compansonsiilfices to check whether its ends have the same or 
different labels; this takes E computations. After edge e,., has been added to 
S, the relabelling of vertices takes at most v comparisons; hence, for aiJ v- l 
edges e, e,, ... , e •. , we need v(l1- I) computations. Kruskal's algorithm is 
therefore a good algorithm. 

Exercises 

2.5.1 Show, by applying Kruskal's algorithm, that the tree indicated in 
figure 2.10 is indeed optimal. 

Trees 41 

25.2 Adapt Kruskal's algorithm tn solve the connector problem wilh preas
signmenrs: construct, at minimum cnst, a network linking a number 
of h>wns, with the additional requirement that certain selected pairs 
or towns be directly linked. 

2 . .5.3 Can Kruskal's algorithm he adapted to lind 

(a) a maximum-weight tree in a weighted connected graph'! 
(h) 11 minimum-weight maximal fore.~l in a weighted graph? 

If so, how?. 
2 . .5.4 Show that the following KruskaHypc algorithm does not necessarily 

yield a minimum-weight spanning path in a weighted complete 
graph: 

I. Choose a link e, such that w(c,) is as small as possible. 
2. If edges e,, e,, ... , e, have heen chosen, then choose an edge e", 

rrom E\{e, e,, . .. , e1} in such a way that 

(i) G[{e,, e,, . .. , e,. ,}] is a union of disjoint paths; 
(ii) w{e,., ,J is as small as possible subject to. (i). 

3. Stop when step 2 cannot he implemented further. 

2 . .5..5 The tree graph of a connected graph 0 is the graph whose vertices 
are the spanning trees T, 1·,, ... , T, of G, with T, and TJ joined if 
and only if they have exactly ''- 2 edges in common. Show that the 
tree graph of any connected graph is connected. 
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3 Connectivity 
3.) CONNECTIVITY 

In section 1.6 we introduced the concept of connection in graphs. Consider, 
now, the four connected graphs of figure 3.1. 

G, is a tree. a minimal connected graph; deleting any edge disconnects it. 
G, cannot he disconnected by the deletion of a single edge, but can be 
disconnected by the deletion of one vertex, its cut vertex. There are no cut 
edges or cut vertices in G_,, hut even so G, is clearly not as well connected as 
G •. the complete graph on five vertices. Thus, intuitively, each successive 
graph is more strongly connected than the previous one. We shall now 
define two parameters of a graph, its connectivity and edge connectivity, 
which measure the extent to which it is connected. 

A v · a subset V' of V such that G - V..:JLdi!c.Q!l'l$l$=l~d. A 
k-vertex c1tt · ertex cut of k elements. A comp etc graph has no vertex 
cu , m fact, the only graphs which do not have vertex' cuts are those that 
contain complete graphs as spannin s graphs. If G has at least one pair of 
distinct nonadjacent yerU.ces, the connect ity K(G) of G is...tb!: ... U!.il!.iJ!!!!,m k 
for which G has a k-vertex cut; otherwise, we define K(G) to be v-1. Thus 

l ' 'GfG)-0 if G is either trivial or disconnected: lJ IS satd to Oe k-connected if 
(~·-t~ 11 ' il!G)>k All nontrivial connected graphs are !-connected. ' 
~~ Recall that an edge cut of G is a subset of E of the form [S, S], where Sis 
t\~ r a nonempty proper subset of V. A k-edge cut is an edge cut of k elements. 

't- If G is 'v'al and E' is an edge cut of G, then G- E' is discon_ne~teif; we 
~ th efine the ed e connectm11 K o to be the · 'mulJ.I. li lor which 

'-!~~~~edge cut If G is trivial, K'(G) is defined to be zero. Thus K'(G)- 0 
or disconnected, and K'(G) = 1 if G is a connected graph 

with a cut edge. G is said to be k-edge-connected if K'(G)~k. All nontrivial 
connected graphs are l-edge-connected. 

v<[><J~@ 
G, G, G, G4 

Figure 3.1 

i 

l 
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\.''·1 \1'"'/ 
rlt. t " f"r;a..-.C:~ • 

j ' ' I r I' , f}'Y' ' . ~~ '1 Fi~urd.2 

Tlu·orem 1 1 \ I ' . ,_;r"' ~- Q. '~ .. K:SK'sl)) ,,_rr~J(I 

Proof If G is trivial, then K'=OsS. Otherwise, the set of links incident 
with a vertex of degree 8 constitute a /l-edge cut of G. It follows that ~<' s ll. 

We prove that K s K1 by induction on ~<'.The result is true if~<'= 0, since 
then G must he either trivial or disconnected. Suppose that it holds for all 
graphs with edge connectivity jess than k, let G he a graph wilh K'(G) = k > 
0, and let e he an edge in a k-edge ciit of G. Setting,.H = G- e, we have 
K'(H) k -I and so, by the induction hypothesis, K(H) sk-I.. 

If H contains a compl~te graph as a spanning suhgraph, then so does G 
and 

K(G)=~<(H)sk-1 

Otherwise, let S he a vertex cut of H with K (H) elements. Since H- S is 
disconnected';eimer·G -s·Ts disconnected, and then- · . 

K(G)sK(HJsk I 

or else G- S is connected and e is a cut edge of G S. In this latter case, 
either v(G- S) = 2 and 

K(G) v(G)-1 K(H)+Isk 

or (exercise 2.3.la) G -S has a 1-vertex cut {v}, implying that SU{v} is a 
vertex cut of G and 

K(G)SK(H)+I k 

Thus in each case we have K(G)sk ~<'(G). The result follows by the 
principle of induction 0 

The inequalities in theorem 3.1 are often strict. Fnr example, the graph G 
of figure 3.2 has K "'2, K' = 3 and I)= 4. 

·r' . 
. '~r. I ...._ 
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Exercises 

3.1.1 (a) Show that if G is k-edge-connected, with k >0, and if E' is a set 
of k edges of G, then w(G- E') s 2. 

(b) Fork >0, find a k-connected graph G and a set V' of k vertices 
·- of G such that w(G V')>2. 

r'3, 1,2) Show that if G is k-edge-connected, then s '2 kv/2. 
'!:1.3 (a) Show that if G is simple and B '2 v- 2, then K B. 

Find a simple graph G with B v- 3 and K <B. 
3.1.4 (a) Show that if G is simple and B '2 v/2, then ~<' li. 

(b) Find a simple graph G with li=[(v/2)-1] and K'<li. 
3.1.5 Show that if G is simple and li'Z!(v+k 2)/2, then G is k-

connected. 

@ Show that if G is simple and 3-regular, then K = K'. 
Show that if I, m and n are integers such that 0 < l s m s n, then 
there exists a simple graph G with K =I, ~<' = m, and li = n. 

(G. Chartrand and F. Harary) 

3.2 BLOCKS 

~ 
connected graph that has no cut vertices is called a bloc~. Every block 

i1h...at..kasL~e vertices is ~-connectl_!d. A block of a grap/1 is a subgraph 
~ ~ hat is a block and is maximal with respect to this property. Every graph is 

r.t" tho ""'"" of "' blook" thi• ,, ill"""'"' '" n..,re 3.1. ~ 

~~·/'' ( \. 

0 0 \§\,~-· 0 

(a) (b) 

Figure 3.3. (a) G; (b) the blocks of G 

A family of paths in G j~ _ _s.aidJo be internally-disjoint if no V(!rtex of G is 
----:--nil Vefle'XOfffiore thanone· ath of tnefairiily: The followmg .. 

theorem is due to hitney 

Theorem 3.2 A graph G with v '2 3 is 2-connected if and only if any two 
vertices of G are connected by at least two internally-disjoint {aihs. 

L 

Connectivity 

t{;==-

p 

' / ' / .... _,.,.,.. 

Figure 3.4 

45 
P' 

~v 

Proof lf any two vertices of G are connected by at least two internally-. 
disjoint paths then, clearly, G is connected and has no !-vertex cut. Hence 
G is 2-connected. :::::> 

Conversely, let G be a 2-connected graph. We shall prove, by induction 
on the distance d(ll, v) between 11 and v, that any two vertices 11 and v are 
connected by at least two internally-disjoint paths. 

Suppose, first, that d(11, v) 1. Then, since G is 2-connected, the edge uv 
is not a cut ed~e and therefore, hy theorem 2.3, it is contained in a cycle. It 
follows that II and v are connected by two internally-disjoint paths in G. 

Now assume that the theorem holds for any two vertices at distance less 
than k, and let d(u, v) = k '22. Consider a (u, v)-path of length k, and let w 
be-·ihe vertex that precedes v on this path. Since d(u, w) = k- I, it follows 
from the induction hypothesis that there are two internally-disjoint (11, w )
paths P and Q Jn G. Also, since G is 2-connected, G.- w is connected and 
so contains a (11, v)-path P'. Let x be the last vertex of P' that is also in 
P U Q (see figure 3.4). Sin~e u is in P U Q, there is such an x; we do not 
exclude the possibility that x = v. 

We may assume, without loss of generality, that x is in.P. Then G has two 
internally-disjoint (II, v)-paths, one composed of the section of P from 11 to 
x together with the section of P' from x to v, and the other composed of Q 
together with the path wv 0 

Corollary 3.2.1 If G is 2-connected, then any two vertices of G lie on a 
common cycle. 

Proof This follows immediately from theorem 3.2 since two vertices lie 
on a common cycle if and only if they are connected hy two internally
disjoint paths D 

It is convenient, now, to introduce the operation of subdivision of an 
edge. An edge e is said to he subdivided when it is deleted and replaced hy a 
path of length two connecting its ends, the internal vertex of this path being 
a new vertex. This is illustrated in figure 3.5 . 

~ 

ACTIVISION, EA, TAKE-TWO, 2K, ROCKSTAR, Ex. 1002, Vol. 3, p. 894 of 1657



46 Graph Theory witl1 Applications 

~ 

Figure 35. Suhdi\'ision ol an edge 

It can be seen that the class of hlocks with at least three vertices is closed 
under the operation of subdivision. The proof of the next corollary uses this 
fact. 

Corollary 3.2.2 If a is a block with v 2:3, then any two edges of G lie on a 
common cycle. 

Proof Let G be a block with 112:3, and let e, and e, be two edges of G. 
Form a new graph G' by subdividing e, and e2, and denote the new vertices 
by v, and v,. Clearly, G' is a block with at least five vertices, and hence is 
2-connected. It follows from corollary 3.2.1 that v, and v2 lie on a common 
cycle of G'. Thus e, and e, lie on a common cycle of G (see figure 3.6) 0 

Theorem 3.2 has a generalisation to k-connected graphs, known as 
Menger's llteorem: a graph G with'' 2: k +I is k-connected if and only if any 
two distinct vertices of G are connected by at least k internally-disjoint 
paths. There is also an edge analogue of this theorem: a graph G is 
k-edge-connected if and only if any two distinct vertices of G are connected 

--, ,. ' / '---., , \ 
I I 

\) 
\ ,, 

\ I ----"" 

/ ... -- .... , 
I ---, , ' I \ 

\) 
\ .... , -.. _____ 1 

Co) (b) 

Figure 3.6. (a) G'; (b) G 

', 

i 
I 
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by at least k edge-disjoint 
chapter II. 

Proofs of these theorems will be given in 

Exercise.~ 

-------.-3.2.1 ) Show thnt a graph is 2-cdgc-conncctcd if and only if any two vertices 
,_, arc connected hy at least two edge-disjoint paths . 
. 1.2.2 Give an example to show that if P is a (u, v)-path in a 2-connected 

graph G. then G docs not necessarily contain a (11, v)-path Q 
internally-disjoint from 1'. , 

~.J Show that if G has n~~~_cyclcs,\then each block ol' G is either K, or 
K,, or an odd cycle. 

."\.2.4 Show that a connected graph which is not a hlock has at least two 
hlocks that each contain exactly one cut vertex. 

3.2.5 Show that the numher of blocks in G is equal tow+ L (b(v)-1), 
vE\' 

where l>(v) denotes the number of hlocks of G containing v. 
3.2.6* Let a be a 2-connccted graph and let X and Y he disjoint subsets of 

V, each containing at least two vertices. Show that G contains 
disjoint paths II and Q such that 

(i) the origins of P and Q belong to X, 
(ii) .the termini of P and Q belong to Y. and 

(iii) no internal vertex of f' or Q belongs to XU Y. 
3.2.7* A nonempty graph G is K-crilical if, for every edge e. K(G e)< 

K(a). 
(a) Show that every K-critical 2-connected graph has a vertex of 

degree two. 
(Halin, 1969 has shown that, in general, every K-critical k 
connected graph has a vertex of degree k.) 

(b) Show that if G is a K -critical 2-connectcd graph with r• ~ 4, then 
___ F. :52v-4. (G. A. Dirac) 

~-HJ Describe a good algorithm for finding the blocks of a graph. 

.jfj[~ APPLICATIONS 

l ( 3.3 CONSHHICIION 01 RI'.I.IAIII.F C'OMM!!NWATION Nl'lWORKS 

\ If we think of a graph as representing a communication network. the 
\connectivity (or edge connectivity) hecomcs the smallest numhcr of corn-

inumcafii)n· stations (or communication links) whose breakdown would 
jeopardise communication in the system. The higher the connectivity and 
edge connectivity, the more rcliahlc the network. From this point of view. a 
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tree network, such as the one obtained by Kruskal's algorithm, is not very 
reliable, and one is led to consider the following generalisation of the 
connector problem. 

Let k be a given positive integer and let G be a weighted graph. 
Determine a minimum-weight k-connected spanning subgraph of G. 

For k "" I, this problem reduces to the connector problem, which can be 
solved by Kruskal's algorithm. For values of k greater than one, the 
problem is unsolved and is known to be difficult. However, if G is a 
complete graph in which each edge is assigned unit weight, then the problem 
has a simple solution which we now present. 

Observe that, for a weighted complete graph on n vertices in which .eJ!ch 
edge is assigned unit weight, a minimum-weight !.!!.:SPil_n.ected spanning 
subgraph is simply an m-connected graph on. n vertices with as few edges as 
possible. We shall denote by f(m, n) the least number of edges that an 
m -connected graph on n vertices can have. (It is, of course, assumed that 
m < 11.) By theorems 3.1 and 1.1 

1 
'>.k\ 

I ~,:J r. f 
/(m,n)2:{tnn/2} · , .. #· 

holds in (3.1) by constructing an m-connected 
graph Hm,n on 11 vertices that has exactly {mn/2} edges. The structure of Hm.n 
depends on the p:uities of m and n; there are three cases. 

Case 1 m even. Let m ""2r. Then H,,,. is constructed as follows. It has 
vertices 0, I, ... , 11 - J and two vertices i and j are joined if i-rs j s i + r 
(where addition is taken modulo 11). H •.• is shown in figure 3.7a. 

Case 2 111 odd, 11 even. Let m = 2 r + 1. Then H,,.l,n is constructed by 
first drawing H,,,. and then adding edges joining vertex i to vertex i +(n/2) 
for lsi s n/2. H, .• is shown in figure 3. 7b. 

4 
(a) 

0 

2• 6~ I 'K I ll2 

4 
(b) 

Figure 3.7. (a) H •.• ; (b) H,,0; (c) H, .• 

0 

7cf' J 0.! \ 't>2 

5 'l 

!cl 

I' I 
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Case 3 111 odd, 11 odd. Let m 2r + I. Then H,,. ~,,. is constructed by first 
drawing H,,,. and then adding edges joining vertex 0 to vertices (n- 1)/2 
and (n + 1)/2 and vertex i to vertex i + (tl + 1)/2 for Is i < (n ll/2. H, .• is 
shown in figure 3.7c. 

TI1eorem 3.3 (Harary, 1962) The H .... is m-cnnnected. 

Proof Consider the case m = 2r. We shall show that H,,,. has no vertex 
cut or fewer than 2r vertices. If possible. let V' he a vertex cut with I V'l < 2r. 
Let i ;md j be vertices belonging to different compnnents or lfz. .• - V'. 
Consider the two sets nf vertices 

S li. i + I, ... , i- I. i} 
and 

1' {j, j + I, ... , i- I. i} 

where addition is taken modulo 11. Since I V'l < 2r, we may assume, without 
loss of generality' that IV' n Sl < r . .Then there is clearly a 
distinct vertices in S\ V' which starts with i, ends wilh j, and is 
difference between any two consecutive terms is at most r. But such a 
sequence is an (i, i)-path in H,,,.- V', a contradiction. l-Ienee H,,,, is 
2r-connected. 

The case m = 2r +I is left as an exercise (exercise 3.3.1) 0 

It is easy to see that E.(H .... ) {mn/2}. Thus, by theorem 3.3, 

f(m, n) :s {mn/2} (3.2) 

It now follows from (3.1) and (3.2) that 

n) 

and that Hm.n is an m-connected graph on n vertices with as few edges as 
possible. 

We note that since, for any graph G, K :5 K' (theorem 3.1 ), H ••.• is also m
edge-connccted. Thus, denoting by g(m, n) the least possible number or 
edges in an m-edgc-connected graph on 11 vertices, we have, for I< m < n 

g(m, n) {mn/2} 

Exercises 

3.3.1 Show that H,,H.n is (2r+ I)-connected. 
3.3.2 Show that K(Hm.n) = K'(Hm,nl =Ill. 

(3.3) 

3.3.3 Find a graph with nine vertices and 23 edges that is 5-conncctcd hut 
not isomorphic to the graph 11,. ot figure 3.7c. 

3.3.4 Show that (3.3) holds for all values of m and 11 with 111 > 1 and 11 ;:-.• I. 
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ABSTRACT 

This paper presents preliminary results of our research on 
wireless networking that supports reliable communications 
between nomadic hosts engaged in distributed computing and 
collaborative conferencing, Our network model consists of a 
set of low-power, radio frequency (RF) ll'IDSCeivers which 
move relative to each other across an irregular terrain subject 
to RF propagation impairments, .. The low transmitter power 
defines a. radio, coverage which limits the probabiljtyof·· 

· illleralpt and the number ofneighboril but optimizes f'Fequency 
reuse: . The' combination, of:low power and propagation 
environment ·produces· a network characterize<:l by.·stochastic 
link failures~ The rapidity of lhese failures and perturbations 
to lhe netwOrk topOlogy defeats the use of routing policies 
based on maintaining routing table& or determining least cost 
paths. With these conditions as the background, our work 
addresses the need to provide reliable infonnation exchange, 
mitigate bottlenecks, avoid excessive traffic, and offer scalable 
services without. the benefit of static base station or fixed 
backbone support.· Meeting such challenges demands a robust. 
flexible information transpott system that delivers all requited 
information for diverse operational scenarios. The approach 
emphasizes the importance of achieving guaranteed delivery 
across a network of limited size operating in a hostile 
environment: rather than obtaining a high throughput per unit 
area, typical of commercial enterprises. 

The basic premise of the protocol is that host mobility and 
terrain prevents a priori knowledge of any host location and 
optimum path. Message broadcasting, or flood routing; 
provides the means for reliable delivecy of information in the 
presence of uncertain connectivity and node locations. 
Knowledge of the network results, instead, from a measure of 
transmitted and received message traffic. Central to the 
protocol is the provision for eacb mobile host to retain a 
HISTORY or messages broadcast to and received from its 
neigbbor(s). A host which receives a message broadcasts an 

al::lmowledgment: to the sender, updates its local HISTORY, and 
then retransmits the message ifit is not a dupliCate message. 
Duplicatedlnessages are discarded If a sending host do .. not 
receive an acknowledgment from a neighbor witbin a certain 
time, it ti.meouts and resends the· message. ·If a host does not 
receive an acknowledgmem after several.retries, it assumes. tbat . 
the link disconnection is 00nransient and stops sendmg the. 
message. Wilen ·a host detects a new neighbor~ a .handshake 
procedure results In dte exctiange. of acti.ve messages .not 
common to lhe res~ve HISTORYof-«u:lt host. once the 
haOOsbake ~ rertnbiates~tluic9alt~s·oftl1~H/STORY 
roreachh0$t.llleiderttieai~1'h1#:1J$iogban~pr~j· 
mobile. hosts receive messages tba:i. they did not .i:eceive . 
previously due to Uidt disconnections; · Idle hosts will' 
periodically broadcast a·sounding message to maintain their 
network presence. 

1. . INI'RODUCTION, Winning the information war with 
complete and up-to-date intelligence is vital to the entire 
spectrum of possible ·.operational requirements,.· whether 
engaged m war or corporate strategic planning. Military 
commanders engaged in rapid force projection, as well as 
public safety officers. medical staff; and corporate managers, 
demand· ac:curate information regardless of ·location or 
situation. Each requires a clear and· accurate picture of a 
changing situation to reach well-infonned decisions and 
successful conclusion. Information must flow throughout the 
network toward the users at each level of the management: 
bierarehy whether at the sustaining base or at the forward most 
pan of the missiOn. Participating staff must have the capability 
to acquire or send accurate information that defines their space 
and situation. The information transport network must extend 
reliable voice, data; video. and. imagery transmissions to 
nomadic users at any location. The availability of assured 
communications directly relates· to mission success through 
oomputing.. oonferencing, and syncbronized tasking while fixed 
or on-the-move. Invariably, this critical information is required 
when communications services nonnally provided by a reliable, 

1Tbis resean:h was supported in part by NSF under Grant No. CRR·9110177, by the Texas Advanced. Technology Program under Grant No. 
9741.036, and by a grant from Elecnospace Systems, Inc., a Chrysler Company. 
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fixed infrastructure are unavailable or severely degraded. 

' 
The wireless networking of mobile (i.e., nomadic) subscribers 
is an emerging paradigm in the field of distributed command. 
control, and computing. with the potential to improve 
command and control responsiveness. In our context, the 
phrase •mobile wireless network• means that the network does 
not contain any static support stations. This network model 
supports the needs of subscribers to mobile command posts 
and mobile satellite ground entry points. In this role. the 
network must provide reliable information transfer, mitigate 
bottlenecks, avoid excessive traffic, offer sealable services, 
and. above all, adapt to dynamic topologies. The RF coverage 
area should conform as closely as possible to the area over 
Vllbich subscribers move, thereby offering a low probability of 
detection and improving frequency re-use. Low-cost 
implementation and operation are critical. 

Nomadic v.ireless networks currently . are characterized by 
limited bandwidth and frequent changes in link connectivity. 
The cballenge is . to aDow updates from multiple users 
simultaneously, but only for those users that require the 
service. The. JIU9or requirements include. the capability to: 
minimize updates, provide fault-tolerant. service., provide 
service scalability, and minimize communication and 
computation overhead. Many of the algorithms that assume 
static hosts or well-defined point-to-point links cannot be 
directly used for mobile systems due to the changes in physical 
connectivity and limited bandwidth of the wireless links. This 
has spawned considerable research in. mobile computing: 
designing communication protocols [1, 2, 3, 4], file system 
operations [51 6], managing data efficiently [7, 8], and 
providing fault tolerance [9]. Most research on these topics is 
based on a model in which the mobile hosts are supported by 
static base stations such as cellular telephony or personal 
conmmi.cations systems {PCS). A typical PCS topology takes 
the form of a single-hop network in which each host is within 
1.'3dio range of the base station or all other hosts. In this paper, 
we consider the problem of providing reliable broadcast in · 
mobile wireless networks where single-hop and known 
tOpologies may not exiSL Applications include disaster relief 
operations, highly mobile military or law enforcement 
operations. and rapid response contingency operations where 
it is not economical to place support stations. 

l. WIRELESS NETWORK MODEL. The model of the 
mobile wireless network consists of several mobile hostS 
distributed over an irregular terrain (Figure 1). The mobile 
hosts use low-power transmitters and novel, efflciem receivers 
[I OJ to communicate. Emerging technologies and products for 
PCS applications that operate in the ISM hands with a 
transmitter power of 1 W [ 11] provide the basis for practical 
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tA '"• 

implementation. In this network concept, the cell of a mobile 
host is the geographical area within which the mobile hosts can 
directly communicate with other mobile hosts. Note that the 
cell of a host does nol remain fiXed. but moves with each 
attaChed host. The nominal cell size (R) is determined by a 
path loss tmdel that denotes the local average received signal 
power relative tO the transmit power.· A general path Joss (PL) 
model that has been demonstrated througb measuremem uses 
a parameter 2s 11 s S [12) to denote the power law relationship 
between distance and received power. Based on both analysis 
and measured results, J.1 = 4 for the· microceU propagation 
environment beyond a characteristic distance R,. The power 
law model takes the form [13): 

PL(R) = PI{Ro) + l01J.log{RIR0)+Xa (1) 

where PL(RJ gives the power loss at the characteristic distance 
R, and Xo denotes a zero mean Gaussian random variable that 
ret1ed:s the fluctuations in average received power. Nelson and 
Kleinrock [14] show that. for a slotted ALOHA network 
protocol, the optimum throughput occurs with a cell size 
defined. by a range that includes. an average of six nearest 
neighbors~ Their resQlts are reproduced in Figure 2. These 
results .assume a mndotn distribution.·of nodes across. the 
terrain 8.nd a perfect capture condition. Perfect capture occurs 
when a node wiU always receive and detect the strongest of 
several simultaneous transmissions within its hearing range. 
The weaker signals appear as noise to the detection process. A 
non-eaputte condition occurs if simultaneous transmissions 
always result in collisions. The reduced power supports 
frequency reuse, as well as low probability of detection. Their 
analysis also shows that mobile hosts with sufficient 

~ -;..;.;:1 
I ': :_-- 'r--:-1\ 
,,~ ...... .../, \ 
r ' " ..... ' ' ...,. -• I ...., ... \ 

f -/~ -~ 

....fS:~:~~~/ ~-~ 
~ ---~-

Figure l. Model of a wireless computer network that 
experiences link failures due to range limitations and terrain 
impainnents. 
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Flglln! 2. Nonnalized throughput for perfect capture with the 
· slotted ALOHA protocol versus the avemge number of nearest 
neighbors for different probabilities that a node is busy. 

transmitter power to reach all other hosts (i.e., a single-hop 
network) support a significantly lower throughput. 

Detectina Nei&hbors. Neighbors are detected by a strategy 
cormrxm to a general class of survivable and adaptive network 
protocols that use sounding procedures [15, 16]. Two mobile 
hosts are neighbors if they can "hear" each other. Each host 
detects its neighbors by periodically broadcasting a probe 

CONNECTED 

SEGMENTED 

Figure 3. Examples of (a) a fully connected mobile wireless 
network and (b) a decomposed network due to mobility of 
hosts c andf The shaded region indicates the common area 
within the range of hosts c andfand the rest of the network. 
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message. A host that hears a probe message sends an 
acknowledgment to the probing host. Every host maintains a 
list of neighbors and periodically updates the list based on 
acknowledgments· received. When two hosts become 
neighbors, a wireless link is established between them, and they 
execute a handshake procedure. As part of the handshake 
procedure, they each update their list of neighbors. 

Link Disconnections. The wireless link between two neighbors 
is umeliable due to RF propagation effects such as loss of line
of-sight (LOS), moving out of range, multipath fading, or 
fuclement weather. There are two types of link disconnections: 
(1) transient and (2) pennanent. In the transient case, a host is 
unable to communicate briefly with a neighbor due to: (a) the 
neighbor moving out of sight; (b) multipath fading; or (c) 
inclement weather. Multi path fading has a time dependence 
that varies from microseconds to seconds, depending on the 
tenain and the host velocity [ 17]; Fade depths range up to 20 
dB. The stocbastic behavior of such·. transient link 
disconnections· is very similar to that encountered for high 
frequency radio networks [18]. In the pennanent case, a host 
is unable to communicate with a neighbor· because their 
separation exceeds the mnge described by the ceU geometry. 
We assume that each mobile host can communicate with an 
arbitrary mobile host in its ceU without any interference (from 
other mobile hosts in the same cell) using techniques such as 
TDMA or code division multiple access (CDMA) spread 
spectrum signaling. One such technique is presented in [16]. 

3. BROADCAST CONSIDERATIONS. Terrestrial 
networks provide the means to manage RF spectrum utilization 
to minimize the inherent· latency for transmission, the 
probability of detection, and the cost of utilization not afforded 
by satellite services; Reliable broadcast in a mobile wireless 
network is not easy due to the following reasons: (1) It may be 
difficult to maintain a convenient structure (spanning tree, 
virtual ring) for broadcasting because of the mobility of hosts 
and the absence of an established backbone network~ While an 
adaptive algorithm can be used to maintain the structure, the 
small cell size leads to cases where two neighbors may 
frequently move out of each others' range leading to the 
invocation of the adaptive algorithm frequently. (2) The 
wireless network itself may not be connected always (see 
Figure 3). They may be decomposed into several connected 
components for a while and merge after some time (we assume 
"quite often"). We also assume that permanent disconnectioos 
do not occur. In the next section we present a preliminary 
solution for reliable broadcast in mobile wireless network. Our 
solution is based on simple (restrictt=d) flooding and 
handshaking. 

Flooding ultimately involves transmining the message to every 
I 
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node in the network, which is a disadvantage, pan.icularly for 
large networks. The main advantage of flooding is that there 
is little explicit o~erhead and network management. As a 
consequence, no provisions are made to store or maintain 
routing or management data .. Instead, hosts keep uack of 
individual messages received and determine whether or not to 
retransmit the message. It is weD suited to network 
requirements for bigbly mobile user groups on the digitized 
battlefield oc in disaster relief operations where there is a need 
for reliable delivery in the presence of uncenain connectivity 
and rapid topology changes [19]. 

4. BROADCAST PROTOCOL. To broadcast a message, 
a mobile host transmits the message to all of its neighbors. On 
receiving a broadcast message. an intermediate mobile host 
retransmits the message to all of its neighbors. The technique 
would suffice if the network remained connected forever. 
Additional. steps are necessary to cope with network link 
disconnections. 

For example,· mobile host hi mairuaiils a sequence counter, 
CNTt At any instant, the value of CNT1 denotes the number of 
messages broadcast by host h" CNT1 is incremented whenJij 
is about to broadcast a new message. In addition, host h1 

maintains a history of messages (HISTOR~) it bas broadcast 
as well as received from other hosts. The i'" component of 
HISTORY, contains information about messages· broadcast 
from hi and received from h1• A rebroadcast count and a time 
stamp provide the means to limit the propagation of the 
message in a large network. 

A sample pictorial representation of HISTORY, is shown in 
Figure 4. Host h1 has received messages 1 and 4, but not 

k 

21 21 21 

22 22 22 

23 23 23 

24 24 24 

• DENOTES MESSAGE RECEIVED 

0 DENOTES MESSAGE NOT RECEIVED 

Figure 4. A snapshot of the status of the HISTORY, showing 
messages stored in h1, hi and h~:. 
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messages 2 and 3. Similarly, ht bas received messages 2 and 
4 from hto but not messages 1 and 3. It is easy to maintain 
HISTORY, for each h, as an anay of lists. We now describe 
our solution for reliable broadcast. 

Normal Operation. Let us assume that host h1 wants to 
broadcast message m. The following occurs: 

• Host h1 flrst increments CN'Ji and then transmits message 
(m, ~. CNT~ to all neighbors. It also stores (m , h1 • CNT1) 

in a buffer locally. 
• When host h1 receives message (m , f\ , CN'Ij), it sends an 

acknowledgment to the sender. updates the i'11 component of 
HISTOR~ and buffers the message locally. Hos~h then 
retransmits the message (m, h1 , CNT~ to its neighbors. 

• If h1receivesanothercopy of(m, h1 , CNTJ, it discards the 
message, but sends an acknowledgment to the sender. 

• A mobile host h, after sending a message (m , h, , CNT;) to 
its neighbors, waits for acknOwledgments from all of its 
neighbors. If h does not receive acknowledgment from a 
neighbor within a certain time. h timeouts and resends the 

. message (with a hope tbat link: disconnection is transient). If 
h does not teeeive acknowledgment after several. retries, h 
assumes that the link disconnection is not transient and stops 
sending the message. 

During periods of heavy message exchange activity, this 
strategy . substitutes for the polling or sounding procedure 
described in Section 2. 

Handshake Procedure. When host hi deteCts a new neighbor, 
h1, a handshake procedure is executed by hosts hi and ht-

• h1 sends HISTOR~ to h1 and receives HISTORYl from h"" 
• h1compm.s HISTORY, wilh HISTO~ to identify messages 

available in 1HSTORY1 but not in HISTORY.,. and broadcasts 
those messages. Host h11 does likewise. 

• h~: then receives the ".new" messages send by h1 and updates 
HISTORYr h1does the same for messages received from h,.. 
also sends these "new" messages to other neighbors. 

At the conclusion of tlte handshake procedure, the contents of 
HISTOR~ and HISTORYt are equal. Thu5, using handshake 
procedure, mobjle bosts receive messages that they did not 
receive due to link disconnections. The size of HISTORY 
stored at each h can be reduced as follows. If the first message 
received by hi from h1 is CNT t =t then it is sufficiem for the klh 
component of HISIORY1 to start from t. Storage for entry of 
messages 1 to t - I need not be provided. Funher optimization 
can be done by storing eilber the HISTORY of messages 
received or the HISTORY messages not received depending on 
which list is smaller. 

239 8.1-4 

ACTIVISION, EA, TAKE-TWO, 2K, ROCKSTAR, Ex. 1002, Vol. 3, p. 900 of 1657



-\ 

5. CONCWSIONS AND FUTURE WORK. We have 
presented a protocol model designed to achieve assured 
delivery of information in a multi-hop nomadic wireless 
networlc.. To mitigate a handicap of flood routing, the protocol 
includes a mechanism to restrict the retransmission of 
messages. The protocOl accounts for the temporary separation 
of a node, or node segments, from other network members. 
Our continued research is devoted to methods which improve 
the protocol efficiency given the limitation of flood routing. In 
order to reduce the size of the buffer at each mobile host, a 
buffered message can be deleted after it is received by all the 
hosts. For each message a host receives, the host sends an 
acknowledgment to the sender of the message. Once 
acknowledgments from all hosts have reached the originat.or, 
the originator can direct the hosts to delete the message from 
the buffer [2].. To tbis end, we may have to broadcast and 
buffer acknowledgments also, which will increase the ovedlead. 
One of our objectives is to design an efficient acknowledgment 

· policy that does not adversely increase the congestion and 
storage required at each host. Another option in deleting the 
buffered messages is to use timeout&, but this may not be 
suitable in critical applications where messages cannot be lost. 
Also the timeout· period has ·to be chosen carefully 
(UlCOrp01'8ting the mobility and link disconnections) so that the 
probability of message loss is very low. Some related research 
issues are: (1) deriving the necessary conditions, with respect 
to the host mobility pattern for our protocol to work; (2) 
iclentifying structures that are easy to maintain and are suitable 
for broadcasting; and (3) designing efficient routing schemes 
for unicasting messages. 

We are investigating the efficiency and performance 
characteristics of survivable and adaptive network protocols 
with computer simulation techniques. Preliminacy results will 
be reported on the evaluation of the algorithm in terms of 
message delay and acknowledgment overllead for different 
netWOrk sizes and routing restrictions. Our preliminary results 
indicate the viability of the message management protocol for 
collaborative computing in a dynamic computer network 
topology when the reliability of infonnation is paramount. 
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XDR is a standard for the description and encoding of data. It is 
useful for transferring data between different computer 
architectures, and has been used to communicate data between such 
diverse machines as the SUN WORKSTATION*, VAX*, IBM-PC*, and Cray*. 
XDR fits into the ISO presentation layer, and is roughly analogous in 
purpose to X.409, ISO Abstract Syntax Notation. The major difference 
between these two is that XDR uses implicit typing, while X.409 uses 
explicit typing. 

XDR uses a language to describe data formats. The language can only 
be used only to describe data; it is not a programming language. 
This language allows one to describe intricate data formats in a 
concise manner. The alternative of using graphical representations 
(itself an informal language) quickly becomes incomprehensible when 
faced with complexity. The XDR language itself is similar to the C 
language [l], just as Courier [4] is similar to Mesa. Protocols such 
as ONC RPC (Remote Procedure Call) and the NFS* (Network File System) 
use XDR to describe the format of their data. 

The XDR standard makes the following assumption: that bytes (or 
octets) are portable, where a byte is defined to be 8 bits of data. 
A given hardware device should encode the bytes onto the various 
media in such a way that other hardware devices may decode the bytes 
without loss of meaning. For example, the Ethernet* standard 
suggests tha- bytes be encoded in "little-endian" style [2], or least 
significant bit first. 

2. BASIC BLOCK SIZ~ 

The representation of all items requires a multiple of four bytes (or 
32 bits) of data. The bytes are numbered 0 through n-1. The bytes 
arc read or written to some byte stream such that byte m always 
precedes byte m~l. If then bytes needed to contain the data are not 
a multiple of four, then the n bytes are followed by enough (0 to 3) 
residual zero bytes, r, to make the total byte count a multiple of 4. 

We include the familiar graphic box notation for illustration and 
comparison. ln most illustrations, each box (delimited by a plus 
sign at the r, corners and vertical bars and dashes) depicts a byte. 
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Ellipses ( ... ) between boxes show zero or more additional bytes where 
required. 

+--------+--------+ ... +--------~--------+.*.~-----
' byte 0 byte l I ... lbyte n-11 0 I ••• I 0 
T--------+--------T ... T--------+--------T ... +--------+ 
1<-----------n bytes---------->1<------r bytes------>> 
<-----------n~r (where (n~r) mod 4 0)>----------->: 

3. XDR DATA TYPES 

BLOCK 

Each of the sections that follow describes a data type defined in the 
XDR standard, shows how it is declared in the language, and includes 
a graphic illustration of its encoding. 

For each data type in the language we show a general paradigm 
declaration. Note that angle brackets (< and >) denote 
variablelength sequences of data and square brackets ([and)) denote 
fixed-length sequences of data. "n", "m" and "r" denote integers. 
For the full language specification and more formal definitions of 
terms such as "identifier" and "declaration", refer to section 5: 
"The XDR Language Specification". 

For some data types, more specific examples are included. 
extensive example of a data description is in section 6: 
of an XDR Data Description". 

3.2. Integer 

A more 
"An Example 

An XDR signed integer is a 32-bit datum that encodes an integer in 
the range [-2147483648,2147483647]. The integer is represented in 
two's complement notation. The most and least significant bytes are 
0 and 3, respectively. Integers are declared as follows: 

int identifier; 

(MSB) (LSB) 
+-------~-------~-------+-------+ 
!byte 0 !byte 1 !byte 2 !byte 3 1 INTEGER 
+-------+-------+-------+-------~ 

<------------32 bits------------> 

3.2. Unsigned Integer 

An XDR unsigned integer is a 32-bit datum that encodes a nonnegative 
integer in the range [0,4294967295). It is represented by an 
unsigned binary number whose most and least significant bytes are 0 
and 3, respectively. An unsigned integer is declared as follows: 

unsigned int identifier; 

(MSB) (LSB) 
~---------------~-------T-------+ 
lbyte 0 !byte 1 !byte 2 !byte 3 I UNSIGNED INTEGER 
T-------+---------------+-------+ 
<------- -32 bits------------> 
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3.3 Enumera::.ion 

Enumerations have the same representation as signed integers. 
Enumerations are handy for describing subsets of the integers. 
Enumerated data is declared as follows: 

enum name-identifier = constant, ... } identifier; 

For example, the three colors red, yellow, and blue could be 
described by an enumerated type: 

enum { RED = 2, YELLOW = 3, BLUE = 5 } colors; 

I~ is an error to encode as an enum any other integer than those that 
have been given assignments in the enum declaration. 

3.4 Boolean 

Booleans are important enough and occur frequently enough to warrant 
their own explicit type in the standard. Booleans are declared as 
follows: 

bool identifier; 

This is equivalent to: 

enum { FALSE = 0, TRUE = 1 } identifier; 

3.5 Hyper Integer and Unsigned Hyper Integer 

The standard also defines 64-bit (8-byte) numbers called hyper 
integer and unsigned hyper integer. Their representations are the 
obvious extensions of integer and unsigned integer defined above. 

They are represented in two's complement notation. The most and 
least significant bytes are 0 and 7, respectively. Their 
declarations: 

hyper identifier; unsigned hyper identifier; 

(MSB) (LSB) 
~-------~-------+-------+-------+-------+-------+-------+-------+ 

!byte 0 :byte l lbyte 2 lbyte 3 Jbyte 4 !byte 5 lbyte 6 lbyte 7 
+-------+-------~-------+-------+-------+-------+-------+-------+ 

<----------------------------64 bits----------------------------> 
HYPER INTEGER 
UNSIGNED HYPER INTEGER 

3.6 Floating-point 

The standard defines the float:ing-point data type "float" (32 bits or 
4 bytes) . The encoding used is the IEEE standard for normalized 
single-precision floating-point: numbers [3). The following three 
fields describe the single-precision floating-point number: 

S: The sign of the number. Values 0 and 1 represent positive and 
negative, respectively. One bit. 
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E: The exponent of the number, base 2. 8 bits are devoted to this 
field. The exponent is biased by 127. 

F: The fractional part of the number's mantissa, base 2. 23 bits 
are devoted to this field. 

Therefore, the floating-point number is described by: 

(-2_) ""*S * 2** (E-Bias) ~ l.F 

It is declared as follows: 

float identifier; 

+-------+-------+-------+-------+ 
!byte 0 !byte 1 !byte 2 !byte 3 ! 
S! E I F I 
+-------+-------T-------T-------+ 
11<- 8 ->i<-------23 bits------>1 
<------------32 bits------------> 

SINGLE-PRECISION 
FLOATING-POINT NUMBER 

Just as the most and least significant bytes of a number are 0 and 3, 
the most and least significant bits of a single-precision floating
point number are 0 and 31. The beginning bit (and most significant 

bit) offsets of S, E, and F are 0, l, and 9, respectively. Note that 
these numbers refer to the mathematical positions of the bits, and 
NOT to their actual physical locations (which vary from medium to 
medium) . 

The IEEE specifications should be consulted concerning the encoding 
for signed zero, signed infinity (overflow), and denormalized numbers 
(underflow) [3). According to IEEE specifications, the "NaN" (not a 
number) is system dependent and should not be interpreted within XDR 
as anything other than "NaN". 

3.7 Double-precision Floating-point 

The standard defines the encoding for the double-precision floating
point data type "double" (64 bits or 8 bytes). The encoding used is 
the IEEE standard for normalized double-precision floating-point 
numbers :3). The standard encodes the following three fields, which 
describe the double-precision floating-point number: 

S: The sign of the number. Values 0 and 1 represent positive and 
negative, respectively. One bit. 

E: 'l'he exponent of the number, base 2. 11 bits are devoted to 
this field. The exponent i~ biased by 1023. 

E': The fractional part of the number's mantissa, base 2. 52 bits 
are devoted to this field. 

Therefore, the floating-point number is described by: 
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It is declared as follows: 

double identifier; 

+------+------+------+------+------+------+------+------+ 
!by~e Olbyte 11byte 21byte 31byte 41byte Slbyte 61byte 71 
S1 E I F I 
+------~------+------~------+------+------+------+------+ 
l,<--ll-->1<-----------------52 bits------------------->1 
<-----------------------64 bits-------------------------> 

DOUBLE-PRECISION FLOATING-POINT 

Just as the most and least significant bytes of a number are 0 and 3, 
the most and least significant bits of a double-precision floating
point number are 0 and 63. The beginning bit (and most significant 
bit) offsets of S, E , and F are 0, 1, and 12, respectively. Note 

that these numbers refer to the mathematical positions of the bits, 
and NOT to their actual physical locations (which vary from medium to 
medium) . 

The IEEE specifications should be consulted concerning the encoding 
for signed zero, signed infinity (overflow), and denormalized numbers 
(underflow) [3). According to IEEE specifications, the "NaN" (not a 
number) is system dependent and should not be interpreted within XDR 
as anything other than "NaN". 

3.8 Quadruple-precision Floating-point 

The standard defines the encoding for the quadruple-precision 
floating-point data type "quadruple" (128 bits or 16 bytes). The 
encoding used is designed to be a simple analog of of the encoding 
used for single and double-precision floating-point numbers using one 
form of IEEE double extended precision. The standard encodes the 
fo.lowing three fields, which describe the quadruple-precision 
floating-point number: 

S: The sign of the number. Values 0 and 1 represent positive and 
negative, respectively: One bit. 

E: ~he exponent of the number, base 2. 15 bits are devoted to 
this field. The exponent is biased by 16383. 

F: The frac~ional part of the number's mantissa, base 2. 112 bits 
are devoted to this field. 

Therefore, the floating-point number is described by: 

(-l)**S * 2**(E-Bias) * l.F 

It is declared as follows: 

quadruple identifier; 

~------+-------------+------+------+------+- ... --+------+ 
!byte Olbyte llbyte 21byte 31byte 41byte 51 ... lbytelSI 
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s E F 
+-------------+------+------+------+------+- ... --+------~ 
:1<----15---->1<-------------112 bits------------------>1 
<-----------------------128 bits------------------------> 

QUADRUPLE-PRECISION FLOATING-POINT 

Just as the most and least significant bytes of a number are 0 and 3, 
the most and least significant bits of a quadruple-precision 
floating-point number are 0 and 127. The beginning bit (and most 

significant bit) offsets of S, E , and F are 0, 1, and 16, 
respectively. Note that these numbers refer to the mathematical 
positions of the bits, and NOT to their actual physical locations 
(which vary from medium to medium) . 

The encoding for signed zero, signed infinity (overflow), and 
denormalized numbers are analogs of the corresponding encodings for 
single and double-precision floating-point numbers [5], [6]. The 
"NaN" encoding as it applies to quadruple-precision floating-point 
numbers is system dependent and should not be interpreted within XDR 
as anything other than "NaN". 

3.9 Fixed-length Opaque Data 

At. times, 
machines. 

fixed-length uninterpreted data needs to be passed among 
This data is called "opaque" and is declared as follows: 

opaque identifier[n]; 

where the constant n is the (static) number of bytes necessary to 
contain the opaque data. If n is not a multiple of four, then the n 
bytes are followed by enough (0 to 3) residual zero bytes, r, to make 
the total byte count of the opaque object a multiple of four. 

0 1 
+--------+--------+ ... +--------+------~-+ ... +--------+ 
I byte 0 I byte 1 1 ... !byte n-11 0 I ..• I 0 
~-----------------+ ... +--------+--------+ ... +--------+ 
1<-----------n byies---------->1<------r bytes------>1 
1<-----------n+r (where (n+r) mod 4 = 0)------------>1 

FIXED-LENGTH OPAQUE 

3.10 Variable-length Opaque Data 

'rhe standard also provides for variable-length .(counted) opaque data, 
defined as a sequence of n (numbered 0 through n-1) arbitrary bytes 
to be the number n encoded as an unsigned integer (as described 
below), and followed by then bytes of the sequence. 

Byte m of the sequence always precedes byte m+l of the sequence, and 
byte 0 of the sequence always follows the sequence's length (count). 
If n is not a multiple of four, then the n bytes are followed by 
enough (0 to 3) residual zero bytes, r, to make the total byte count 
a multiple of four. Variable-length opaque data is declared in the 
following way: 

opaque identifier<m>; 
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or 
opaque identifier<>; 

The constant m denotes an upper bound of the number of bytes that the 
sequence may contain. If m is not specified, as in the second 
declaration, it is assumed to be (2**32) - 1, the maximum length. 
The constant m would normally be found in a protocol specification. 
For example, a filing protocol may state that the maximum data 
transfer size is 8192 bytes, as follows: 

opaque filedata<Bl92>; 

0 1 2 3 4 5 
+-----------+-----+-----+-----+-----+ ... +-----+-----+ ... +-----+ 

length n lbyteOibytell ... 1 n-1 I 0 1 ... 1 0 
+-----+-----+-----+-----+-----+-----+ ... +-----+-----+ ..• +-----+ 
1<-------4 bytes------->1<-~----n bytes------>1<---r bytes--->! 

1<----n+r (where (n+r) mod 4 0)---->1 
VARIABLE-LENGTH OPAQUE 

It is an error to encode a length greater than the maximum described 
in tne specification. 

3.11 String 

The standard defines a string of n (numbered 0 through n-1) ASCII 
bytes to be the number n encoded as an unsigned integer (as described 
above), and followed by then bytes of the string. Byte m of the 
string always precectes byte m+l of the string, and byte 0 of the 
string always follows the string's length. If n is not a multiple of 
four, then the n bytes are followed by enough (0 to 3) residual zero 
bytes, r, to make the total byte count a multiple of four. Counted 
byte strings are declared as follows: 

string object<m>; 
or. 

string object<>; 

The constant m denotes an upper bound of the number of bytes that a 
string may contain. If m is not specified, as in the second 

declaration, it is assumed to be (2**32) - 1, the maximum length. 
The constant m would normally be found in a protocol specification. 
For example, a filing protocol may state that a file name can be no 
longer than 255 bytes, as follows: 

string filename<255>; 

0 1 2 3 4 5 
+-----+-----+-----+-----+-----+-----+ ... +-----+-----+ ... +-----+ 

length n lbyteOibytell ... l n-1 I 0 1 ... 1 0 
T-----------+-----+-----+-----+-----+ ... +-----+-----+ ... +-----+ 
,<-------t, bytes------->1<------n bytes------>1<---r bytes--->! 

1<----n+r (where (n+r) mod 4 = 0)---->1 
STRING 

It is an error to encode a length greater than the maximum described 
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in the specification. 

3.12 Fixed-length Array 

Declarations for fixed-length arrays of homogeneous elements are in 
the following form: 

type-name identifier[n); 

Fixed-length arrays of elements numbered 0 through n-1 are encoded by 
individually encoding the elements of the array in their natural 
order, 0 through n-1. Each element's size is a multiple of four 
bytes. Though all elements are of the same type, the elements may 
have different sizes. For example, in a fixed-length array of 
strings, all elements are of type "string", yet each element will 
vary in its length. 

+---T---+---+---+---+---+---+---+,,,+---+---+---+---+ 

element 0 element 1 I ••• I element n-1 
+---+---+---T---+---+---+---+---+ .. ,+---+---+---+---+ 
1<--------------------n elements------------------->1 

FIXED-LENGTH ARRAY 

3.13 Variable-length Array 

Counted arrays provide the ability to encode variable-length arrays of 
homogeneous elements. The array is encoded as the element count n (an 
unsigned integer) followed by the encoding of each of the array's 
elements, starting with element 0 and progressing through element n- 1. 
The declaration for variable-length arrays follows this form: 

type-name identifier<m>; 
or 

type-name identifier<>; 

The constant m specifies the maximum acceptable element count of an 
array; if m is not specified, as in the second declaration, it is 
assumed to be (2**32) - l. 

0 l 2 3 
+-----~--+--+--+--+--+--+--+--+--+--+ ... +--+--+--+--+ 

n I element 0 I element 1 I .•• \element n-11 
+--+-----+--+--+--+--+--+--+--+--+--+ ... +--+--+--+--+ 
1<-4 bytes->1<--------------n elements------------->1 

COUNTED ARRAY 

It is an error to encode a value of n that is greater than the 
maximum described in the specification. 

3.14 Structure 

Structures are declared as follows: 

struct { 
component-declaration-A; 
component-declaration-S; 
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idem:ifier; 

The components of the structure are encoded in the order of their 
declaration in the structure. Each component's size is a multiple of 
four bytes, though the components may be different sizes. 

+-------------+-------------+ .. . 
1 component A 1 component B I .. . STRUCTURE 
~-------------+-------------+ .. . 

3.~5 Discriminaced Union 

A discriminated union is a type composed of a discriminant followed 
by a cype selected from a set of prearranged types according to the 
value of the discriminant. The type of discriminant is either "int", 
"unsigned int", or an enumerated type, such as "bool". The component 
types are called "arms" of the union, and are preceded by the value 
of the discriminant which implies their encoding. Discriminated 
unions are declared as follows: 

union switch (discriminant-declaration) 
case discriminant-value-A: 

arm-declaration-A; 
case discriminant-value-B: 

arm-declaration-B; 

default: default-declaration; 
} identifier; 

Each "case" keyword is followed by a legal value of the discriminant. 
The default arm is optional. If it is not specified, then a valid 
encoding of the union cannot take on unspecified discriminant values. 
The size of the implied arm is always a multiple of four bytes. 

The discriminated union is encoded as its discriminant followed by 
the encoding of the implied arm. 

0 l 2 3 
+---T-------+---+---+---+---+---+ 

discriminant 1 implied arm DISCRIMINATEQ UNION 
--+---+~--+---+---+---+---+ 

:<---4 bytes--->1 

3.16 Void 

An XDR void is a 0-byte quantity. Voids are useful for describing 
operations that take no data as input or no data as output. They are 
also usefu: in unions, where some arms may contain data and others do 
noc. The declaration is simply as follows: 

void; 

Voids are illustraced as follows: 
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VOID 
...... 

--><-- 0 bytes 

3.17 Constant 

The data declaration for a constant follows this form: 

canst name-identifier = n; 

"canst" is used to define a symbolic name for a constant; it does not 
declare any data. The symbolic constant may be used anywhere a 
regular constant may be used. For example, the following defines a 
symbolic constant DOZEN, equal to 12. 

canst DOZEN = 12; 

3.18 Typedef 

"typedef" does not declare any data either, but serves to define new 
identifiers for declaring data. The syntax is: 

typedef declaration; 

The new type name is actually the variable name in the declaration 
part of the typedef. For example, the following defines a new type 
called "eggbox" using an existing type called "egg": 

typedef egg eggbox[DOZEN]; 

Variables declared using the new type name have the same type as the 
new type name would have in the typedef, if it was considered a 
variable. For example, the following two declarations are equivalent 
in declaring the variable "fresheggs": 

eggbox fresheggs; egg fresheggs[DOZEN]; 

When a typedef involves a struct, enum, or union definition, there is 
another (preferred) syntax that may be used to define the same type. 
In genera:.., a typedef of the following form: 

typedef <<struct, union, or enum definition>> identifier; 

may be converted t.o the alternative form by removing the "typedef" 
part and placing the identifier after the "struct", "union", or 
"enum" keyword, instead of at the end. For example, here are the two 
ways to define the type "bool": 

typedef enum 
FALSE = 0, 
TRUE 

bool; 

enum bool 
FALSE = 0, 
TRUE = l 

} ; 

/* using typedef */ 

/* preferred alternative */ 
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The reason this syntax is preferred is one does not have to wait 
until the end of a declaration to figure out the name of the new 
type. 

3.19 Optional-data 

Optional-data is one kind of union that occurs so frequently that we 
give it a special syntax of its own for declaring it. It is declared 
as fo:lows: 

~ype-name *identifier; 

This is equivalent to the following union: 

union switch (bool opted) 
case TRUE: 

type-name element; 
case FALSE: 

void; 
1 identifier; 

Ic is also equivalent to the following variable-length array 
declaration, since the boolean "opted" can be interpreted as the 
length of the array: 

type-name identifier<l>; 

Optional-daca is not so interesting in itself, but it is very useful 
for describing recursive data-structures such as linked-lists and 
trees. For example, the following defines a type "stringlist" that 
encodes lists of arbitrary length strings: 

strucc *stringlist { 
scring item<>; 
stringlist next; 

I : 

It could have been equivalently declared as the following union: 

union s~ringlist switch (bool opted) 
case TRUE: 

struct .{ 
string item<>; 
stringlist next; 

element; 
case FALSE: 

void; 
I ; 

or as a variable-length array: 

struct scringlis~<l> 

) ; 

st:ring item<>; 
string2.ist next; 
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Both of these declarations obscure the intention of the stringlist 
type, so the optional-data declaration is preferred over both of 
them. The optional-data type also has a close correlation to how 
recursive data structures are represented in high-level languages 
such as Pascal or C by use of pointers. In fact, the syntax is the 
same as that of the C language for pointers. 

3.20 Areas for Future Enhancement 

The XDR SLandard lacks representations for bit fields and bitmaps, 
since the scandard is based on bytes. Also missing are packed (or 
binary-coded) decimals. 

The intent of the XDR standard was not to describe every kind of data 
that people have ever sent or will ever want to send from machine to 
machine. Rather, it only describes the most commonly used data-types 
of high-level languages such as Pascal or c so that applications 
written in these languages will be able to communicate easily over 
some medium. 

One could imagine extensions to XDR that would let it describe almost 
any existing protocol, such as TCP. The minimum necessary for this 
are support for different block sizes and byte-orders. The XDR 
discussed here could then be considered the 4-byte big-endian member 
of a larger XDR family . 

. 4. DISCUSSION 

(1) Why use a language for describing data? What's wrong with 
diagrams? 

There are many advantages in using a data-description language such 
as XDR ·ve.rsus using diagrams. Languages are more formal than 
diagrams and lead to less ambiguous descriptions of data. Languages 
are also .easier to understand and allow one to think of other issues 
inscead of the low-level details of bit-encoding. Also, there is a 
close analogy between the types of XDR and a high-level language such 
as C or Pascal. This makes the implementation of XDR encoding and 
decoding modules an easier task. Finally, the language specification 
itself is an ASCII string that can be passed from machine to machine 
to perform on-the-fly data interpretation. 

(2) Why is there only one byte-order for an XDR unit? 

Supporting two byte-orderings requires a higher level protocol for 
determining in which byte-order the data is encoded. Since XDR is 
not a protocol, this can't be done. The advantage of this, though, 
is that data in XDR format can be written to a magnetic tape, for 
example, and any machine will be able to interpret it, since no 
higher level protocol is necessary for determining the byte-order. 

(3) Why is the XDR byte-order big-endian instead of little-endian? 
Isn't this unfair to little-endian machines such as the VAX(r), which 
has co convert from one form co the other? 

Yes, it is unfair, but having only one byte-order means you have to 
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be unfair to somebody. Many architectures, such as the Motorola 
68000* and IBM 370*, support the big-endian byte-order. 

(4) Why is the XDR unit four bytes wide? 

There is a tradeoff in choosing the XDR unit size. Choosing a small 
size such as two makes the encoded data small, but causes alignment 
problems for machines that aren't aligned on these boundaries. A 
large size such as eight means the data will be aligned on virtually 
every machine, but causes ·the encoded data to grow too big. We chose 
four as a compromise. Four is big enough to support most 
architectures efficiently, except for rare machines such as the 
eight-byte aligned Cray~. Four is also small enough to keep the 
encoded data restricted to a reasonable size. 

(5) Why must variable-length data be padded with zeros? 

It is desirable that the same data encode into the same thing on all 
machines, so that encoded data can be meaningfully compared or 
checksummed. Forcing the padded bytes to be zero ensures this. 

(6) Why is there no explicit data-typing? 

Data-typing has a relatively high cost for what small advanta, ~ 

may have. One cost is the expansion of data due to the inser, ~e 

fields. Another is the added cost of interpreting these type·~.. s 
and acting accordingly. And most protocols already know what type 
they expect, so data-typing supplies only redundant information. 
However, one can still get the benefits of data-typing using XDR. One 
way is to encode two things: first a string which is the XDR data 
description of the encoded data, and then the encoded data itself. 
Another way is to assign a value to all the types in XDR, and then 
define a universal type which takes this value as its discriminant 
and for each value, describes the corresponding data type. 

5. THE XDR LANGUAGE SPECIFICATION 

5.1 Notational Conventions 

This specification uses an extended Back-Naur Form notation for 
describing the XDR language. Here is a brief description of the 

not:.ation: 

(1) The characters 1 I ', 1 
(', '} ', ' [ ', 

1
] 

1
, '" 

1
, and 1 * 1 are special. 

(2) Terminal symbols are strings of any characters surrounded by 
double quotes. ( 3) Non-terminal symbols are strings of non-special 
characters. (4} Alternative items are separated by a vertical bar 
{" !"). (5) Optional items are enclosed in brackets. (6) Items are 
grouped together by enclosing them parentheses. (7) A 1 *' 
following an item means 0 or more occurrences of that item. 

For example, consider the following pattern: 

"an "very" (", n "very")* ["cold .. "and") "rainy 
("day" i "night") 

An infinite number of strings match this pattern. A few of them are: 
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"a very rainy day" 
"a very, very rainy day" 
"a very cold and rainy day" 
"a very, very, very cold and rainy night" 

5.2 Lexica~ NoLes 

(l) CornmenLs begin with '/*' and terminate with '*/'. (2) White 
space serves to separate items and is otherwise ignored. (3) An 
identifier is a letter followed by an optional sequence of letters, 
digits or underbar (' '). The case of identifiers is not ignored. 
(4) A constant is a sequence of one or more decimal digits, 
optionally preceded by a minus-sign ('-'). 

5.3 Syntax Information 

declaration: 
type-specifier identifier 
Lype-specifier identifier"[" value "]" 
type-specifier identifier "<" [ value ">" 
"opaque" identifier"[" value"]" 
"opaque" identifier "<" [ value ">" 
"string" identifier "<" [ value ">" 
type-specifier "*" identifier 
"void" 

·value: 
constanL 

I identifier 

type-specifier: 
[ "unsigned" 
[ "unsigned" 
"float" 

"int" 
"hyper" 

"double" 
"quadruple" 
"bool" 
enum-type-spec 
struct-type-spec 
union-type-spec 
identifier 

enum-type-spec: 
"enum" enum-body 

enum-body: 
II {II 

identifier "=" value ) 

"}" 

II II 

' identifier"=" value )* 

struct-type-spec: 
"struct" struct-body 

struct-body: 
11 {II 

I. 
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.. ) .. 
declaration ";" 
declaration ";" )* 

union-type-spec: 
"union" union-body 

union-body: 
"switch" "("declaration "J" "{" 

"case" value ":" declaration 
"case" value ":" declaration 
"default" "·"declaration";" 

n}" 

constant-de!: 

n.n 
I 

u; n ) * 

"const" identifier "=" constant ";" 

type-def: 
"typedef" declaration ";" 
"enum" identifier enum-body ";" 
"struct" identifier struct-body ";" 
"union" identifier union-body ";" 

definition: 
type-def 

I constant-def 

specification: 
definition * 

5. 4 Syntax Notes 

(1) The following are keywords and cannot be used as identifiers: 
"bool", "case", "const", "default", "double", "quadruple", "enum", 
"float", "hyper", "opaque", "string", "struct", "switch", "typedef", 
"union", "unsigned" and "void". 

(2) Only unsigned constants may be used as size specifications for 
arrays. If an identifier is used, it"must have been declared 
previously as an unsigned constant in a "const" definition. 

(3) Constant and type identifiers within the scope of a specification 
are in the same name space and must be declared uniquely within this 
scope. 

(4) Similarly, variable names must be unique within the scope of 
struct and union declarations. Nested struct and union declarations 
create new scopes. 

(5) The discriminant of a union must be of a type that evaluates to 
an integer. That is, "int", "unsigned int", "bool", an enumerated 
type or any typedefed type that evaluates to one of these is legal. 
Also, the case values must be one of the legal values of the 
discriminant. Finally, a case value may not be specified more than 
once within the scope of a union declaration. 

6. AN EXAMPLE OF AN XDR DATA DESCRIPTION 
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Here is a short XDR data description of a thing called a "file", 
which might be used to transfer files from one machine to another. 

const MAXUSERNAME = 32; 
const MAXFILELEN 65535; 
const MAXNAMELEN = 255; 

/"' 
y Types of files: 
*/ 

enum filekind 
TEXT 0, /* ascii 

/* max length of a user name */ 
/* max length of a file */ 
I* max length of a file name */ 

data */ 
DATA 1 /* raw data *I .. , 
EXEC 2 I* executable */ 

} ; 

/* 
* File information, per kind of file: 
*I 

union filetype switch (filekind kind) 
case TEXT: 

void; 
case DATA: 

/* no extra information */ 

string creator<MAXNAMELEN>; 
case EXEC: 

/* data creator *I 

string interpretor<MAXNAMELEN>; /* program interpreter */ 
} ; 

/* 
~ A complete file: 
*I 

struct file { 

} ; 

string filenarne<MAXNAMELEN>; 
filetype type; 
string owner<MAXUSERNAME>; 
opaque data<MAXFILELEN>; 

/* name of file */ 
/* info about file */ 
I* owner of file */ 
/* file data */ 

Suppose now that there is a user named "john" who wants to store his 
lisp program "sillyprog" that contains just the data "(quit)". His 
file would be encoded as follows: 

OFFSE::::' HEX BYTES ASCII COMMENTS 
--------- --------

0 00 00 00 09 length of filename 9 
4 73 69 6c 6c sill filename characters 
8 79 70 72 6f ypro ... and more characters 

12 67 00 00 00 g ... . .. and 3 zero-bytes of fill 
16 00 00 00 02 file kind is EXEC = 2 
20 00 00 00 04 length of interpreter 4 
21, 6c 69 73 70 lisp interpreter characters 
28 00 00 00 Ot; length of owner = 4 
32 6a 6f 68 6e john owner characters 
36 00 00 00 06 length of file data = 6 
40 28 n 75 69 (qui file data bytes ... 
44 74. 29 00 00 t) .. . .. and 2 zero-bytes of fill 
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7. TRADEHARKS AND OWNERS 

SUN WORKSTATION 
VAX 
IBH-PC 
Cray 
NFS 
Ethernet 
Motorola 68000 
IBM 370 

Sun Microsystems, Inc. 
Digital Equipment Corporation 
International Business Machines Corporation 
Cray Research 
Sun Microsystems, Inc. 
Xerox Corporation. 
Motorola, Inc. 
International Business Machines Corporation 

APPENDIX A: ANSI/IEEE Standard 754-1985 

The definition of NaNs, signed zero and infinity, and denormalized 
numbers from [3] is reproduced here for convenience. The definitions 
for quadruple-precision floating point numbers are analogs of those 
for single and double-precision floating point numbers, and are 
defined in [3]. 

In the following, 'S' stands for the sign bit, 'E' for the exponent, 
and 'F' for the fractional part. The symbol 'u' stands for an 
undefined bit (0 or 1). 

For single-precision floating point numbers: 

Type s (1 bit) E (8 bits) 

signalling NaN u 255 (max) 

quiet NaN u 255 (max) 

negative infinity 1 255 (max) 

positive infinity 0 255 (max) 

negative zero l 0 

positive zero 0 0 

For double-precision floating point numbers: 

Type s (1 bit) E (11 bits) 

signalling NaN u 2047 (max) 

quiet NaN u 2047 (max) 

negative infinity 2047 (max) 

positive infinity 0 2047 (max) 

negative zero 1 0 

positive zero 0 0 

F (23 bits) 

.Ouuuuu---u 
(with at least 
one 1 bit) 

.luuuuu---u 

.000000---0 

.000000---0 

.000000---0 

.000000---0 

F (52 bits) 

.Ouuuuu---u 
(with at least 
one 1 bit) 

.luuuuu---u 

.000000---0 

.000000---0 

.000000---0 

.000000---0 
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For quadruple-precision floating point numbers: 

Type s (1 bit) 

signa ::.1 ing NaN u 

quiet NaN u 

negative infinity 1 

positive infinity 0 

negative zero 1 

positive zero 0 

E (15 bits) 

32767 (max) 

32767 (max) 

32767 (max) 

32767 (max) 

0 

0 

F (112 bits) 

.Ouuuuu---u 
(with at least 
one 1 bit) 

.1uuuuu---u 

.000000---0 

.000000---0 

.000000---0 

.000000---0 

Subnormal numbers are represented as follows: 

Precision Exponent Value 

Single 0 (-1)**8 * 2**(-126) * O.F 

Double 0 (-l)**S * 2**(-1022) * O.F 

Quadruple 0 (-1)**S * 2** (-16382) * O.F 
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Security Considerations 

Security issues are not discussed in this memo. 
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A PRIMER ON THE T.120 SERIES STANDARDS 

Broad vendor support 
means that end users 
willbe able to choose 
from. a variety of inter
operable products. 

The T.120 standard contains a series of communication 
and application protocols and services that provide sup
port for real-time, multipoint data communications. 
These multipoint facilities are important building blocks 
for a whole new range of collaborative applications, 
including desktop data conferencing. multi-user applica
tions, and multi-player gaming. 

Broad in scope, T.l20 is a comprehensive specification 
that solves several problems that have historically slowed 
market growth for applications of this nature. Perhaps 
most importantly, T.120 resolves complex technological 
issues in a manner that is acceptable to both the comput
ing and telecommunications industries. 

Established by the International Telecommunications 
Union {ITU), T.120 is a family of open standards that 
was defined by leading data communication practitioners 
in the industry. Over 100 key international vendors, 
including Apple, AT&T, British Telecom, Cisco Systems, 
Intel, MCI, Microsoft, and PictureTel, have committed 
to· implementing T.120-based products and services. 

While T.120 has emerged as a critical element in the data 
communications landscape. the only information that 
currently exists on the topic is a weighty and complicated 
set of standards documents. This primer bridges this 
information gap by summarizing T.120's major benefits, 
fundamental architectural elements, and core capabilities. 

A PRIMER ON THE T.120 STANDARD 1 
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KEY BENEFITS OF T.120 
So why all the excitement about T.l20? 

The bottom line is that it provides excep

tional benefits to end users, vendors, and 
developers tasked with implementing real

time applications. The following list is a 

high-level overview of the major benefits 

associated with the T.120 standard: 

Multipoint Data Delivery 

T.120 provides an elegant abstraction for 

developers to create and manage a 

multipoint domain with ease. From an 

application perspective, data is seamlessly 
delivered to multiple parties in "realtime." 

A DataBeam Corporation White Paper 

viding a flexible solution for mixed unicast 

and multicast networks. The Multicast 

Adaptation Protocol (MAP) is expected to 
be ratified in early 1998. 

Network Transparency 

Applications are completely shielded from 

the underlying data transport mechanism 

being used. Whether the transport is a 
high-speed LAN or a simple dial-up 

modem, the application developer is only 

concerned with a single, consistent set of 

application services. 

Platform Independence 

Because the T.120 standard is completely 

free from any platform dependencies, it 
will readily take advantage of the lnteroperability 

T.120 allows endpoint 

applications from multiple 
vendors to intemperate. 

T.120 also specifies how 

applications may interop
erate with (or through) a 

variety of network bridg

ing products and services 
that also support the T.120 
standard. 

T.120 BENEFITS 
inevitable advances in 

computing technology. In 
fact, DataBeam's cus

tomers have already ported 
the T.120 source code eas

ily from Windows to a 

variety of environments, 

including OS/2, 
MAC/OS, several versions 
of UNIX, and other pro

prietary real-time operat

ing systems. Reliable Data 
Delivery 

Error-corrected data deliv

ery ensures that all end

points will receive each 

data transmission. 

V' Multipoint Data Delivery 

V' lnteroperability 

V' Reliable Data Delivery 

V' Multicast Enabled Delivery 

V' Network Transparency 

V' Platform Independence 

V' Network Independence 

V' Support for Varied Topologies 

V' Application Independence 

V' Scalability 

V' Co-existence with Other 
Standards 

V' Extendability 

Network 
Independence 

The T.120 standard sup

ports a broad range of 

Multicast Enabled Delivery 

transport options, includ

ing the Public Switched Telephone 
Networks (PSTN or POTS), Integrated 

Switched Digital Networks (ISDN), 

Packet Switched Digital Networks 
(PSDN), Circuit Switched Digital 

Networks (CSDN), and popular local area 
network protocols (such as TCP/IP and 

IPX via reference protocol). Furthermore, 

these vastly different network transports, 

operating at different speeds, can easily co

exist in the same multipoint conference. 

In muliticast enabled networks, T.120 can 
employ reliable (ordered, guaranteed) and 

unreliable delivery services. Unreliable 
data delivery is also available without mul

ticast. By using multicast, the T.120 infra

structure reduces network congestion and 

improves performance for the end user. 
The T 120 infrastructure can use both 

unicast and multicast simultaneously, pro-

2 A PRIMER ON THE T.120 STANDARD 
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Support for Varied Topologies 

Multipoint conferences can be set up with 
virtually no limitation on network topolo
gy. Star topologies, with a single 
Multipoint Control Unit (MCU) will be 
common early on. The standard also sup
ports a wide variety of other topologies 
ranging from those with multiple, cascad
ed MCUs to topologies as simple as a 
daisy-chain. In complex multipoint con
ferences, topology may have a significant 
impact on efficiency and performance. 

Application Independence 

Although the driving market force behind 
T.120 was teleconferencing, its designers 
purposely sought to satisfY a much broad
er range of application needs. Today, 
T.120 provides a generic, real-time com
munications facility that can be used by 

many different applications. These appli
cations include interactive gaming, virtual 

reality and simulations, real-time subscrip
tion news feeds, and process control appli
cations. 

Scalability 

T.120 is defined to be easily scalable from 
simple PC-based architectures to complex 
multi-processor environments character
ized by their high performance. Resources 
for T.l20 applications are plentiful, with 
practical limits imposed only by the con
fines of the specific platform running the 
software. 

Co-existence with Other 
Standards 

T.120 was designed to work alone or with
in the larger context of other ITU stan
dards, such as the H.32x family of video 
conferencing standards. T.120 also sup
ports and cross-references other important 
ITU standards, such as V.series modems. 

fiGURE 1: MODEL OF ITU T.120 SERIES ARCHITECTURE 

Application(•) 
(Using both Standard and Non-standard Application Protocols) 

·Application Protocols 

' __ j~-------------~ 
Generic Application : 

Template (GAD T.121 1 --r------ -------/ 
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' I ------- ------~--, 
~ Generic Application : 
1 ·Template (GAD T.121 1 

'------- -----~---/ 
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Extendability 

The T.l20 standard can be freely extended 
to include a variety of new capabilities, 
such as support for new transport stacks 
(like ATM or Frame Relay), improved 
security measures, and new application
level protocols. 

ARCHITECTURAL OvERVIEW 

The T.120 architecture relies on a multi
layered approach with defined protocols 
and service definitions between layers. 
Each layer presumes that all layers exist 
below. Figure 1 provides a graphical repre
sentation of the T.120 architecture. 

The lower level layers (T.122, T.l23, 
T.124, and T.l25) specify an· application
independent mechanism for providing 
multipoint data communication services 
to any application that can use these facil
ities. The upper level layers (T.126 and 
T.127) define protocols for specific con
ferencing applications, such as shared 
whiteboarding and multipoint file trans
fer. Applications using these standardized 
protocols can co-exist in the same confer
ence with applications using proprietary 
protocols. In fact, a single application may 
even use a mix of standardized and non
standardized protocols. 

A DataBeam Corporation White Paper 

COMPONENT OvERVIEW 

The following overview describes the key 
characteristics and concepts behind each 
individual component of the T.120 stan
dard. This overview starts at the bottom of 
the T.l20 stack and progresses upward. 

Transport Stacks - T.123 

T.120 applications expect the underlying 
transport to provide reliable delivery of its 
Protocol Data Units (PDUs) and to seg
ment and sequence that data. T.l23 speci
fies transport profiles for each of the fol
lowing: 

• Public Switched Telephone 
Networks (PSTN) 

• Integrated Switched Digital 
Networks (ISDN) 

• Circuit Switched Digital 
Networks (CSDN) 

• Packet Switched Digital 
Networks (PSDN) 

• TCP/IP 

• Novell Netware IPX 
(via reference profile) 

As highlighted below in Figure 2, the 
T.l23 layer- presents a uniform OSI trans
port interface and services (X.214/X.224) 

FIGURE 2: CROSS-SECTION OF T.123 TRANSPORTS (BASIC MoDE PROFILES} 

4 

Transport Layer 
(layer 4) 

PSTN 

* Subset of 0.922 

ISDN IPX TCP/IP 
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to the MCS layer above. The T.123 layer 
includes built-in error correction facilities 
so application developers do not have to 
rely on special hardware facilities to per
form this function. 

In a given computing environment, a 
transport stack typically plugs into a local 
facility that provides an interface to the 
specific transport connection. For exam

available, such as IP networks. While mul
ticast provides unreliable delivery, many 
applications using T.120 require reliable 
services. Developers can incorporate a 
variety of multicast error correction 
schemes into MAP. thereby selecting the 
scheme most closely aligned with their 
application. 

In 1996, the ITU is expected to adopt 
ple, in the Windows environment, extensions to support important new 
DataBeam's transport stacks ....----------. transport facilities, such as 

The MCU is a logical 
plug into COMM.DRV for construct whose role Asynchronous Transfer Mode 
modem communications, may be served by a (ATM) and H.324 POTS 
WINSOCK.DLL for TCP/IP node on a desktop videophone. It is necessary to 
and UDPIIP communications, or by special- note that developers can easily 
and NWIPXSPX. DLL for purpose equipment produce a proprietary transport 
Novell IPX communications within the network. stack (supporting, for example, 
support. 

The Multicast Adaptation Protocol 
(MAP) service layer is a new extension to 
MCS. MAP manages unicast- and multi
cast-based transports. MAP can be used 
with any transport where multicast is 

Apple Talk) that tran~parently 
uses the services above T.l23. An impor
tant function of MCUs or T.120-enabled 
bridges, routers, or gateways is to provide 
transparent interworking across different 
network boundaries. 

fiGURE 3: EXAMPLES OF VALID MCS ToPOLOGIES 

TOP PROVIDER 

MCU 

CASCADED MCU TOPOLOGY 

TOP PROVIDER 

MCU TOP PROVIDER 

EH NODE HNODE ::1 
DAISY·CHAIN TOPOLOGY 

TRADITIONAL STAR TOPOLOGY 
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Multipoint Communication 
Service {MCS)- T.122, T.125 

T.122 defines the multipoint services 
available to the developer, while T.125 
specifies the data transmission protocol. 
Together they form MCS, the multipoint 
"engine" of the T.l20 conference. MCS 
relies on T.123 to deliver the data. (Use of 
MCS is entirely independent of the actual 
T.l23 transport stack(s) that is loaded.) 

FIGURE 4: CHANNEL DIAGRAM 

MCS is a powerful tool that can be used to 
solve virtually any multipoint. application 
design requirement. MCS is an elegant 
abstraction of a complex organism. 
Learning to use MCS effectively is the key 
to successfully developing real-time appli
cations. 

How MCS Works 

In a conference, multiple endpoints (or 
MCS nodes) are logically connected 
together to form what T.120 refers to as a 
domain. Domains generally equate to the 
concept of a conference. An application 
may actually be attached to 

A DataBeam Corporation White Paper 

In a T.120 conference, nodes connect up
ward to a Multipoint Control Unit 
(MCU). The MCU model in T.120 pro
vides a reliable approach that works in 
both public and private networks. 
Multiple MCUs may be easily chained 
together in a single domain. Figure 3 illus
trates three potential topology structures. 
Each domain has a single Top Provider or 
MCU that houses the information base 
critical to the conference. If the Top 
Provider either fails or leaves a conference, 
the conference is terminated. If a lower 
level MCU (i.e., not the Top Provider) 
fails, oniy the nodes on the tree below that 
MCU are dropped from the conference. 
Because all nodes contain MCS, they are 
all potentially "MCUs." 

One of the critical. features of the T.120 
approach is the ability to direct data. This 
feature allows applications to communi
cate efficiently. MCS applications direct 
data within a· domain via the· use of chan
nels. An application can choose to use 
multiple channels simultaneously for 
whatever purposes it needs (for example, 
separating annotation and file transfer 
operations). Application instances choose 
to obtain information by subscribing to 
whichever channel(s} contains the desired 
data. These channel assignments can be 
dynamically changed during the life of the 
conference. Figure 4 presents an overview 
of multiple channels in use within a 
domain. 

It is the application developer's responsi
bility to determine how to use channels 

multiple domains simulta
neously. For example, the 
chairperson of a large 
online conference may 
simultaneously monitor 
information being dis
cussed among several activ
ity groups. 

TABLE 1: CHANNEL SETIJP EXAMPLE 

-Channel Type Priority Routing 

1 Error Control Channels Top I Standard 

2 Annotations High \ Uniform 

3 Bitmap Images Medium i Uniforrn 
I 

4 File Transfer low i Standard 
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ACTIVISION, EA, TAKE-TWO, 2K, ROCKSTAR, Ex. 1002, Vol. 3, p. 928 of 1657



A DataBeam Corporation White Paper 

within an application. For example, an 
application may send control information 
along a single channel and application 
data along a series of channels that may 
vary. depending upon the type of data 
being sent. The application developer may 
also take advantage of the M CS concept of 
private channels to direct data to a discrete 
subset of a given conference. 

Data may be sent with one of four priori
ty levels. MCS applications may also spec
ify that data is routed along . the quickest 
path of delivery using the standard send 
command. If the application uses the uni
form send command, it ensures that data 
from multiple senders will arrive at all des~ 
tinations in the same order. ·Uniform data 
always travels all the way up the tree to the 
Top Provider.Table 1 provides an example 
of how a document conferencing applica
tion could set up its channels. Reliable or 
unreliable data delivery is determined by 
the application. 

There are no constraints on the size of the 
data sent from an application to MCS. 
Segmentation of data is automatically per
formed on behalf of the application. 
However, after receiving the data it is the 
application's responsibility to reassemble 
the data by monitoring flags provided 
when the data is delivered. 

Tokens are the last major facility provided 
by MCS. Services are provided 

Another popular use of tokens is to coor
dinate tasks within a domain. For exam
ple, suppose a teacher wants to be sure 
that every student in a distance learning 
session answered a particular question 
before displaying the answer. Each node in 
the underlying application inhibits a spe
cific token after receiving the request to 
answer the question. The token is released 
by each node when an answer is provided. 
In the background, the teacher's applica
tion continuously polls the state of the 
token. When all nodes have released the 
token, the application presents the teacher 
with a visual cue that the class is ready for 
the answer. 

Generic Conference Control 
{GCC)- T.124 

Generic Conference Control provides a 
comprehensive set of facilities for estab
lishing and managing the multipoint con
ference. It is with GCC that we first see 
features that are specific to the electronic 
conference. 

At the heart of GCC is an important 
information base about the state of the 
various conferences it may be servicing. 
One node, which may be the MCU itself, 
serves as the Top Provider for GCC infor
mation. Any actions or requests from 
lower GCC nodes ultimately filter up to 
this Top Provider. 

to grab, pass, inhibit, release, 
and query tokens. Token 
resources may be used as either 
exclusive (i.e., locking) or non
exclusive entities. 

One of GCC's most 
important roles is to 
maintain information 
about the nodes and 
applications that are 
in a conference. 

Using mechanisms in GCC, 
applications create conferences, 
join conferences, and invite 
others to conferences. As end
points join and leave confer
ences, the information base in 

Tokens can be used by an .appli-
cation in a number of ways. For example, 
an application may specify that only the 
holder of a specific token, such as the con
ductor, may send information in the con
ference. 

A PRIMER ON THE T.120 STANDARD 

GCC is updated and can be 
used to automatically notify all endpoints 
when these actions occur. GCC also 
knows who is the Top Provider for the 
conference. However, GCC does not con
tain detailed topology information about 
the means by which nodes from lower 
branches are connected to the conference. 
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FIGURE.5: T.121 GENERIC APPLICATION TEMPLATE 

User Applicatton(s) 

Node Controller 

Every application in ·a conference must 
register its unique application key with 
GCC. This enables any subsequent join
ing nodes to find compatible applications. 
Furthermore, GCC provides robust facili
ties for applications to exchange capabili
ties and arbitrate feature sets. In this way, 
applications from different vendors can 
readily establish whether or not they can 
interoperate and at what feature level. This 
arbitration facility is the mechanism used 
to ensure backward compatibility between 
different versions of the same application. 

GCC also provides conference security. 
This allows applications to incorporate 
password protection or "lock" facilities to 
prevent uninvited users from joining a 
conference. 

Another key function of GCC is its abili
ty to dynamically track MCS resources. 
Since multiple applications can use MCS 
at the same time, applications rely on 
GCC to prevent conflicts for MCS 
resources, such as channels and tokens. 
This ensures that applications do not step 
on each other by attaching to the same 
channel or requesting a token already in 
use by another application. 

8 

Finally, GCCprovides capabilities for sup
porting the concept of conductorship in a 
conference. GCC allows the application to 
identify the conductor and a means in 
which to transfer the conductor's "baton." 
The developer is free. to decide how to use 
these conductorship facilities within the 
application. 

T.124 Revised 

As part of the ongoing enhancement 
process for the T.l20 standards, the ITU 
has completed a draft revision of T.124. 
The new version; called T.124 Revised, 
introduces a number of changes to 
improve scalability. The most significant 
changes address the need to distribute ros
ter information to all nodes participating 
in a conference, as well as improvements 
in the efficiency of sending roster refresh 
information (from the Top Provider) any 
time a node joins or leaves a conference. 

To improve the distribution of roster 
information, the concept of Node 
Categories was introduced. These cate
gories provide a way for a T.124 node to 
join or leave a conference without affect
ing the roster information that was dis
tributed throughout a conference. In add!-
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FIGURE 6: T.126 WoRKSPACE DIAGRAM 
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tion, the Full Roster Refresh, which was 
previously sent any time a new node 
joined. a conference, was eliminated by 
sending ·out roster details from. the Top 
Provder. These changes will not affect 
backward compatibility to earlier revisions 
ofT.l24. This revision will go to the ITU 
for Decision in March of 1998. 

Generic Application Template 
(GAT) M T.121 

T.l21 provides a template for T.l20 
resource management that developers 
should use as a guide for building applica
tion protocols. T.121 is mandatory for 
standardized application protocols and is 
highly recommended for non-standard 
application protocols. The template 
ensures consistency and · reduces the 
potential for unforeseen interaction 
between different protocol implementa
tions. 

A PRIMER ON THE T.120 STANDARD 

Within the T.121 model, GAT defines a 
generic Application Resource Manager 
(ARM). This entity manages GCC and 
MCS resources on. behalf of the applica
tion protocol-specific functionality 
defined as an Application Service Element 
(ASE). Figure 5 demonstrates the GAT 
model within the T.l20 architecture. 
Simply put; GAT provides a consistent 
model for managing T.l20 resources 
required by the application to which the 
developer adds application-specific func
tionality. 

GAT's functionality is considered to be 
generic and common to all application 
protocols. GAT's services include 
enrolling the application· in GCC and 
attaching to MCS domains. GAT also 
manages channels, tokens, and capabilities 
on behalf of the application. On a broad
er scale, GAT responds to GCC indica-
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FIGURE 7: T.127 FILE TRANSFER MODEL 

Current transmitter 

Control Ch~nel 

tions and can invoke peer applications on 
other nodes in the conference. 

Still Image Exchange and 
Annotation (SI) - T.126 

T.126 defines a protocol for viewing and 
annotating still images transmitted 
between two or more applications. This 
capability is often referred to as document 
conferencing or shared whiteboarding. 

An important benefit of T.126 is that it 
readily shares visual information between 
applications that are running on dramati
cally different platforms. For example, a 
Windows-based desktop application could 
easily intemperate with a collaboration 
program running on a PowerMac. 
Similarly, a group-oriented conferendng 
system, without a PC-style interface, 
could share data with multiple users run
ning common PC desktop software. 

As Figure 6 illustrates, T.126 presents the 
concept of shared virtual workspaces that 
are manipulated by the endpoint applica
tions. Each workspace may contain a col
lection of objects that include bitmap 
images and annotation primitives, such as 
rectangles and freehand lines. Bitmaps 
typically originate from application infor
mation, such as a word processing docu-
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file A 
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Node that requires 

mesA end B 

ment or a presentation slide. Because. of 
their size, bitmaps are. often compressed to 
improve performance over lower-speed 
communication links. 

T.l26 is designed to provide a minimum 
set of capabilities required to share Infor
mation between disparate applications. 
Because T.126 is simply a protocol, it does 
not provide any of the API -level structures 
that allow application developers to easily 
incorporate shared whiteboarding into an 
application. These types of facilities can 
only be found in toolkit-level implemen
tations of the standard (such as 
DataBeam's Shared Whiteboard 
Application Toolkit, known as SWAT). 

Multipoint Binary File Transfer 
-T.127 

T.127 specifies a means for applications to 
transmit files between multiple endpoints 
in a conference. Files can be transferred to 
all participants in the conference or to a 
specified subset of the conference. 
Multiple file transfer operations may 
occur simultaneously in any given confer
ence and developers can specify priority 
levels for the file delivery. Finally, T.l27 
provides options for compressing files 
before delivering the data. Figure 7 dis-
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FIGURE 8: NETWORK-LEVEL INTEROPERABILITY DIAGRAM 
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plays a view of conference-wide and indi-. 
vidual file transfers. 

Node Controller 

The Node Controller manages defined 
GCC Service Access Points (SAPs). This 
provides the node flexibility in responding 
to GCC events. Most of these GCC events 
relate to establishing conferences, adding 
or removing nodes from a conference, and 
breaking down and distributing informa
tion. The Node Controller's primary 
responsibility is to translate these events 
and respond appropriately. 

Some GCC events can be handled auto

matically; for example, when a remote 
party joins a conference, each local Node 
Controller can post a simple message 
informing the local user that "Bill Smith 
has joined the conference." Other events 
may require user intervention; for exam
ple, when a remote party issues an invita
tion to join a conference, the local Node 
Controller posts a dialog box stating that 
"Mary Jones has invited you to the Design 
Review conference. <Accept> <Decline>." 

Node controllers can be MCU-based, ter
minal-based, or dual-purpose. DataBeam's 
application, FarSite, for example, contains 
a dual-purpose Node Controller. The 

A PRIMER ON THE T.120 STANDARD 

Another Tennlnal a MCU 

PROPRIETARY 
DATA CONFERENCING 

APPLICATION 

range of functionality found within a 
Node Controller can vary dramatically by 
implementation. 

Only one Node Controller can exist on an 
active T.l20 endpoint; Therefore, if multi
ple applications need to simultaneously 
use T.120 services, the Node Controller 
needs to be accessible to each application. 
The local interface to the Node Controller 
is application- and vendor-specific and is 
not detailed in the T.120 documentation. 

INTEROPERABILITY 

Buyers overwhelmingly rate interoperabil
ity as the number one purchase criteria in 
their evaluation of teleconferencing prod
ucts. For most end users, interoperability 
translates to "my application can talk to 
your application" -regardless of which 
vendor supplied the product or on what 
platform it runs. When examining the 
T.120 standard closely, buyers can see that 
it provides for two levels of interoperabili
ty: application-level interoperability and 
network-level interoperability. 

Network-level lnteroperability 

Network-level interoperability means that 
a given product can interwork with like 

products through the infrastructure of 
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FIGURE 9: APPLICATION-LEVEL INTEROPERABILJTY DIAGRAM 
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network products and sex-Vices that· sup
port T.l20. For example, T.l20-based 
conferencing bridges (MCUs) that can 
support hundreds of simultaneous users 
are now being developed. If an application 
supports only the lower layers of T.l20, 
customers can use these MCUs to host a 
multipoint conference only if everyone in 
the conference is using the exact same 
product. Figure 8 displays network inter
operability through a conference of like 
products. 

Application-level 
lnteroperability 

The upper levels of T.l20 specify proto
cols for common conferencing applica
tions, such as shared whiteboarding and 
binary file transfer. Applications support~ 
ing these protocols can intemperate with 
any other application that provides similar 
support, regardless of the vendor or plat
form used. For example, through T.126, 
users of DataBeam's FarSite application 
will be able to share and mark up docu
ments with users of group conferencing 
systems. This interoperability will exist in 
simple point-to-point conferences as well 
as large multipoint conferences using a 
conference bridge. Figure 9 represents 
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application-level. interoperability between 
two standards-based applications connect
ed in a conference. 

In the short-term, network-level interop
erability will be the most common form of 
T.l20 support found in conferencing 
applications. This is largely due to the fact 
that the lower-level T.l20 layers were rati
fied by the ITU more than a year in 
advance of the application-level layers. 
However, end users will not be satisfied 
with network interoperability alone. For 
the market to grow, vendors will have to 
deliver the same application-level interop
erability (or endpoint interoperability) 
that customers enjoy today with fax 
machines and telephones. 

RATIFICATION OF THE T.120 
AND FUTURE T.130 
STANDARDS 

The Recommendations for the core 
multipoint communications infrastruc
ture components (T.122, T.123, T.124 
and T.l25) were ratified by the ITU 
between March of 1993 and March of 
1995. The first of the application stan
dards (T.l26 and T.l27) was approved in 
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March of 1995. An overview of the T.120 
series was approved in February of 1996 as 
Recommendation T.120. T.l21 (GAT) 
was. also approved at that time. Stable 
drafts of these recommendations existed 
for some time prior to the ratification, 
thereby providing a means for DataBeam 
to actively develop products in parallel to 
the standardization effort. 

The existing ratified standards are being 
actively discussed for possible amend
ments and extensions. This commonly 
occurs when implementation and interop
erability issues arise. 

T.130 Audio-visual Control For 
Multimedia Conferencing 

The T.130 series of recommendations 
define an architecture, a management and 
control protocol, and a set of services 
which together make up an A~dio-Visual 

Control system (AVC). This system sup
ports the use of real-time streams and ser
vices in a multimedia conferencing envi
ronment. The protocol and services sec
tion, outlined in T.132, consists .of two 
parts; management and control. Together, 
they allow Network Elements, such as the 
traditional M CU, Gateway, or Conference 
Server, to provide T.132 audio and video 
services to their endpoints. Some of the 
services include Stream Identification, 
On-Air Identification, Video Switching, 
Audio Mixing, Remote Device Control, 
and Continuous Presence. 

The T.I30 series is built upon existing 
ITU-T conferencing· recommendations 
such as the H.320 audio-visual.conferenc
'ing series and the T.120 series for 
multipoint data conferencing; The T.l30 
series is compatible with systems, such as 
H.323, in which audio and video are 

FIGURE 10: AuDIO-VISUAL CONTROL ARCHITECTURE· 
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transmitted independently of T.I20, as 
well as systems which are capable of trans
mitting multiple media types within a 
common multiplex. 

Unlike other standardized methods for 
managing real-time streams within a con
ference, T.I30 provides some unique capa
bilities: 

• Contains a network- and platform
independent control protocol for 
managing real-time streams 

• Coordinates operations across 
network boundaries 

• Processes and distributes media 
streams within a conference 
environment 

• Delivers of Quality of Service (QoS) 
to multlmediacommunitations 
applications 

• Provides distributed conference 
management 

• Leverages the functionality of existing 
multimedia protocols 

T 130 can be used in any conferencing. 
scenario where there is a need for 
multipoint audio or video. T.130 relies 
upon the services of GCC and MCS to 
transmit control data, but the audio and 
video streams are transported in indepen
dent logical channels due to the transmis
sion requirements of real-time data flows. 
(See Figure 10). 

T.l30 and T.132 were determined in 
March of 1997 and should be ratified in 
January of 1998. T.131. which defines 
network-specific mappings to allow AVC 
to communicate with the underlying 
Multimedia Control Protocol, such as 
H.245, should be determined in the Fall 
of 1997. 
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VENDOR CoMMUNITY 
SUPPORT FOR T.120 

More than 100 multinational companies 
have pledged their support for the T.l20 
standard and more are being added to this 
list every week. Public supporters ofT.l20 
include international market leaders, such 
as Apple, AT & T, British Telecom, Cisco 
Systems, Deutsche Telecom, IBM, Intel, 
MCI, Microsoft, Motorola, PictureTel, 
and DataBeam. 

Most supporters .of T.120 are also mem
bers .. of the International Multimedia 
Teleconferencing Consortium (IMTC). 
The goals of the IMTC are to promote the 
awareness and ·adoption of. ITU telecon
ferencing standards, including T.l20 and 
H.32x. The IMTC provides a forum for 
interoperability testing and helps to define 
Application Programming Interfaces 
(APis). DataBeam's co-founder and· chief 
technical officer, C. ]. "Neil~ Starkey, 
serves as the president of the IMTC. 
Previously, Starkey served for six years as 
chairman of the ITU study group that 
defined T.120. · 

NEW MARKETS FOR T.120 
DEPLOYMENT 

The teleconferencing community is the 
first market segment to adopt the T.l20 
standard. Because the technology Is broad 
in scope, it can be effectively used by a 
number of other application software ven
dors and equipment providers. 

The computing paradigm is rapidly 
extending past today's personal productiv
ity model. Over the next two years, we will 
witness the development of a new genera
tion of application software that incorpo
rates multi-party collaboration. 
Independent Software Vendors (ISVs) 
have begun to adopt T.l20 as the means in 
which to incorporate real-time collabora-
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tion capabilities into common desktop 
applications, such as word processing and 
presentation graphics. Engineering prod
ucts, such as Computer Aided Design 
(CAD) software, are also on the migration 
path to T.l20 technology. Other ISVs 
with a strong interest in T.120 include 
developers of fax, remote control,. docu
ment imaging, and "overtime" collabora
tion products, such as Lotus Notes. 

With T.l20 technology in the hands of 
operating system providers and horizontal 
application vendors, network equipment 
providers are beginning to take notice. For 
vendors of PBXs, network bridges, hubs, 
routers and switches, T.l20 represents an 
important opportunity to provide value
added capabilities within their . network 
products; In the short-term, these features 
will represent an opportunity for compet
itive advantage. However, within the next 
year, T.l20support will be a required fea
ture. 

Finally, we can envision a whole range of 
T.l20 applications in the areas of interac
tive video, network gaming, and simula
tions. From Nintendo to DOOM to set
top boxes, the· need for bidirectional 
multipoint data communications is acute. 
The ability to use a common set of APis 
and protocols that are broadly supported 
from the desktop through the network 
will drive the adoption ofT.120 into these 
important emerging markets. 

IMTC, ITU, AND T.120 
Standards have played an important part 
in the establishment and growth of several 
consumer and telecommunications mar
kets. By creating a basic commonality, 
standards ensure compatibility among 
products from different manufacturers. 
This encourages companies to produce 
varying solutions and encourages end 
users to purchase the solutions without 
fear of obsolescence or incompatibility. 

A PRIMER ON THE T.120 STANDARD 

The work of bath the IMTC and the ITU 
represents organized efforts to promote a 
basic connectivity protocol that will 
encourage the growth of the multimedia 
telecommunications market. The 
Standards First'" initiative, which is sup
ported .by many industry leaders; requires 
a minimum of H320 and T.120 compli
ance, which . is enough to establish this 
basic connectivitypratocal. Manufacturers 
are then able to build on the basic compli
ance by adding features to their products, 
creating Standards Plus equipment. 

With Standards First, the IMTC has the 
end users' interests in mind. By ensuring 
interaperability among equipment from 

· competing manufacturers, Standards First 
also ensures that a customer's initial 
investment is protected and future system 
upgrades are possible. The IMTC is help
ing to educate the industry and the public 
about the importance, function, and sta~ 
tus of standards. In addition, the organiza
tion. provides a coordination point for 
industry leaderli to communicate their 
interests to the ITU-T. As the multipoint 
multimedia· teleconferencing industry 
continues .its rapid growth, the develop
ment and implementation of standards far 
interaperability, and the work of the 
IMTC, will be instrumental in securing 
the market's future. 

IMPLEMENTING T.120 
With the T.l20 set of standards in place, 
third-party developers are faced with yet 
another challenge- implementation. 
DataBeam's Collaborative Computing 
Toolkit Series (CCTS''~ has jump-started 
the conferencing industry by providing 
the first standards-based toolkits for devel
oping multipoint, data-sharing applica
tions. These toolkits encapsulate the com
plex system-wide, multipoint communica
tions stacks that allow application devel
opers to rapidly embed sophisticated real
time, data-sharing capabilities into new or 
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existing products. Simply stated, CCTS 
provides a seamless solution for parties 
developing standards-based communica
tion solutions. 

As a result, DataBeam envisions an accel
eration in the development of software 
applications and network infrastructure 
products such as, PBXs, bridges, routers, 
network switches, and LAN servers, that 
incorporate T.120. In addition, the indus
try will grow well beyond today's existing 
paradigms and the world will begin to see 
a whole range of new products and ser
vices that incorporate T.120. Users wait
ing for the standards dust. to settle can 
now feel confident that with the support 
of vendors like Microsoft; DataBeam's 
T.120-based Collaborative Computing 
Toolkit Series is the best solution for 
industry-wide interoperability. 
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• 
CROSS-REFERENCE TO RELATED APPLICATIONS 

This application is related to U.S. Patent Application No. +-----.....:> 

entitled "BROADCASTING NETWORK," filed on July 31, 2000 ( 

5 No. 030048001 US); U.S. Patent Application No .. ______ , 

. BROADCAST CHANNEL," filed on July 31, 2000 (Attorney Docket No. 030048002 US); 

U.S. Patent Application No. , "LEAVING A BROADC T CHANNEL," 

filed on July 31, 2000 (Attorney Docket No. 030048003 US); U.S. P tent Application 

No. entitled "BROADCASTING ON A BROADCAST C L," filed 

10 on July 31, 2000 (Attorney Docket No. 030048004 US); U;S. P ent Application 

No. entitled "CONTACTING A BROADCAST C 

July 31, 2000 (Attorney Docket No. 030048005 US); U.S. Pa nt Application 

No. , entitled "DISTRIBUTED AUCTION SYS M," · filed on 

July 31,2000 (Attorney Docket No: 030048006 US); U.S. Pat nt Application 

15 No. entitled .. AN INFORMATION DELIVERY SER CE," filed on 

July 31, 2000 (Attorney Docket No. 030048007 US); U.S. Pat nt Application 

No. entitled "DISTRIBUTED CONFERENClNG SYS E:f\.1," filed on 

July 31, 2000 (Attorney Docket No. 030048008 US); and U.S. Pa: nt Application 

No. entitled "DISTRIBUTED GAME ENVIRON 

20 July 31,2000 (Attorney Docket No. 030048009 US), the disclosure of which are 

incorporated herein by reference. 

TECHNICAL FIELD 

The described techno~ogy relates generally to a computer n twork and more 

particularly, to a broadcast channel for a subset of a computers of an underl · g network. 

25 BACKGROUND 

There are a wide variety of computer network communicatio techniques such 

as point-to-point network protocols, client/server rniddleware, multi asting network 
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protocols, and peer-to-peer middleware. Each of these communications techniques have 

their advantages and disadvantages, but none is particularly well suited to e simultaneous 

sharing of information among computers that are widely distributed. For example, 

collaborative processing applications, such as a network meeting program , have a need to 

s distribute information in a timely manner to all participants who may e geographically 

distributed. 

The point-to-point network protocols, such as UNIX pipes, T PIIP, and UDP, 

allow processes on different computers to communicate via point-to~point onnections. The 

interconnection of all participants using point-to-point connections, w · e theoretically 

10. possible, does not scale well. as a number of participants grows. Fo example, each 

participating process would need to manage its direct connections to all o er participating 

processes. Programmers, however, :find it very difficult to manage single mmections, and 

management of multiple connections is much more complex. In addi on; participating 

processes may be limited to the number· of direct connections that they c support. This 

15 limits the number of possible participants in the sharing of information. 

The client/server middleware systems. provide a server tha coordinates the 

communications between the various clients who are sharing the informa ·on. The server 

functions as a central authority for controlling access t~ shared resourc . Examples of 

client/server middleware systems include remote procedure calls ("RPC"), tabase servers, 

20 and the common object request broker architecture ("CORBA"). Client/s er middleware 

systems are not particularly well suited to sharing of information among any participants. 

In particular, when a client stores information to be shared at the server, ach other client 

would need to poll the server to detennine that new information is be· g shared. Such 

polling places a very high overhead on the commwrications network. 

zs client may register a callback with the server, which the server then in okes when new 

information is available to be shared. Such a callback technique presen s a performance 

bottleneck because a single server needs to call back to each ellen whenever new 

information is to be shared. In addition, the reliability of the entire sh · g of infonnation· 

depends.upon the reliability of the single server. Thus, a failure at a sin e computer (i.e., 

30 the server) would prevent commwrications between any of the clients. 

The multicasting network protocols allow the sending of broa cast messages to 

multiple recipients of a network. The current implementations of such mul ·casting network 
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protocols tend to plac.e an unacceptable overhead on the underlying netwo . For example, 

UDP multicasting would swamp the Internet when ttyi.ng to locate all pos ible participants. 

IP multicasting has other problems that include needing special-purpose · astructure (e.g., 

routers) to support the sharing of information efficiently. 

5 The peer-to-peer middleware communications systems rely n a multicasting 

network protocol or a graph of point-to-point network protocols. S ch peer-to-peer 

middleware is provided by the T.120 Internet standard, which is used in uch products as 

Data Connection's D.C-share and Microsoft's NetMeeting. These peer-t peer middleware 

systems rely upon a user to assemble a point-to-point graph of the co ections used for 

10 sharing the information. Thus, it is neither suitable nor desirable to se peer-to-peer 

middleware systems when more than a small number of participants is des· ed. In addition, 

the underlying architecture of the T.l20 Internet standard is a tree structur , which relies on 

the root node of the tree for reliability of the entire network. That is, each essage must pass 

through the root node in order to be received by all participants. 

15 It would be desirable to have a reliable communications network that is 

suitable for the simultaneous sharing of information among a large numbe of the processes 

that are widely distributed. 

BRIEF DESCRIPTION OF THE DRAWINGS 

Figure 1 illustrates a graph that is 4-regular and 4-connected 

20 broadcast channel. 

25 

Figure 2 illustrates a graph representing 20 computers connec d to a broadcast 

channel. 

Figures 3A and 3B illustrate the process of connecting a new omputer Z to the 

broadcast channel. 

Figure 4A illustrates the broadcast channel of Figure 1 with an added 

computer. 

Figure 4B illustrates the broadcast channel of Figure 4A with an added 

computer. 

Figure 4C also illustrates the broadcast channel of Figure 4 with an added 

30 computer. 
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Figure 5A illustrates the disconnecting of a computer the broadcast 

channel in a planned manner. 

Figure 5B illustrates the disconnecting of a 

channel in an unplanned manner. 

s Figure SC illustrates the neighbors with empty ports conditio .. 

10 

Figure SD illustrates two computers that are not neighbor who now have 

empty ports. 

Figure 5E illustrates the neighbors with empty ports condi ·on in the small 

regune. 

Figure SF illustrates the situation of Figure SE when in the I e regime. 

Figure 6 is a block diagram illustrating components of a computer that is 

connected to a broadcast channel. 

Figure 7 is a block diagram illustrating the sub-components f the broadcaster 

component in one embodiment 

15 Figure 8 is a flow diagram illustrating the processing of the 

one embodiment. 

Figure 9 is a flow diagram illustrating the processing 

computer routine in one embodiment. 

Figure.lO is a flow diagram illustrating the processing of th contact process 

20 routine in one embodiment. 

25 

Figure 11 is a flow diagram illustrating the processing of th connect request 

routine in one embodiment 

Figure 12 is a flow diagram of the processing of the check for external call 

routine in one embodiment. 

Figure 13 is a flow diagram of the processing of the achieve c nnection routine 

in one embodiment. 

Figure 14 IS a flow diagram illustrating the processing of the external 

dispatcher routine in one embodiment. 

Figure 15 is a flow diagram illustrating the processing of handle seeking 

30 connection call routine in one embodiment 

Figure 16 is a flow diagram illustrating processing of the h dle connection 

request call routine in one embodiment. 
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Figure 17 is a flow diagram illustrating the processing of e add neighbor 

routine in one embodiment. 

Figure 18 is a flow diagram illustrating the processing of the forward 

connection edge search routine in one_embodiment. -

s Figure 19 is a flow diagram illustrating the processing of the handle edge 

proposal call routine. 

Figure 20 is a flow diagram illustrating the processing o the handle port 

connection call routine in one embodiment. 

Figure 21 is a flow diagram illustrating the processing. of the 11 hole routine in 

10 one embodiment. 

Figure 22 is a flow diagram illustrating the processing of the · temal dispatcher 

routine in one embodiment. 

Figure 23 is a flow diagram illustrating the processing of the handle broadcast 

message routine in one embodiment. 

15 Figure 24 is a flow diagram illustrating the processing f the distribute 

broadcast message routine in one embodiment. 

Figure 26 is a flow diagram illustrating the processing of the 

port search statement routine in one embodiment. 

Figure 27 is a flow diagram illustrating the processing of e court neighbor 

20 routine in one embodiment. 

Figure 28 is a flow diagram illustrating the processing of the 

edge search call routine in one embodiment. 

Figure 29 is a flow diagram illustrating the processing of the 

edge search response routine in one embodiment. 

die connection 

25 Figure 30 is a flow diagram illustrating the processing of the roadcast routine 

in one embodiment. 

Figure 31 is a flow diagram illustrating the processing of the acquire message 

routine in one embodiment. 

Figure 32 is a flow diagram illustrating processing of the 

30 check message in one embodiment. 

Figure 33 is a flow diagram illustrating processing of the 

repair statement routine in one embodiment 
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Figure 34 is a flow diagram illustrating the processing of the handle condition 

double check routine. 

DETAILED DESCRIPTION 

A broadcast technique in which a broadcast channel overlay a point-to-point 

5 communications network is provided. The broadcasting of a message o er the broadcast 

channel is effectively a multicast to those computers of the network at are currently 

connected to the broadcast channel. In one embodiment, the broadcast tee ·que provides a 

logical broadcast channel to which host computers through their executing processes can be 

connected. Each computer that is connected to the broadcast chann I can broadcast 

10 messages onto and receive messages off of the broadcast channel. Each computer. that is 

connected to the broadcast channel receives all messages that are broa ast while it is 

connected. The logical broadcast channel is implemented using an un erlying network 

system (e.g., the Internet) that allows each computer connected to the un erlying network 

system to send messages to· each other connected computer using each co puter• s address. 

15 Thus, the broadcast technique effectively provides a broadcast channel us· g an underlying 

network system that sends messages on a point-to-point basis. 

The broadcast technique overlays the underlying network sys em with a graph 

of point-to-point connections (i.e., edges) between host computers (i.e. nodes) through 

which the broadcast channel is implemented. In one embodiment, e ch computer is 

20 connected to four other computers, referred to as neighbors. (Actually, a rocess executing 

on a computer is connected to four other processes executing on s or four other 

computers.) To broadcast a message, the originating computer sends the m ssage to each of 

its neighbors using its point-to-point connections. Each computer that rec ives the message 

then sends the message to its three other neighbors using the point-to-poin: connections. In 

25 this way, the message is propagated to each computer using the underlying etwork to effect 

the broadcasting of the message to each computer over a logical broadcast hannel. A graph 

in which each node is connected to four other nodes is referred to as a 4-re ar graph. The 

use of a 4-regular graph means that a computer would become disco ected from the 

broadcast channel only if all four of the cmmections to its neighbors fail. e graph used by 

30 the broadcast technique also has the property that it would take a failure of our computers to 
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divide the graph into disjoint sub-graphs, that is two separate broadcas channels. This 

property is referred to as being 4-connected. Thus, the graph is both 4-regular and 4-

connected. 

Figure 1 illustrates a graph that is 4-regular and 4-connected which represents 

s the broadcast channel. Each of the nine nodes A-I represents a computer t is connected to 

the broadcast channel, and each of the edges represents an "edge" connec ·on between two 

computers of the broadcast channel. The time it takes to. broadcast a message to each 

computer on the broadcast channel depends on the speed of the connec ons between the 

computers and the number of connections between the originating comput r and each other 

10 computer on the broadcast channel. The minimum number of connectio s that a message 

would need to traverse between each pair of computers is the "dis 

computers (i.e., the shortest path between the two nodes of the graph). or example, the 

distance between computers A and F is one because computer. A is dire tly connected to 

computer F. The distance between computers A and B is two because 

IS connection between computers A and B, but computer F is directly conne d to computer B. 

Thus, a message originating at computer A would be sent directly to com uter F, and then 

sent from computer F to computer B. The maximum of the distances.betw en the computers 

is the "diameter" of broadcast channel. The diameter of the broadcast ch el represented 

by Figure 1 is two, That is, a message sent by any computer would trav se no more than 

20 two connections to reach every other computer. Figure 2 illustrates a grap representing 20 

computers connected to a broadcast channel. The diameter of this broadca channel is 4. In 

particular, the shortest path between computers 1 and 3 contains four conn ctions (1-12, 12-

15, 15-18, and 18-3). 

The broadcast technique includes (1) the connecting of 

25 broadcast channel (i.e., composing the graph), (2) the broadcasting of essages over the 

broadcast channe1 (i.e., broadcasting through the graph), and (3) the disconnecting of 

computers from the broadcast channel (i.e., decomposing the graph) campo ing the graph. 

Composing the Graph 

To connect to the broadcast channel, the computer seeking connection first 

30 locates a computer that is currently fully connected to the broadcast 
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establishes a connection with four of the computers that are already onnected to the 

broadcast channel. (This assumes that there are at least four computers alre y connected to 

the broadcast channel. When there are fewer than five computers connect d, the broadcast 

channel cannot be a 4-regular graph. In such a case, the broadcast channe is considered to 

5 be in a "small regime." The broadcast teclmique for the small regime is d scribed below in 

detail. When five or more computers are connected, the broadcast channe is considered to 

be in the "large regime." This description assumes that the broadcast ch el is in the large 

regime, unless specified otherwise.) Thus, the process of connecting o the broadcast 

channel includes locating the broadcast channel, identifying the neighbors fi r the connecting 

10 computer, and then connecting to each identified neighbor. Each comput 

or more "portal computers" through which that computer may locate the 

A seeking computer locates the broadcast channel by contacting the portal omputers until it 

finds one that is currently fully connected· to the broadcast channel. e found portal 

computer then directs the identifying of four computers (i.e., to be the s 

15 neighbors) to which the seeking computer is to connect. Each of these fo computers then 

cooperates with the seeking computer to effect the connecting of the seekin computer to the 

. broadcast channel. A computer that has started the process of locating a po computer, but 

does not yet have a neighbor, is in the "seeking connection state." A computer that is 

connected to at least one neighbor, but not yet four neighbors, is in the "p ·ally connected 

20 state." A computer that is currently, or has been, previously connected to 

in the "fully connected state." 

Since the broadcast channel is a 4-regular graph, each f the identified 

computers is already connected to four computers. Thus, some co ections between 

computers need to be broken so that the seeking computer can connect to £ computers. In 

25 one embodiment, the broadcast teclmique identifies two pairs of computers at are currently 

connected to each other. Each of these pairs of computers breaks the co ection between 

them, and then each of the four computers (two :from each pair) conne s to the seeking 

computer. Figures 3A and 3B illustrate the process of a new computer Z 

broadcast channeL Figure 3A illustrates the broadcast channel befor computer Z is 

30 connected. The pairs of computers B and E and computers C and D are the o pairs that are 

identified as the neighbors for the new computer Z. The connections betw en each of these 

pairs is broken, and a connection between computer Z and each of computes B, C, D, and E 
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is established as indicated by Figure 3B. The process of breaking the co ection between 

. two neighbors and reconnecting each of the fonner neighbors to another co puter is referred 

to as "edge pinning" as the edge between two nodes may be considered t be stretched and 

pinned to a new node. 

5 Each computer connected to the broadcast channel allocates five 

communications ports for communicating with other computers. Four of the ports are 

referred to as "internal'' ports because they are the ports through which th messages of the 

broadcast channels are sent. The connections between internal ports f neighbors are 

referred to as "internal" connections. Thus, the internal connections of the roadcast channel 

10 fonn the 4-regular and 4-connected graph. The fifth port is referred to as "external" port 

15 

because it is used for sending non-broadcast messages· between two comp ters. Neighbors 

can send non-broadcast messages either through their internal ports of th ir connection or 

through their external ports. A seeking computer uses external ports wh locating a portal 

computer. 

In one embodiment, the broadcast technique establish s the computer 

connections using the TCPIIP communications protocol, which is a point- a-point protocol, 

as the underlying network. The TCP/IP protocol provides for reliable an ordered delivery 

of messages between computers. The TCP/IPprotocol provides each com uter with a "port 

space" that is shared among all the processes that may execute on that co puter. The ports 

20 are identified by numbers from 0 to 65,535. The first 2056 ports are res rved for specific 

applications (e.g., port 80 for HTTP messages). The remainder of the p are user ports 

that are available to any process~ In one embodiment, a set of port numbe can be reserved 

for use by the computer connected to the broadcast channel In an altern 

the port numbers used are dynamically identified by each computer. 

25 dynamically identifies an available port to be used as its call-in port. This c l-in port is used 

to establish connections with the external port and the internal ports. Eac computer that is 

connected to the broadcast channel can receive non-broadcast messages ough its external 

port. A seeking computer tries "dialing" the port numbers of the portal 

portal computer "answers," a call on its call-in port. A portal computer 

30 connected to or attempting to connect to the broadcast channel and its call in port is dialed. 

(In this description, a telephone metaphor is used to describe the conne tions.) When a 

computer receives a call on its call-in port, it transfers the call to anothe port. Thus, the 
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seeking computer actually communicates through that transfer-to port, whi h is the external 

port. The call is transferred so that other computers can place calls to that computer via the 

call-in port. The seeking computer then· communicates via that external p rt to request the 

portal computer to assist in connecting the seeking computer to the broadc st channel. The 

5 seeking computer could identify the· call-in port· nwnber of a portal comput by successively 

dialing each port in port nwnber order. As discussed below in detail, the br adcast technique 

uses a hashing algorithm to select the port number order, which may r suit in improved 

performance. 

A seeking computer could connect to the broadcast channel y connecting to 

10 computers either directly connected to the found portal computer or directly connected to one 

of its neighbors. A possible problem with such a scheme for identifying e neighbors for 

the seeking computer is that the diameter of the broadcast channel may in rease when each 

seeking computer uses the same found portal computer and establishes a onnection to the 

broadcast channel directly through that found portal computer. Concep , the graph 

15 becomes elongated in the direction of where the new nodes are added. Figures 4A4C 

illustrate that possible problem. Figure 4A illustrates the broadcast channe of Figure l with 

an added computer. Computer J was connected to the broadcast ·channel by edge pinning 

edges C-D and E-H to computer J. The diameter of this broadcast ch el is still two. 

Figure 4B illustrates the broadcast channel of Figure 4A with an dded computer. 

20 Computer K was connected to the broadcast channel by edge pinning edge E-J and B-C ·to 

computer K. The diameter of this broadcast channel is three, because the s ortest path from 

computer G to computer K is through edges G-A, A-E, and E-K. Figure C also illustrates 

the broadcast channel of Figure 4A with an added computer. Computer K as connected to 

the broadcast channel by edge pinning edges D-G and E-J to computer K. The diameter of 

25 this broadcast channel is, however, still two. Thus, the selection of nei bors impacts the 

diameter of the broadcast channel. To help minimize the diameter, the br adcast technique 

uses a random selection technique to identify the four neighbors of a comp er in the seeking 

connection state. The random selection technique tends to distribute the c ections to new 

seeking computers throughout the computers of the broadcast channel w 

30 smaller overall diameters. 
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Broadcasting Through the Graph 

As described above, each computer that is connected to the roadcast channel 

can broadcast messages onto the broadcast channel and does receive all essages that are 

broadcast on the broadcast channel The computer that. originates a messa e to be broadcast 

5 sends that message to each of its four neighbors using the internal conn ctions. When a 

computer receives a broadcast message from a neighbor, it sends the m sage to its three 

other neighbors. Each computer on the broadcast channel, except the ori · ating computer, 

will thus receive a copy of each broadcast message from. each of its four neighbors. Each 

computer, however, only sends the first copy of the message that it receiv s to its neighbors 

10 and disregards.subsequently received copies. Thus, the total number of co ies of a message 

that is sent between the computers is 3N+ 1, where N is the number of co puters connected 

to the broadcast channeL. Each computer sends three copies of the messa e, except for the 

originating computer, which sends four copies of the message. 

The redundancy of the message sending helps to ensure the overall reliability 

15 of the broadcast channel. Since each computer has four connections to the broadcast 

channel, if one computer fails during the broadcast. of a message, its nei bors .have three 

other connections through which they will receive copies of the· broadcast essage. Also, if 

the internal connection between two computers is slow, each comput has three other 

connections through which it may receive a copy of each message sooner. 

20 Each computer that originates a message numbers it own messages 

sequentially. Because of the· dynamic nature of the broadcast channel and because there are 

many possible connection paths between computers, the messages may b received out of 

order. For example, the distance between an originating computer and a certain receiving 

computer may be four. After sending the first message, the origina · g computer and 

25 receiving computer may become neighbors and thus the distance betwe 

one. The first message may have to travel a distance of four to reach the re eiving computer. 

The second message only has to travel a distance of one. Thus, it is possi le for the· second 

message to reach the receiving computer before the first message. 

When the broadcast channel is in a steady state (i.e., no com uters connecting 

30 or disconnecting from the broadcast channel), out-of-order messages e not a problem 

because each computer will eventually receive both messages and can que e messages until 

all earlier ordered messages are received. If, however, the broadcast c annel is not in a 
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steady state, then problems can occur. In particular, a computer rna connect to the 

broadcast channel after the second message has already been received and forwarded on by 

its new neighbors. When a new neighbor eventually receives the first mes age, it sends the 

message to the newly connected computer. Thus, the newly connected com uter will receive 

s the first message, but will not receive the second message. If the newly co ected computer 

needs to process the messages in order, it would wait indefinitely for the se ond message. 

One solution to this problem is to have each computer queue all the messages 

that it receives until it can send them in their proper order to its neighbor . This solution, 

however, may tend to slow down the propagation of messages through the computers of the 

10 broadcast channel. Another solution that may have less impact on the pro agation speed is 

to queue messages only at computers who are neighbors of the newly co ected computers. 

Each already connected neighbor would forward messages as it receives em to its other 

neighbors who are not newly connected, but. not to the newly connecte neighbor. The 

already connected neighbor would only forward messages from· each origin ting computer to 

ts the newly connected computer when it can ensure that no gaps in the m ssages from that 

originating computer will occur. In one embodiment, the already connec d neighbor may 

track the highest sequence number of the messages already received and :fi arded on from 

each originating computer. The already connected computer will send only higher numbered 

messages from the originating computers to the newly connected computer Once all lower 

20 numbered messages have been received from all originating computers, then the already 

connected computer can treat the newly connected computer as its oth r neighbors and 

simply forward each message as it is received. In another embodiment, ea h computer may 

queue messages and only fmwards to the newly connected computer thos 

gaps are filled in. For example, a computer might receive messages 4 and and then receive 

zs message 3. In such a case, the already connected computer would forward ueue messages 4 

and 5. When message 3 is fmally received, the already connected co puter will send 

messages 3, 4, and 5 to the newly connected computer. If messages 4 and were sent to the 

newly connected computer before message 3, then the newly connected computer would 

process messages 4 and 5 and disregard message 3. Because the already co ected computer 

30 queues messages 4 and 5, the newly connected computer will be able top cess message 3. 

It is possible that a newly connected computer will receive a set of essages from an 

originating computer through one neighbor and then receive another set of essage from the 

[03004-8001/SL003733.107] -12- 7131100 

ACTIVISION, EA, TAKE-TWO, 2K, ROCKSTAR, Ex. 1002, Vol. 3, p. 951 of 1657



5 

same originating computer through another neighbor. If the second set of essages contains 

a message that is ordered earlier than the messages of the first set receive then the newly 

connected computer may ignore that earlier ordered message if the c mputer already 

processed those later ordered messages. 

Decomposing the Graph t 
· A c01mected computer disconnects from the broadcast ch el either in a 

planned or unplanned manner. When a computer disconnects in a planned anner, it sends a 

disconnect message to each of its four neighbors. The disconnect message i eludes a list that 

identifies the four neighbors of the disconnecting computer. When a nei bor receives the 

10 disconnect message, it tries to connect to one of the computers on e lisi:. In one 

embodiment, the first computer in the list will try to connect to the. second computer in the 

list, and the third computer in the list will try to connect to the fourth comp ter in the list If 

a computer cannot connect (e.g., the first and second computers are already connected), then 

the computers may try connecting in. various other combinations. If conn ctions cannot be 

15 established, each computer broadcasts a message· that it needs to establish connection with 

another computer. When a.computer with an available internal port receiv s the message, it 

can then establish a connection with the computer that broadcast the mess ge. Figures SA

SD illustrate the disconnecting of a computer from the· broadcast ch el. Figure SA 

illustrates the disconnecting of a computer from the broadcast channel in a lanned manner. 

20 When computer H decides to disconnect, it sends its list of neighbors to eac of its neighbors 

(computers A, E, F and I) and then disconnects from each of its ne ghbors. When 

computers A and I receive the message they establish a connection b tween them as 

indicated by the dashed line, and similarly for computers E and F. 

When a computer disconnects in an unplanned manner, such resulting from 

25 a power failure, the neighbors connected to the disconnected comput r recognize the 

disconnection when each attempts to send its next message to the n w discOimected 

computer. Each former neighbor of the disconnected computer recognizes at it is short one 

connection (i.e., it has a hole or empty port). When a connected computer d tects that one of 

its neighbors is now disconnected, it broadcasts a port connection request n the broadcast 

30 channel, which indicates that it has one internal port that needs a conne tion. The port 

connection request identifies the call-in port of the requesting computer. en a connected 
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computer that is also short a connection receives the connection request, it communicates 

with the requesting computer through its external port to establish a conne tion between the 

two computers. Figure 5B illustrates the disconnecting of a computer ft1 m the broadcast 

channel in an unplanned manner. In this illustration, computer H has di connected in an 

5 unplanned manner. When each of its neighbors, computers A, E, F, and I, recognizes the 

disconnection, each neighbor broadcasts a port· connection request indica · g that it needs to 

fill an empty port. As shown by the dashed lines, computers F and I and c mputers A and E 

10 

respond to each other's requests and establish a connection. 

It is possible that a planned or unplanned disconnection 

neighbors each having an empty internal port. In such a case, since they 

ay result in two 

neighbors, they 

are already connected and cannot fill their empty ports by connecting to ea h other. Such a 

condition is referred to as the "neighbors with empty ports" condition. Each neighbor 

broadcasts a port connection ·request when it detects that it has an empty· ort as described 

above. When a neighbor receives the port connection request from the oth .neighbor, it will 

15 recognize the condition that its neighbor also has an empty port. Such a c ndition may also 

occur when the broadcast channel is in the small regime. The condi on can only be 

corrected when in the large regime. When in the small regime, each comp er will have less 

than four neighbors. To detect this condition in the large regime, which wo d be a problem 

if not repaired, the first neighbor to receive the port· connection reque t recognizes the 

20 condition and sends a condition check message to the other neighbor. Th condition check 

message includes a list of the neighbors of the sending computer. en the receiving 

computer receives the list. it compares the list to its own list of neighbo . If the lists are 

different. then this condition has occurred in the large regime and repair is eded. To repair 

this condition, the receiving computer will send a condition repair requ st to one of the 

25 neighbors of the sending computer which is not already a neighbor f the receiving 

computer. When the computer receives the condition repair request, it disc nnects from one 

of its neighbors (other than the neighbor that is involved with the condition and connects to 

the computer that sent the condition repair request. Thus, one of the o 'ginal neighbors 

involved in the condition will have had a port filled. However, two com uters are still in 

30 need of a connection, the other original neighbor and the computer that is ow disconnected 

from the computer that received the condition repair request. Those two co puters send out 

port connection requests. If those two computers are not neighbors, then th will connect to 
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each other when they receive the requests. It: however, the two compu s are neighbors, 

then they repeat the condition repair process until two non~neighbors are in need of 

connections. 

It is possible that the two original neighbors with the condi on may have the 

s same set of neighbors. When the neighbor that receives the conditio check message 

determines that the sets of neighbors are· the same, it sends a condition dou e check message 

to one of its neighbors other than the neighbor who also has the con tion. When the 

computer receives the condition double check message,. it detennines wheth r it has the same 

set of neighbors as the .sending computer. If so; the broadcast channel is in the small regime 

10 and the condition is not a problem. If the set of neighbors are different, 

that received the condition double check message sends a condition chec message to the 

original neighbors with the condition. The computer that receives that condition check 

message directs one of it. neighbors to connect to one of the original n ighbors with the 

condition by sending a condition repair message. Thus, one. of the ori · I neighbors with 

15 the condition will have its port filled. 

Figure 5C illustrates the neighbors with empty ports co dition. 1n this 

illustration, computer H disconnected in an unplanned manner, but co puters F and I 

responded to the port connection request of the other and are now connect ~ together. The 

other former neighbors of computer H, computers A and E, are already eighbors, which 

20 gives rise to the neighbors with empty ports condition. In this example, co puter E received 

the port connection request from computer A, recognized the possible co dition, and sent 

(since they are neighbors via the internal connection) a condition check m ssage with a list 

of its neighbors to computer A. When computer A received the list, i recognized that 

computer E has a different set of neighbor (i.e., the broadcast channel is in e large regime). 

25 Computer A selected computer D, which is a neighbor of computer E and s nt it a condition 

repair request. When computer D received the condition repair request, it sconnected from 

one of its neighbors (other than computer E), which is computer G this example. 

Computer D then connected to computer A. Figure SD illustrates two co ters that are not 

neighbors who now have empty ports. Computers E and G now have em ty ports and are 

30 not currently neighbors. Therefore, computers E and G can connect to each other. 

Figures 5E and SF further illustrate the neighbors with emp ports condition. 

Figure 5E illustrates the neighbors with empty ports condition in the smal regime. In this 
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example, if computer E disconnected in an unplanned manner, then each computer 

broadcasts a port connection request when it detects the disconnect. en computer A 

receives the port connection request form computer B, it detects the nei bors with empty 

ports condition and sends a condition check message to computer B. Comp ter B recognizes 

s that it has the same set of neighbors (computer C and D) as computer A d then sends a 

10 

condition double check message to computer C. Computer C recognizes 

channel is in the sma11 regime because is also has the same set of neighbor as computers A 

and B, computer C may then broadcast a message indicating that the broad ast channel is in 

the small regime. 

Figure SF illustrates the situation of Figure 5E when in the 1 e regime. As 

discussed above, computer C receives the condition double check message om computer B. 

In this case, computer C recognizes that the broadcast channel is ·in the larg regime because 

it has a set of neighbors that is different from computer B. The edges e ending up from 

computer C and D indicate connections to other computers. Computer C then sends a 

IS condition check message to computer B. When computer B receives the condition check 

message, it sends a condition repair message to one of the neighbors of c mputer C. The 

computer that receives the condition repair message disconnects from one of its neighbors, 

other than computer C, and tries to connect to computer B and the neighb r from which it 

disconnected tries to connect to computer A. 

20 Port Selection 

As described· above; the TCP liP protocol designates ports ab ve number 2056 

as user ports. The broadcast technique uses five user port numbers on ea h computer: one 

external port and four internal ports. Generally, user ports cannot be stati ally allocated to 

an application program because other applications programs executing on same computer 

25 may use conflicting port numbers. As a result, in one embodiment, the co uters connected 

to the broadcaSt channel dynamically allocate their port numbers. Each computer could 

simply tty to locate the lowest number unused port on that computer and u that port as the 

call-in port. A seeking computer, however, does not know in advance the call-in port 

number of the portal computers when the port numbers are dynamically a1 ocated. Thus, a 

30 seeking computer needs to dial ports of a portal computer starting with the lowest port 

number when locating the call-in port of a portal computer. If the po aJ computer is 
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connected to (or attempting to connect to) the broadcast channel, then the eeking computer 

would eventually find the call-in port. If the portal computer is not co ected, then the 

seeking computer would eventually dial every user port. In addition. if each application 

program on a computer tried to allocate low-ordered port numbers, then . portal computer 

5 may end up with a high-numbered port for its call-in port because many o the low-ordered 

port numbers would be used by other application programs. Since the dial g of a port is a 

relatively slow process, it would take the seeking computer a long time to locate the call-in 

port of a portal computer. To minimize this time, the broadcast tee que uses a port 

ordering algorithm to identify the port number order that a portal computer should use when 

10 finding an available port for its call-in port. In one embodiment, the br adcast technique 

uses a hashing algorithm to identify the. port order. The algorithm prefem ly distributes the 

ordering of the port numbers randomly through out the user port numb space and only 

selects each port number once. In addition, every time the algorithm· is executed on any 

computer for a given channel type and channel instance, it generates the s e port ordering. 

15 As described below, it is possible for a computer to be connected· to tiple broadcast 

channels that are uniquely identified by channel type and channel instanc . The algorithm 

may be. "seeded" with channel type and channel instance in order to g nemte a unique 

ordering of port numbers for each broadcast channel. Thus, a seeking com uter will• dial the 

ports of a portal computer in the same order as the portal computer used w en allocating its 

20 call-in port. 

If many computers are at the same time seeking connectio to a broadcast 

channel through a single portal computer, then the ports of the portal comp ter may be busy 

when called by seeking computers. The seeking computers would typical! need to keep on 

redialing a busy port. The process of locating a call-in port may be signifi antly slowed by 

25 such redialing. In one embodiment, each seeking computer may each reo der the first few 

port numbers generated by the hashing algorithm. For example, each eeking computer 

could randomly reorder the first eight port numbers genemted by the hashin algorithm. The 

random ordering could also be weighted where the first port number enerated by the 

hashing algorithm would have a 50% chance of being fust in the reorderin , the second port 

30 number would have a 25% chance of being first in the reordering, and so n. Because the 

seeking computers would use different orderings, the likelihood of fin · g a busy port is 

reduced. For example, if the first eight port numbers are randomly se ected, then it is 
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possible that eight seeking computers could be simultaneously dialing orts in different 

sequences which would reduce the chances of dialing a busy port. 

Locating a Portal Computer 

Each computer that can connect to the broadcast channel ha a list of one or 

s more portal computers through which it can connect to the broadcast hannel. In one 

embodiment. each computer has the same set of portal computers. A eking computer 

locates a portal computer that is connected to the broadcast channel by su cessively dialing 

the ports of each portal computer in the order specified by an algorithm. A eeking computer 

could select the first portal computer and then dial all its ports until a all-in port of a 

10 computer that is fully connected to the broadcast channel is found. If o call-in port is 

found, then the seeking computer would select the next portal compute and repeat the 

process until a portal computer with such a call-in port is found. A pro lem with such a 

seeking technique is that all user ports of each portal computer are dial d until a portal 

computer fully connected to the broadcast channel is found. In an alternate embodiment. the 

15 seeking computer selects a port number according to the algorithm and then dials each portal 

computer at that port number. If no acceptable call-in port to the broadcast hannel is found, 

then the seeking computer selects the next port number and repeats the pr cess. Since the 

call-in ports are likely allocated at lower-ordered port numbers, the see · g computer first 

dials the port numbers that are most likely to be call-in ports of the broadc t channel. The 

20 seeking computers may have a maximum search depth, that is the number o ports that it will 

dial. when seeking a portal computer that is fully connected. If the s eking computer 

exhausts its search depth, then either the broadcast channel has not yet been established or, if 

the seeking computer is also a portal computer, it can then establish the oadcast channel 

with itself as the fust fully connected computer. 

25 When a seeking computer locates a portal computer that i itself not fully 

connected, the two computers do not connect when they fll'St locate each ther because the 

broadcast channel may already be established and accessible through a hi er-ordered port 

number on another portal computer. If the two seeking computers were t connect to each 

other, then two disjoint broadcast channels would be formed. Each see · g computer can 

30 share its experience in trying to locate a portal computer with the other see g computer. In 

particular, if one seeking computer has searched all the portal computers to a depth of eight, 
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then the one seeking computer can share that it has searched to a depth of e ght with another 

seeking computer. If that other seeking computer has searched to a depth of, for example, 

only four, it can skip searching through depths five through eight and at other seeking 

computer can advance its searching to a depth of nine. 

In one embodiment, each computer may have a differe t set of portal 

computers and a different maximwn search depth. In such a situation, it rna be possible that 

two disjoint broadcast channels are formed because a seeking computer c ot locate a fully 

connected port computer at a higher depth. Similarly, if the set of po computers are 

disjoint, then two separate broadcast channels would be formed. 

10 Identifying Neighbors for a Seeking Computer 

As described above, the neighbors of a newly connec · g computer are 

preferably selected randomly from the set of currendy connected computers One advantage 

of the broadcast channel, however, is that no computer has global owledge of the 

broadcast channeL Rather, each computer has local knowledge of itself d its neighbors. 

15 This limited local knowledge has the advantage that all the connected co puters are peers 

(as far as the broadcasting is concerned) and the failure of any one comp ter (actually any 

three computers when in the 4-regular and 4-connect form) will not ca e the broadcast 

channel to fail. This local knowledge makes it difficult for a portal comp ter to randomly 

20 

select four neighbors for a seeking computer. 

To select the four computers, a portal computer sends an 

request message through one of its internal connections that is randoml selected. The 

receiving computer again sends the edge connection request message ough one of its 

internal connections that is· randomly selected. This sending of the message corresponds to a 

random walk through the graph that represents the broadcast channel. Eventually, a 

25 receiving computer will decide that the message has traveled far enou to represent a 

randomly selected computer. That receiving computer will offer the in mal connection 

upon which it received the edge connection request message to the see g computer for 

edge pinning. Of course, if either of the computers at the end of the offered internal 

connection are already neighbors of the seeking computer, then the seeking computer cannot 

30 connect through that internal connection. The computer that decided that the message has 
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traveled far enough will detect this condition of already being· a neigh or and send the 

message to a randomly selected neighbor. 

In·. one embodiment, the distance that the edge connection request message 

travels is established by the portal computer . to be approximately twi e the estimated 

5 diameter of the broadcast channel. The message includes an indication of e distance that it 

is to travel. Each receiving computer decrements that distance to travel b fore sending the 

message on. The computer that receives a message with a distance to tra el that is zero is 

considered to be the randomly selected computer. If that randomly selected computer cannot 

connect to the seeking computer (e.g., because it is already connected to it), then that 

10 randomly selected computer forwards the edge connection request to one of its neighbors 

with a new distance to travel. In one embodiment, the forwarding compute toggles the new 

.distance to travel between zero and one to help prevent two computers om sending the 

message back and forth between each other. 

Because of the local nature of the information maintained each computer 

15 connected to the broadcast channel, the computers need not generally e aware of the 

diameter of the broadcast channel. In one embodiment, each message 

broadcast channel has a distance traveled field. Each computer that fo ards a message 

increments the distance traveled field. Each computer also maintains an e timated diameter 

of the broadcast channel. When a computer receives a message that has tr :veled a distance 

20 that indicates that the estimated diameter is too small, it updates its estim ed diameter and 

· broadcasts an estimat~d.diameter message. When a computer receives an e timated diameter 

message that indicates a diameter that is larger than its own estimated diam ter, it updates its 

own estimated diameter. This estimated diameter is used to establish th ·distance that an 

edge connection request message should travel. 

25 External Data Representation 

The computers connected to the broadcast channel may int ally store their 

data in different formats~ For example, one computer may use 32-bit inte ers, and another 

computer may use 64-bit integers. As another example, one computer ay use ASCU to 

represent text and another computer may use Unicode. To allow comm ·cations between 

Jo heterogeneous computers, the messages sent over the broadcast channel 

("eXternal Data Representation") fonnat. 
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