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Hybrid Routing in Dynamic Networks

Peter Shoubridge
Communications Division, Defence Science Technology Organisation
Salisbury, South Australia, 5108

Arek Dadej
Institute of Telecommunications Research, University of South Australla.
The Levels, South Australia, 5095

Abstract— In mobile radio communication networks the dis-
tribution of traffic loads and network topologies may vary from
nearly static to very dynamic This dynamic behaviour may
vary both in space and in time. Since routing algorithms tend
to be well suited to specific networking environments, it is

. very difflcult to select a single routing algorithm that is most

appropriate for a given network, if the network is subjected to
varying degrees of dynamic behaviour. This paper proposes
a routing strategy that smoothly adapts to changing network
conditions by combining two distinct routing principles into a
single hybrid routing procedure. The hybrid routing strategy
exhibits a smooth change from shortest path routing to con-
strained flooding, as the behaviour of the network (or regions
within) changes from quasi-static to very dynamic.

I. INTRODUCTION

In addition to successfully forwarding user traffic between
source and destination nodes in a communications network,
the routing function generally seeks to optimise some per-
formance criteria such as network utilisation-or throughput,
or perhaps average delay. As networks increase in size, with
more users demanding seamless connectivity, mobility and
a high level of availability, the task of routing becomes an
increasingly complex problem to network providers.

For efficient routing, nodes require knowledge of network
topology. Links may fail or become congested, nodes or users
could be mobile, resulting in changes to source-destination
paths. Information regarding these changes must be conveyed
to network nodes so that appropriate routing can take place.
This information exchange consumes network resources and
presents a cost in maintaining up to date routing information
in network nodes. As topology or traffic loads change more
frequently, the network becomes dynamic and maintaining
accurate routing information at individual nodes comes at a
higher cost. Inaccurate routing can result in lost or delayed
traffic causing end-to-end retransmissions which further load
the network. This additional load is itself an unwanted over-
head which could be avoided with a better routing strategy.

Algorithms that can determine shortest paths between
source and destination nodes are typically used in static or
quasi-static networks. They require periods of network stabil-
ity so routing tables can settle to reflect true shortest paths.
The most efficient algorithm is that described by Dijkstra
which requires complete knowledge of the network topology
{1, p. 103]. This algorithm can be executed centrally or

‘topology information can be broadcast to all nodes in a de-

centralised implementation [2]. Another algorithm, suited to
distributed architectures, is a decentralised version of Ford
and Fulkerson’s algorithm which only requires information
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exchange between immediate neighbouring nodes (3, p. 268],
(4, p. 130]. More recent algorithms derived from these offer
significant improvements in performance [5], [6], [7]. -

Routing by flooding is often used in very dynamic net-
works where destination nodes are highly mobile or topolog-
ical changes occur very frequently and therefore the network
connectivity is uncertain.“Flooding algorithms simply broad-
cast user traffic through a network ensuring that the desti-
nation will be reached because all paths to the destination
are attempted. No routing tables or routing information ex-
change is required when using flooding algorithms, but flood-
ing is very wasteful of network resources.

II. RouTiNG COSTS

Routing algorithms consume network resources in deter-
mining routes through a network to the required destination.
In addition to overheads such as processing time for algorithm
execution and memory to store routing tables, there is the
consumption of transmission capacity that could otherwise
be utilised for user traffic. Typically, computer processing
power and memory requirements within network nodes are
of low relative cost when compared with transmission over-
head requirements in networks using low to moderate link
capacities.

Shortest path algorithms maintaining routing look up ta-
bles in each node contribute zero transmission cost when mak-
ing a routing decision. However, they do consume resources
every time the network changes by bringing all routing tables
throughout the network up to date. If routing decisions are
based on inaccurate information stored in routing tables, long
delays or lost traffic can lead to retransmissions or reattempts
caused by higher layer end-to-end protocols.

Flooding based routing procedures do not maintain routing
tables and therefore do not require any table update proce-
dures. As such they contribute zero update cost but do con-
sume large amounts of network capacity in search of destina-
tions each time a routing decision is required. Overheads re-
sulting from routing decisions are generally independent from
the frequency of changes occurring in networks.

While shortest path algorithms are less costly to operate
in a quasi-static network environment, flooding may actually
consume less resources in a very dynamic network. This is
indeed true if the shortest path algorithm is unable to main-
tain accurate routing tables due to high rates of change in
link cost and network topology.

In considering the overall routing costs assocmted with
routing procedures such as these, it is possible to identify con-
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A. Simulation model

An initial network model has been develo costs increase

g ped based on sta- v

mf?rsm:haslic processes evenly d_-hmhutud the mgﬂpuﬁns‘llable.updam e used for the Ind <
reduces bias and transient effects in simulation Update F are set at a fixed size

results. Consider the network model as a directed graph G & E.aci.e‘r.sr{&i hf,m); l:: is considered sufficiont to carry
such as type, source address,

with N nodes and L bidirectional ination

links. Each node functi 1

23 a source of user traffic enteri i, S ealon, St Keul ;
tering the network where traffic  jce parameters. In lhe“u;snz u?:il:i’;:dl.eol::;r;r:ill:imﬁc;;

can be destined to all other nodes within the network. Rout- i random selection is made of
it
occurring in distance tables, a om

date control are exch nodes with the same dis i

& e . tance to avoid any determini i
nodes for the purpose of maintaining routing tables, Rout. the selection of a new next node. A CE e
ing is used to cHectively provide a A 5 t- ) El’luod search routing has been selected for its robustness

service in forwarding user traffic through the network

roardin ic networks and is modell i
An adaptive distributed shortest path algorithm is selected oo v i etk 1, A

in
the most efficient way to flood an entire network [12]. Any

1382

ACTIVISION, EA, TAKE-TWO,
2K, ROCKSTAR, Ex. 1005 p. 3 of 5

user packet transmitted from a node is copled and broad- constrained flooding model does not utilise this acknowledg-
cast on all outgoing links. Intermediate transit nodes do not  ment procedure because of the high probability of successful
proadeast a packet on the same link that a packet was arig- transmission using this scheme.
inally received on. G ined floodi iquely identifies  Changes in network topology are evenly distributed across
packets associated with a particular flood search by using  all links, The amount of change occurring in the network at
cequence numbering. Nodes store sequence numbers of pack-  any given time is denoted intensity of change, I, and defined
ets already fiooded. 1f any packets revisit a node with the as the average number of link cost changes per second, per
ame sequence number, they are discarded instead of being link, To reflect some stochastic hehaviour in the simulation
further broadeast to neighbours. This technique ensures that model, link cost change events are scheduled with event times
all nodes are visited at least once and duplicated traffic is derived from two negative exponential probability distribu-
kept to a mini I hout the network tions. These distributions are characterised by two different
A 64 node network with connectivity of degree 4 is mod- mean interarrival times; one representing the mean interar-
clled as G. The network is a large regular graph forming a rival time between link failures in the network and the other,
manhattan grid network that has been wrapped around itself  average link down time. If a link failure event is scheduled
a5 o torus to avoid edge effects, Transmission links function  to occur, a link (1, j) is randomly selected from the L possi-
as a single server queucing system with service rate defined  ble links in G, using a uniform distribution. If the current
by packet size and link capacity. Link capacity is fixed at  state of the chosen link (i,7) is operational, then the link is
16kbps to represent a narrowband radio link or perhaps a failed. 1f the link (,7) is already in a failed state, an alter-
logieal signalling channel. Infinite length queues are mod-  native link is randomly selected repeating the process until
elled to ensure that packet discards result solely from routing  an operational link is found. Both nodes i and j adjacent
table uncertainty, loop formation, and link failure. to the link are notified of the change in link cost. The link
User packets entering the network arrive with Poisson ar- (i, ) is then placed in a failed state, queues are emptied and
rival rate 7, at each node n. Each user packet entering the  the link's restoration time is derived from the link restoration
network at node n is randomly assigned a destination node  probability distribution and scheduled on a simulation event
d such that d € G and d # 7. The total load entering (and list.
leaving) the network, v = }:f,, +n, is evenly distributed The ratio of mean link failure interarrival time to mean
across all N nodes. User packet length is fixed and set to 128 link down time is regulated to ensure that on average only a
octets (1024 bits). This is based on the default X.25 Packet given number of links are failed at any time. For the network
Layer Protocol packet size [13, p. 354]. X.25 is typically used simulation model, the average proportion of links failed at
in wide area networks and modified versions have been pro-  anY time is 5%. This represents reasonable change to net-
posed for packet radio networks [14], [15]. User packet size work topology without causing significant network partition-
has been set larger than routing table update packet size to ing. While the routing procedures can functi in partitioned
realistically represent data packets while effectively capturing 45, gaining insight into the algorithm's behaviour is
the overhoads cansed by packet duplication when fiooding,  difficult. A link cost change event triggers routing proce-
Discarding of user packets due to routing table uncer- dures in nodes i and j to act upon the cost change for all
tainty creates a problem because the probability of success- affected destinations. Note that a link (i, 7) refers to a bidi-

fully reaching a destination must now be incorporated into I link two neig| nodes so there are
the analysis of results. Generally, in real systems lost traffic  two g systems iated with each bidirectional link.
leads to reattempts o retransmissions by higher layer proto- When a link fails or recovers, the cost change simultaneously
cols. These retransmissions will inevitably place additional affects both directions on a single | 1 link.

load on the network and be reflected as a transmission over-

head cost. To include this behaviour and provide a more  B. Simulation results

realistic model, a selec?v: r_:rpoe:::utgn:w: f?;?: .rEQumt P of the A | i

algorithms using a static network model (Z = 0) yielded the
results shown in Figure 1. Overall average delay experienced
by all user packets is presented as a function of the scaled
fully been ived by originating user traffic arrival rate per node. Each point on
Iin ledgmi the curve represents average results from 5 simulation runs
z:nct:]‘s I.E:: m:qgu;nmac::m Tt u:’:';xm n‘::i using different random number seeds, Confidence intervals of
: 05% are calculated from the ¢ ibuti /alidation was

packet. A transport layer packet identifier is required for m - !
o A = 5 achieved by thorough testing of algorithm execution, accu-
P fw:iﬁ; w_?mqucly ']:;::’ﬁ' miglna_m:] peclfats i:u]ng racy of routing tables and packet tracing. Further verifica-
| 2 . ion of the simulation model was obtained by ison of

ment packets are set to a packet size of 8 ectets. This is to $00.9 I

reflect the control functionality of this packet type s distinct simulation results with the results derived from an M/M/1
to packets carrying user information. In a real system this ng‘:;:'gf md'ﬂm;:": “‘;Im “:e;ﬂl’:‘fk:;tﬂ? ::5
. 5 iy " . The rom a ive ial probability distribution
information may be piggybacked on return user packets nd the selective repeat ARQ protocal was disabled. These

(ARQ) p lis
source-destination pairs with a retransmission timeout fixed
at five seconds.

Destination nodes notify the source that a user packet has
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Fig. 1. Flooding and minimum hop in static network

~

rate of instances where next node entries are unknown, eays.
ing packet retransmissions. On average, many user packets
are requiring retransmissions in order to successfully reach
their respective destinations, The retransmission timeout dp.
lay is significantly affecting the average delay performance
such that overall performance is dictated by the per-
formance of a higher layer “transport” protocol. The routing

Jure is t ing ineffective under such dynamic condj.

tions.

For constrained flooding, the maximum operating point
remained the same, with ), = 0.2, as T increased. As ex.
pected, ined flooding is inefficient but independent
from changes in network topology. It is reasonable to con-
clude that a large network similar to the one modelled, would
require a flooding procedure if the network is to operate in a
very d ic, or | ially very d ic envi Un-
fortunately, flooding results in very low network utilisation

fore better routing strategies need to be sought,

IV. Hyerip RouTiNg

Many routing algorithms operate efficiently only for one
class of networks (either static or very dynamic). The task of
selecting a most appropriate routing algorithm can be very
difficult because the dynamic nature of a given network can
vary. It is possible to achieve improved performance over
a wider range of network conditions by combining different
routing procedures into a new hybrid routing procedure.

g,

A T T
25 - Minhop, /T = 0.00 _
Minhop| T = 0.02
Av. gL r {T=004/id~
nes Minhop, T = 0.06/ 18—
Tasr | 95% conf. intyl.
1 -
05 -
0 1 1 . ; i
o 2 4 B 8 10

Originating User Traffic Rate (per node), 7n

Fig. 2. Minimum hop with increasing change intensity

wverification test results have not been reproduced here.
Duplicate packet overheads are the cause of reduced maxi-
mum operating point in ined flooding. The high rout-
ing cost associated with Aooding is due to searching the entire
network every time a routing decision is required. The mini-
mum hop algorithm requires no network resources for routing
table updates in a static network, I = 0. This results in a
ignificantly higher maxi point. Ch istic
threshold behaviour of both curves in Figure 1 is consistent
with the behaviour of a network of M/M/1 queues.
Consider now performance of minimum hop routing when
ing in ad ic network envi Figure 2 il-
lustrates delay vs. throughput performance for intensity of
change T = 0.0, 0.02, 0.04 and 0.06. Performance degrades
as the intensity of change increases. More network re-
sources are consumed for maintaining the routing tables while
changes in topology are being tracked. As routing table up-
date costs increase with higher intensities of change, the net-
work capacity available for user traffic is reduced.
If intensity of change is increased to I = 0.06, the mini-
mum hop algorithm no longer exhibits th 1 threshold

similar in concept is a proposal to support user
mobility in deployed circuit switched trunk networks [16].
With this scheme a new call request packet is forwarded us-
ing look up tables to a node servicing the destination user. If
the destination user is no longer affiliated with that node, a
flood search is initiated. Problems arise though with such an
pproach when ks exhibit dynami logies [17].

In observing the minimum hop routing procedure, it has
been established that operation of the Jaffe-Moss algorithm
in very dynamic networks is limited significantly by routing
table uncertainty. While table update protocol overheads
are substantial, they are less dominant, This observation
Opens an opp ity for significant imy to the al-
gorithm’s perf by ing the problem of uncer-
tainty in routing tables, As we will see from the results ob-
tained, the proposed solution (simple local broadeast) leads to
a routing procedure that exhibits a smooth change to flooding
as intensity of change in the network increases.

A. Hybrid reuting model

A hybrid routing strategy is now proposed where a local
broadeast, derived from constrained floading, is initiated if
routing tables cannot provide a next node entry for forward-
ing user traffic. Under normal circumstances the Jaffe-Moss
algorithm provides a next node entry for routing decisions,
If this entry is unknown due to link failure, user traffic is
broadcast on all outgoing links (except the incoming link).

behaviour, see Figure 2. The increase in average delay and
high variance in output statistic samples are due to the high

Sub nodes further d towards the destination
‘may use minimum hop routing tables if a valid next node en-
try exists. All nodes remain involved in table update proce-
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dures. Once a node initiating a CUP has been .?dm?wledged
ined., local b

s Flood 88—
Minhop S—
P;F; Hybrid £—
10
5
% & T

0.1 0.15 02
Intensity of Change (per link), T

Fig. 4. Comparative performance over varying change intensity

affic load will be the same for hybrid routing as it is for
dat.e_ . hop routing, due to identical network and change

and a valid next node d ting is no

Ton used. It is worth observing that the rou_nng, d
d:ﬁafed here automatically adapts to changes in the network.
Flooding occurs only for the parts of the network where rout-
ing tables are uncertain and only for the periods of time when
the uncertainty persists. o .
Sequence numbering of packets is re_q\ured in hybrid rout-
ing to manage the discarding of duplicated packets, as was
done with constrained flooding. This use of sequence num-

ditions, it can be luded that local broadcasting over-
heads are less than minimum hop retransmission overheads,

Iting in the lower routing costs.
m(‘;o:n“psarlng averall performance of the three routing proce-
dures requires t of i perating points un-
der varying dynami diti True i operating

int is & function of throughput (S) and delay (T), with
mnacﬁlal throughput calculated using Equ. (1). Maximum
average i (scaled on a per node basis) is defined

ing also ensures that any packet reaching a i
ﬁf»"efﬁo along a loop free path because any packet with the
same sequence number visiting a node more than once is dis-
carded, While packets have a greater chance of reaching the
destination due to multiple packets travelling along different
paths, there is no guarantee that at least one packet vrll.l_:enn‘n
the destination. This is due to possible Ioop?u.g resnlt:ag_ in
all packets being discarded. However, probability of reaching
the destination is very high,

B, Performance of hybrid routing
onstrates performance of the hybrid routing
Fig:m! 3[::':"aﬁuus it of change. Even with very
high levels of change intensity, the hybrid scheme stil ex-
bits threshold type behavi Throughy i
‘t?m mtm'stw of change increases though due to the routing
table update traffic and the flooded user Eralli; Overall the
effect of hybrid routing is a smooth transition from a shortest

amount of traffic successfully delivered to des-
:i’;::];;u:c::ilea when the network is operating at its maxi-
mum operating point for a given intensity of change. Values
for probability of successful transmission for node n, pn, are
measured by monitoring the proportion of packets received
to those attempted to be sent, Routing power is deﬂned as
S}Tnndusedtomﬁeclthcmuimumnpuaﬂngpmmasa
single parameter (10, p. 8.

5= ZontTale )

Results of routing power vs. intensity of change for con-
strained I]:uding. mginlnmm hop and hybrid routing are plot-
ted in Figure 4. Flooding demonstrates poor efficiency but
is robust in dynamic topologies. The relative inefficiency of
fiooding can be attributed to the ratio of user padu:ta;;mn-
trol packet size of 16:1. Minimum hop routing degr: un-

o & + static-condith
h routing procedure in static and quasi-stal
1:-vfﬂwmi.s a fiooding procedure as the network becomes more

til it ially fails as indicated in Figure 2. H}:brid:::ut:
ing clearly offers the highest maxi perati
m :;:s;m of static through to dynm_uc mtwn_rk con-

i ignificant hout
dynamic. The efficlency of this scheme offers very significant 0% with high g] in
y': ts of throughput as compared to pure ditions, Op an indication of the algorithm’s robust
flooding. .
In using hybrid routing, network capacity is e . Destrable propertis of the Jafe-Moss shortest path algo

routing table update traffic and s
uigmﬁ\t. packets caused by local broadcasting. These over-
heads reduce available throughput for user traffic m:\d Tepre-
sent the routing cost of this routing procedure. With mini-
mum hop routing, overheads are dnmlpat.ed by routing table
update traffic and user traffic retransmissions. Given that up-

fithm and constrained flooding are preserved l.n this hybric
routing d Rapid B i update traf
fic load ;nd loop free routes to the d.eslination_are guaranteec
through the use of sequence numbering, whﬂe‘lo‘cal hma‘d
casting also provides a high of
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sion under very dynamic conditions. Disadvantages include
the extra complexity and storage required within network
nodes to manage sequence numbering of user packets. Also,
increased packet overhead to contain the sequence numbers
may be a disadvantage. These disadvantages, however, are
outweighed by the improved throughput/delay performance
and adaptive properties of the algorithm.

V. CONCLUSIONS

In closely investigating the performance of minimum hop
routing, it was found that routing table update traffic con-
tributes only a proportion of total overhead traffic loads. A
more dominant factor in degrading network performance is
caused by user end-to-end retransmissions. As rates of link
cost change within the network increase, so does the extent
of routing table uncertainty. This leads to high levels of lost
user traffic and reflects the algorithm’s inability to track high
rates of topology change.

Hybrid routing exploits flooding characteristics using a lo-
cal broadcasting strategy to address the routing table uncer-
tainty problem and provides improved overall performance.
The focus of this strategy is to incorporate complimentary
advantageous features of generalised least cost and flooding
type algorithms into a more flexible routing strategy capable
of adapting to changing operational conditions. The resulting
hybrid scheme is relatively simple, robust and very efficient
in dynamic networking environments.
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