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A STUDY ON THE INACCESSIBILITY CHAHACTERISTICS
OF ISO 8802/4 TokeN-Bus LANSs
José Rufino. Paulo Verissimo
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2 Controlling Partitions

A network is partitioned when there are subsets of the
nodes which cannot communicate with each other®. In
this sense, a single LAN displays a number of causes for
partition, not all of them of physical nature, like bus fail
ure (cable or tap defect): bus contention, ring disruption,
transmitter or receiver defects; token loss; ete. Some LANs
have means of recovering from some of these situations,
and can/should be enhanced to recover from the others, if
reliable real-time operation is desired.

However, the recovery process takes time, so in the
meantime the LAN is partitioned. A solution to the prob-
lem of controlling partitions was presented [12]. It is
based on a very simple idea: if one knows for how long a
network is partitioned, and if those periods are acceptably
chort, real-time operation of the system i8 possible.

Let us call them periods of macecessibilily, to differen-
tiate from classical partitions. The definition of inaccessi-
bility in [13] is summarised here:

Certain kinds of components may temperarily refrain
from providing serviee, without that having to be nec-
essarily considered a failure. That stale is called in-
accessibility. It can be made knoun fo the users of
the component; limits are specified (duration, rate);
violation of those limits implies permanent failure of
the component.

This is not hard to implement, as shown in [12]. To
achieve it one must first assure that all conditions lead-
ing to partition are recovered from. For example, toler-
ance to one medium failure is assured in the dual FDDI
ring (14]. In a token-bus network some extensions have fo
be implemented, since it has no standardised redundancy.
For example, we devised a glitch-free method for real-time
switch-over between busses of a dual-media token-bus [4].

Then, one needs to show that all the inaccessibility pe-
riods are time-bounded and determine the upper bound.
The study of ISO 8802/4 token-bus inaccessibility is pre-
ented next. The scenarios described in the following sec-
tions are the inaccessibility periods foreseen in the stan-
dard specification. The figures presvnted illustrate the in-
tervals in the token-bus 0{)61‘&’0&01} when the LAN does not
provide service, although not being failed.

The study vields interesting conclusions, like: & figure
for the worst case duration of inaccessibility (to be added
.); the existence of only one or

to a worst-case access time.. f
strategies to reduce

two periods much longer than average;
the longest periods are possible.

3 The Token-Bus Network

J - v " al aras net-
I'he I1SO 8802/4 Token-Passing Bus is a local area net

work (LAN) which has gathered a growing attention after
infra-structure

t has been selected as the commumnication

| : % 8l > g™ -
of MAP, the Manufacturing Automation Protocol, l')t.i‘u_lli
ng then a standard for interconnection and interworsking

in the factory floor I’lGE,
ts may have a single element ‘
a single element, since each node

When the network s

"The sub
completely down, all partitions have

CRn communicate \\"'illi no one,

Access control is performed by a token passing proto-
col, which establishes a logical ring over the physical bus.
Access to the shared broadcast medium for data transmis
sion is only granted to the station which currently holds
the token. A timed-token mechanism is used to guaran-
tee an upper bound on access delay to the network. This
bound is unfolded with successively lower gnarante
four classes, through priorities.

The efficiency of this scheme has been studied in the
last few years, either through simulation work [16] or ana-
Iytical models [2]. The performance of the token bus pri-
ority scheme [17,18.19] has also been studied. Analytical
approximations for the mean frame delay, under different
service disciplines, are proposed in [20].

Most of these studies assume that the network alw
operates normally, neglecting the influence of inaccessibil-
ity. However, in the presence of faults corrective actions
must be performed and in consequence the operation of
the logical ring is affected, sometimes severely, in the sense
that it can no longer ensure the calculated frame transmis
sion delay bound.

An analysis of the Token-Bus error handling mecha-
nisms is provided in [21]. However, it iz only qualitative.
This paper makes a quantitative analysis of the 380274
error handling mechanisms 1n a comprehensive way.

es, i

Lo
o

Data Rate | Bit Time | Octect Time | Station Delay |
Eoct (18] tep {ps) |

(Mbps) | tee (p3)
5 0.2 1.6 113
10 8.1 08 20.9

Table 1: Station Delay for a MC683824 Token-Bus LAN

controller

NETWORK CHARACTERIZATION

For our purposes, two important parameters charae-
terize the basic operation of any 1SO 8802/4 Token-Bus
network:

o Data Rate - The rate of data signalling, in the bus. It
gives a meaning o the bit and octect times. A wide set of
MAC protocel timers are scaled by these timing references
[22].

o Slot Time - This parameter is sel up by station manage-

ment entities. It is an aggregate variable accounting fos

medium access control (MAC) sub-layer intrinsic perfor-

asually ex

<
mance and petwork size. The slot

FON I

in actect times, due tO its formal defis

fcily, we use 113 Value expressec

(93] [n this work,

in plain time, as given by equation

P ti5D)

e {pp is the worst case end-to-end propagation delay
of the physical layer. This variable accounts for the

78.4.2
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nietwark cable propagation delay, plus the modem de.
lays (a2 both transmit and receiver ends) and the re.
generative repeater delay, whenever used. For the
length-dependent cable propagation delay a typical
value of 5 gs/Em is assumed.

* tsp is the station delay. This variable accounts for
the intrinsic performance of each particular MAC
VLSI implementation. The values presented in Table
I refer to the Motorola MCER824 Token Bus Con-
traller 123]. A typical scenario is considered: the
TBC, in addition to token passing, is also performe
ing data transmissions mixed with ring management
actions.

MAC ProTOCOL DaTa Units

Several types of protocol data frames are exchanged
between peer MAC entities. in order to provide logical ring
housekeeping functions, essential for normal ring member-
ship management, and for the preservation of ring in tegrity
in the presence of faults. These functions are supported
through the following set of actions:

~ Bolicit new stations for logical ring entry.

- Find out the successor of 2 failed station [who follows).
— Solicit any station to respond at successor querying.

-~ Resolve contentions.

= Establish a new successor,

Bid for toker generation.

~ Token passing.

The duration of all MAC protocol frames which take
part in these actions, exception made to token claiming,
are presented in Table 2, for an address length ( Loaa) of
48 bits. The values were computed based on frame lenght
and data rate, assuming that fast synchmniging modems
are msed. A three octect preamble, required to fulfl] the
minimum 2 s preamble duration at 10 Mbps [22], 15 con-
sidered at both data rates.

| MAC Frame | Symbel Duration ( 48 )
5Mbps [ 10Mbps

| frame header Jtrailing ty, T, 35.2 176 |
solicit_successor 1 tss 352 17.6
solicit_successor 9 tses 35.2 178
set_successor tosy 44.8 22.4
resolve_contention tpe 352 i76
token trx 35.2 17.6

| whio_follows j twy 448 22.4

Table 2: Duration of MAC Token-Bus Protoe:
(Togs = 48)

5 Data Units
4 Accessibility Constraints

In this section we will cover a set of geenarios lead.
ing to network maccessibility. For many of them we slart

7
Agtivision, EA, Take-Two, 2K, Rockstar, Ex. 1011 p: %%7

with very simple situations that then evalve to less
tive -~ and thus more realistic - operating cor
assumptions. For most of the cases, the main ana
completely general, being particularized for best a
cases, afterwards.

ADDITION OF NEW STATIONS

Each station on the logical ring periodically offers
stations the opportunity to become ring members,
operation is performed through a controlled e
process called solicit successor procedure which allows 1
participant stations to declare their wish of being admit
into the logical ring. The value of a special counter wi
the MAC sub-layer controls how often a ring member
perform management operations®. The process is
by the then-current token holding station and its
varies slightly depending on whether or not this station
the one having the lowest address. i

solicit_successor_1 frame with the destination address set
to its successor, waiting afterwards for possible responses
during a window of one slot time. -

Any station waiting to become a ring member, ¢
pares the addresses of the received solicit_successor fr
with its own address. Only those stations whese in, ivi
ual address falls in the range between the addresses of ¢
current token holder and its successor will respond t&--ﬁ@
query® through the issuing of a set_successor frame. Thee
distinct situations may then occur:

o No station answers - Iy this case no set.suc&easer_w
is received and the station simply passes the token to
former successor, after a one-slot time delay.

o Exactly one station answers . Upon the receipt of tl
#el successor frame the station updates its neztdstutiaﬂﬁ}ﬁ
variable and passes the token to this new successor, After

receiving the token, the new ring member can start w ;
it

o

More than one station answer - Contention arises
when multiple stations simultaneously answer to the so-
licit_successor query and, in consequence, only Unrecog-
nizable noise may be heard during the response period
Contention is detected by the solicit successor sender and
resolved through an arbitration algorithm which we will
describe aliead, Once contention js resolved, ring manage-
ment operations proceed, with the actions described in the
previous case,

*The mIr:r-w[amtucour:;r['z?] is decremented one unit in each token
retation; when it reaches ZET0, rig management, operations can begin,
if there is available bandwidth, ie. provided that the time elapsed
sinee the last token visit is lower than the associated targel token
rotation time [22]. This can inhibit & large number of stations from
performing ring management during a single token rotation,

“This restriction mims al preserving the descending order orgaiiza-

tion of the logical ring, It also serves to reduce the number of possible
contenders,




g
ult
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rst
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The first inaccessibility situation thus occurs when the
MAC sub-layer, performs the actions required for the ad-
dition of a new station. The duration of the resulting in-
accessibility period is given by equation ":

tinae—joint = tsp + tas1 + tatot + trep (2)

The exact duration of the resolve contention process -
¢ depends on whether or not a contention between

P

stations occurs and on how quickly this contention is
resolved. Contention is detected by the solicit sucees-
sor sender and its resolution is started by issuing a re-
solve_contention frame. This action opens four response
windows. The contending stations start to use the first
two bits of their station addresses, in order to establish
which of the four response windows they will use fo re-
_with a sef_successor frame. The resolve responder
gorithm schedules stations with higher TwoB1t values to
pond sooner. Any station that hears bus activity, before
issuing its respomse, withdraws from the contention pro-
5. If a station hears no activity until the moment when
uld issue the response, it transmits the set_successor
The process ends when the token holder, at the
a contending round, detects a valid set_successor
A contending station detects that it has won the
ntion when it receives the token. The resolue Tespon-
- algorithm is won by the first station heard without
. usually the contending station with the highest ad-
dress, and the average time spent in its resolution can be
estimated by the corresponding line in equation (3), where
we have considered that responses are only received near
the end of the fourth slot time during 1 /4 of the rounds™:

0 no response

tssF no contention (3)

g lssF :
L (tre + 4 Lsio + -T) contention

1throunds

An upper bound can be placed on teep- This bound,

that we signal with superseript we g pbtained !ay cfmnsscle;-
ing that competing stations, with addresses c'hﬁ"er!n% Gﬂiv
in the last two bits, systematically respond in the fourth

window to the resolve contention request:

B - N (tne +4 tstot  tssF) {4)

Let s now consider the scenario where t}w station
which triggers the salicil suceessar pruczeéu‘ra is the o:{n
5 a PR I o o +

having the lowest address i the network. It is the only

: )
i i g 3 Lo et eessnr 8.

station where its own address 18 lower than its successor
The value of {gp, accounting {he overlead peeded by a station to
S ’ Celyvietic nupper
enter in ring maimbenance, may pepresent a hh]@,h?.}‘\. .p‘t‘m‘.-lll'lltvt‘ll ] f)t‘
lization hawever, does nat significantly intluence
s Lo Avold

bound, lts straight uti
overall somputations. 18 simply ai
network parameters nat defined in [22).

& his s the way the standard sp
instead, any

ecification 18 written. How-
ever, a conformant stalion may Use,
set_successor frame [22)

¥ s spreading oul fram the faur window period:
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carrectly received

In consequence. a slightly different ring management pro-
cedure is required, so that both stations with addresses
below its own and stations with addresses above the hig
est one may enter. The differences are only in the way the
process is initiated:

{ o

— The station with the lowest address begins the solicit suc-
cessor procedure by transmitting a solicil_successor 2 framie
addressed to its successor, i.e. the station with the highest
address in the network, and waits for possible responses
during two consecutive windows.

__ Stations with addresses helow the token holder respond in
the first window.

__ For stations with addresses above the token holder succes-
sar the issuing of possible responses is delayed by one slot
time. I these stations hear no activity in the bus during
this pericd, they issue their responses during the second
window. Otherwise, they abandon the process.

The remaining aspects of the process, including the
resolution of possible contentions, do not differ from the
previous case and therefore the expression for the inacces-
sibility time is given by

=1isp + tss2 -+ 2. gt + jr[p i)

finuHJ en2

The upper bound for the inaccessibility time, due to
the addition of a single station into the logical ring, can be
easily obtained from the previous equations:

135 o = fsp tssa+ 2dstwt (6)
bdd (tpe +4 Tt ¥ tesr)

The solicit successor procedure always adds new sta-
tions to the logical ring in a one by one basis. Requests for
logical ring entry, issued by several stations in the same
response window, beyond leading to a contention process,
also originate a compound set of actions where the van-
ous ring entries may or may not be sequenced in the same
token rotation. This is a complex process whose thorough
analysis will be performed next.

MULTIPLE JOINS

When a station joins the logical ring through the pro-
cess described in the previous scenano two important ac-
tions, decisive for subsequent management operations, are
performed upon ring entry:

§ i e A > | SR

o The inter_solicit_counter of the new Fing memoer 1§
set to Zero.

o lts token rotation timer for ring mainiengnee 15 set

furnished by station management

to a special value, '
entities, known as ring maintenance fimer nilial VRIS

1*9-32
23}

After receiving the token the new ting member i‘:%mc_ks
all its user access classes, looking for any enquened traffic,
and finally checks whether or not it should open a window

for ring management, Since {

.11 0f 17 0061

he snter.sobcilcounter has

i
]
0
)
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been set to vero on ring nsertion. this decision wil] only
be affected by the availability of network bandwidth.
Nevertheless. sach station is provided with the afore-
mentioned dedicated facilities for bandwidth control apon
TIng entry and, in consequence, it can be parameterized &l
ther to immediately start & new solicit successor procedure
or to postpone it until a forthcoming opportumty. In this
latter case multiple compet Ing stations will only be adm;t-
ted, one at a time. when there is available bandwidth.
Conversely, when a st ation is parameterized to start
a solicat surcessor procedure upon ring entry. all the com-
peting stations will be admitted in the same token rota.
tion, with each new member immediately promoting the
admission of a new sucoessor, until all the stations have
sucoeeded in entering the 1 ical ring. The normal

| token
rotation is th 1 by the amount of time given

in equation {

ement roy
tations to th

on the adds

e value of

proces
network. Other

ictive stations, allowing a max.
tations, the time spen

-

t for the

stations, in

St T

1 and also the time |

tion in the

unal opening of a window to which 1o station sond,

his result is this slightly different from the one which

¥mar — N ) independent joins'®,

s with in-

> Jogical ring is

haife
the ferit us

sunter (29

oF after s use.

Hh mEnimi § apening in

the same Lokes eolation

R R ] " - 4 & 4 5
Ahese resulls are derived ig on that a logical ring
ANEBAY existy

we Sl ) 4 we
';ﬁa-—-m,_muz i (‘\'qu 30 3) i ‘ina«-join+

2. (tsp+tos) + 4. by, + | {9)_

The best case scenario, for multiple station Joins, is ob.
tained when two stations enter the logical ring, in the same
maintenance opportunity, without contention. Contention
will only be avoided if one of the joining stations has an
address smaller than the lowest station already in the pet.
work, while the other one has an address greater than the
highest station. The station with the smaller address re.
sponds first and enters the logical ring without contention,
promoting afterwards the entrance of the station with the
higher address. The time spent in these operations is given
by equation (10).

(10)

ina—join1(10Tesponse)

J

ol f:m_ﬁ,mgg’no.contc:nfion)-f-
%

STATION LEAvVE

Stations may leave the logical ring either in an abrupt
or orderly way. Abrupt leaves usually result from statjon
failure and they will be dealt with in coming scenarios,

An orderly leave from a logical ring is only possible
when that station holds the token. Station withdrawal is
achieved through 3 ring patch between its predecessor and
successor stations. For that purpose, the leaving station
before pas; ng the token issues a set-successor frame, ad-
dressed to its predecessor. and carrying the address of its
Te succ

r. The naccessibility time due to the leave
Operation is very short and it is simply given by:

3

’-‘w—,r:—u,qw, =tsp + tSSF {11)

MvuLrTirLE LEAVES

Station leaves can always be executed whether or not
there is bandwidth available for ring management opera-
tions, : if several stations want to abandon the
logical 7ing in the same token rotation they are always
allowed to do it This means that the normal token rota-
tion time will he slowed down by the time spent in these

actions, which is given by:

1 .Pi*:,!-rw‘h a1 ff'ﬁ’n‘l‘»"i!'!.!' G { 12!

pg e le age

where A
OCTe I¥ ot

¢« Tepresents the number of stations that will

ical ring iy the current token rotation. Its
N 2) and therefore the
alae for multiple station leaves can be obtained

(13).

abandon the

value 5 bounded by {

: r-""’"u 3} . fma- leave {13}

irdernlegue

No Successon

A station holding the token may transmit during an al
lowed petiod of time. Afterwards it should pass the token
to its successor. If this station is failed, the token passing

Activision, EA, Take-Two, 2K, Rockstar, Ex. 1011 p. 1?Bf4l?,
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s ob.
amme
bion
S an
net-
the
' re-
o,
the

ven

operation will not succeed. After the token pass checking
d {one slot time) has elapsed a recovery strategy is
This includes the repetition of token transmission
{checked during one more slot time) followed by a variant
of the solicit successor procedure. During this who follows
v the current token holder waits for a sef_successor
e, until the end of a three-slot-time period. Under a
single station failure assumption, the current token holder
vill receive, within this period, a response from the succes-
sor of the failed station. This establishes a new successor
for the current token holder and ends the recovery proce-
dures. The time spent in performing these actions is given
by:

tsp 4+ 2.t7k 4+ twe + 5. tam +tssp  (14)

inanosic —

ToKEN Loss

In the previous scenario we have considered that a sta-
tion is not t ing the token when it fails. We now consider
t a station fails while it is holding the token.

Token losses are detected by mom?ou'w; the absence of
bus activity and recovered thmugh a claim token process
' The duration of the whole process is given by:

an
by

flna —tkioss = fB[u'.f'e s tl::,u

o The first term on this expression represents the time
elapsed between the loss of the token and the beginning of
the token claim process, It corresponds to the value loaded
into the Bus Idle Timer. Usually this timer assumes the
value of seven slot times. The exception is the station hav-
ing the lowest address in the network, where the Bus [dle

. ) 3 7 . 2
Timer is loaded with enly six slot times!

6. Lot lowest station present

tBidle = I
[

The second term represents the duration ¢
Any station where the Bus Idle Timer expires, ini-
dure by issuing a claim. token frame
he first two bits of the station
he sending station waits

lowest station failed

f the token claim

process.
liates a recavery proce
whose length depends on t
address. After issuing its request t
If at the end of this period the sta.

during one slot time.
{rops out from the

activity in the bus, then it ¢
if no activity is detected and there
the station repeatls

tion detects
token clatin process
are unused bits in the address string, !
using the next two address bits. The process
a4 uged all the bits of its

the process
ends after the winning station h

address, plus two randomly chosen bits.

[he time spent in these actions is given by equation (17),
having an address length of l,4q bils ['he first

for stations
to define the

lodg/2 iterations use the station address bits,

s! .u\mlnw, collisions during the token claim

ation to start i 10 isolation. Since the sta
lowest address, the

“IEJ ALEEIS
allowing one sl
the event is the one having the

SEiE
sken will be performed mare quie =kly

{ & new i as we will
LB ey

length of the cladm_token frames. The last iteration em-
ploys a random two-bit value.

{laas/2i+1
by = 3 (lor(i)+tsud)

~ top(i), represents the duration of 2 claim.token frame
issued in round i, and is given by:

tor(i) = teirs + 2 % TwoBit,pli) % tap,

where tgyr. stands for the duration of the MAC
1

header /trailing sequence. The TwoBif,y value ca
range from zero to theee.

When the lowest address station is not present in the
network, probably due to its failure, the sddress sort al-
gorithm used by the foken clam process always leads to
the selection of the station with the highest address as
token user. The worst-case value can then be obtained
considering that the station which wins the contention |
the highest possible address:

ik

= add "
we 2 & p - % PPN
o T ‘*'f**“? + g £ 0 . ta) (15

The best-case value can also be obtained, considering
that a station with all its address bits set to zero is present
and active. The recovery time, from a token loss, will then
be given by:

a0 -8 .ta ( L
inaw-ikloss = bS50l

- o I [ o

T Fails whie holding the token
Figure 1: Side-effects of Token Loss Recovery

Let us now analyze some side effects that token recov

L

ery may nave on the normal token ¢

the token bus network, whose logical

Fig. 1. Station S, has the highest

&, has the lowest wnv Additionally, ¢ £

8. fails while holding the token. The claiming of a new

token is started after the bus idle timer has expired m soine

| since the station with the lowest address

station, and
the network is not failed, the token claim process wil

initiated and won by this station.
Q ; 5 Sy i g lrom
Station S.. 1. which was about to receive the token

when the failure of its predecessor occurved, is passed over

Activision, EA, Take-Two, 2K, Rockstar, Ex. 1008883 of 17

BT S I e IS



So, in addition to the token recovery time, station §,_,
must wait an extra token rotation to get access to the net-
work. This means that different stations in the network
may have a different view of inaccessibility and that, as
& general rule, the inaccessibility time may not be merely
represented by the time required to recover the token. On
the other hand its worst-case value, as given by equation
(18], must be consolidated with the addition of the net-
work access delay upper-bound.

The token rotation which immediately follows the to-
ken recovery process is of fundamental importance for net-
work eperation, even if there are no skipped stations. De-
pending on their values, some or all of the lower priority
Target Token Rotetion Timers may have expired during
the recovery process and if so, no bandwidth is available
for those access classes. The first token rotation will then
restart the Target Token Rotation Timers. The asccess to
the network. immediately after token recovery. is thus only
assured for the highest priority access class!s. During this
token rotation. a second maccessibility period, correspond-
Ing t0 2 mo successor scenatio, will occur. Tt is a divect
consequence of the primary failure and arises when the
predecessor of the failed station tries to pass it the token.

MuLriPLe FarLeDp STATIONS

So far, we have considered that only one station in
the network fails at given time. Let us now consider s
less restrictive scenario by allowing the failure of multiple
stations. To be compliant with our initial single failure as
sumption we will consider that al] these multiple failures
happen at the same time, due to some common cause,
Common mode failures are realistic enough to be taken
nto account. Consider, for instance, a network where sev.
eral stations are connected to the same power supply line.
A failure or 2 shutdown in this line will bring all these
stations down.

&1

I..g %

T Failed Station
Figure 2: Example of & multi-failure seenario

Let us, for the moment additionally assume that nope
of the failed stations are adjacent in the token- passing
order. In consequence all the fajlures can be recovered

*The 8802/4 MAC protocol guaranlees that any station may hold
the token during a fixed amount of time o servicing the highest pri-
ority class. Service of lower prionity ones, including the managemend
of slation joins, can only be performed if the time elapsed since the
last token visit is lower than the Largel token rotation time associated
with that access class, Details on this mechanism can be found in [22].
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through successive who follows queries,
covery action non-failed stations may tran
vided there is available bandwidth. This n
cessibility periods may alternate with the
the network. As in the previous case the
members get of inaccessibility is not consists !
the stations. AR
The current token rotation is slowed
amount of time needed to perform all t
queries. The time spent in these successive.
linearly with the number of failed stations
equation (20).

tinawm fait = N a1 - Yinacsonun

In the worst-case, failed and non-failed s

completely intermixed, as shown in the example

The time spent in the recovery actions is given
V

4N gy g
we i
tiﬂ.a‘-mfa-;i e i P _! - t:m‘—mmmc

where | | represents the floor function®®.

StaTION GROUP Fan.

We now relax our last restriction, by allow
simultaneous failure of adjacent stations in the
passing order. If this is the case, the previously
process of looking for a new successor fails, since there
be no answer to the who follows query. After one
of the who follows query, checked during a three-
period, another variant of the solicit SUCCLSSOT PT
is started. The token holder begins the solicit any
dure with the transmission of a solicit_successor.?
addressed to itself. This enables any active station to 1

spond to the query, during two consecutive slot time 1
dows.

Figure 3: Token-Bus network with identified groups

To thoroughly analyze the subset of scenarios resulting
from the failure of a group of stations, let us consider the
network presented in F ig 3. Between stations &, and Biag
there can be any number of stations, as well as between
5, and 8,_y, and also between § i and 8,_y, The following
situations may then happen:

i) The failed group of stations is located at the ring edges, 1o,
stations §; to 5,y or stations 8 to 8, have failed, In
both cases the solicit any procedure is performed by the

"The floor function 2| is defined as the greatest integer not greatur
than 2.
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active station with the lowest address. This means that all
the presumable responders will have addresses above the
solicit successor sender and therefore they will delay their
set_successor frame transmissions until the second window.
The process ends with the election of the non-failed sta-
tion with the highest address as the new successor, for the
current token holder.

ii) The failed group of stations is far from the ring edges, i.e.
stations S; up to S;_1 have failed. The solicit any procedure
is started when station S;_y is trying to pass the token. In
this case, stations with addresses above and below the so-
licit successor sender are simultaneously present. Stations
with addresses below the solicil sticcessor sender respond
in the first window and the one with the highest address is
chosen, i.e. station &;, which was the successor of the last
failed station.

iii) The recovery process is initiated by the highest address sta-

tion. i.e. stations Sy up to Si_; have failed. In this case
all the stations in the network, whether failed or not, have
addresses below the selicit suecessor sender. Responses to
the solicif any query are all issued in the first window. The
process is won by the highest address responder (S; in the
given example), i.e. by the successor of the last failed sta-
tion, in the former logical ring.

The failed group of stations immediately precedes the lowest
address station, i.e. stations S; up to Sn_1 have failed. The
solicit any procedure is started when station S;_ is about
to pass the token. In this case, there will be only one
station in the network with its address below the solicit
sender. Contention is avoided and in consequence, logical

ring restoration will be performed very fast. Therefore, this
hest case scenario of station

<

situation corresponds to the
group failure.

The time spent in the recovery process just deseribed
which does not present disturbing effects, ].!.»kt‘ :t%w ap-
kipped stations — 18 given by
represents the duration
iven by equation (3).

pearance of passed over or 8
equation (22). In this equation ticp
of an eventual contention process, as g

= EsQ T Qi (tTK o EWF)'{' {22]

fuw-fyfml
10 . Lo + tosa + toop

very of the logical ring for a

In the worst-case, the reco
last as long as:

single failed group of stations can

tep+ 2. (trk T ?Dl;l":)'i' (23)
10, taor + 552 ¥ ticp

¢
fm—:' -y fau

The best case SCENArio only oceurs when the lowest
addressed station imumediately follows the li_u;l} -fa';ln‘fi sta-
tion, s previously mentioned. The ilnlc{'e-.:@-::)lulat‘\-‘ time is
obtained divectly from equation (22), making tiop = tssp-

MuLTiPLE FAILED GROUPS
eanlts on mul-

eralize our previous r
cistence of several groups
the overall inaceessibility
evious results on

It i now time to gen
tiple failures, by allowing the e
of failed stations. In this case,
time can be obtained directly from the pr

the single group failure, through its multiplication by the
numiber of failed groups (N, ):

bingimgfail = Nogait - tinaegfail {24}

When all the failed groups have the same number of
stations, i.e. the same group dimension (G fgim |, £quation
(24) can be written in the form:

‘N—si
tim-—-mg}'o‘,tf = L Gﬂ:{- _“‘"?_ 1‘ J - tim'—gﬂsxg
‘T

The worst-case scenario is obtained with the highest
possible number of failed groups, whieh for a given set of
active stations occurs when all the failed groups present
the same minimum dimension, ie. G i — &,

(25)

we AU 4V ot 1e ‘e
tinu-—mgfﬁ:! e i 3 } * i:m»—gfsui g“ﬁ.-}

4
€

S1

T Failed Station

Figure 4: Example of a multi-group failure scenario

Analytic Results

In order to complete our study of networking acces-
sibility we now evaluate the inaccessibility time bounds,
for a given Token-Bus network, for example, an industrial
environment with a small cell network for real-time man-
ufacturing control. The network length C; = 500m and
the total number of stations Niae = 32. The results of
the evaluation, for each one of the studied scenarios, are
summarized in Table 3.

The worst case figures are rather high, like for example
140ms for the multiple joins case in the 3M bps bus. How-
ever. note that some of the situations either: occur only
during start-up of the network: or can be aveided through
station configuration (ex. non-opening of windows by just-
arrived stations); or (in certain settings) allow mere re-
strictive assumptions about multiple fatlures. This brings
some of the higher figures drastically down.

The study is interesting on the grounds that it pro-
vides a basis to know what to expect from token-bus per-
formance in the presence of failures, and provides guidance
on how to improve the situation and justifiahly achieve bet-
ter performability and thus better respect any bounded
delay requirements.
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tap | tsee Seenario Lima [T}
Los) | {ns) { min. | mar.
] Ne Joins | 0073 0.100
| Station Join o Contention 0.118 0.145
| Contention | 0382 4561
Multiple Joins {(Nonor = 32) 0.363 | 139995
11 27 | Multple Leaves {No = 32} 0112 | 1674
No Successor 0.306
Token Loss 1317 5.7%4
Multiple Fail: [N, = 33) 0612 | 489%
Station Gzroup Fail 0.571 5176
Mﬂﬁpﬁma@ Fails {N,; =32 )| 3897 | 51762
Data Rate - 100 bps
tzp | tsu. 1 Seenario ting (msj
{ fms) | (ms) . mex.
] | No Joins D.08E 0.133
Station Join | No Contention 0.108 0.155
Contention 0.508 5605
Multiple Joins [N, — 32) 0.396 { 162 821
[ Station Leave 0043
2 | & | Maluple Leaves [N, = 33 G086 | 1307
No Sucressor 0336
Token Loss 1897 £.994
Multiple Fails [W,; = 37) 06i2| 5376
Sitateon Group Fail 0611 £.283
Multiple Group Fails (W, — 32).| 6900 | 62886

Table 3: Token-Bus Inaccessibility Times (Ligs = 48)

5 Conclusions

To achieve reliable real time operation of a local area
network, a bounded delay requirement must be met. Most
previous studies have addressed this issue by eomput-
ing worst-case access [ tranemission delays only for normal
LAN operatm.

However, achieving the bonnded delay requirement
means, amongst other factors, ensuring contiouity of ser-
vice. LANs ape subject to failures, namely partitions: i
these are not controlled, the above mentioned requirement
is not met, While LAN replication is 5 solution, it is costly
and complex. Some applications can live with temporary
glitches in LAN vperation, 8o an alternative approach is to
quantify all these glitches or temporary partitions, which
we have named maccessibility periods, and derive a worst-
case figure. to be added to the worst-case transmission
delay expected in the abserice of fandlts,

In these conditions, reliable real-time operation is
possible on nou-replicated LARs, through appropriate
techniques(12],

This paper does an exhaustive study of the ipaccessi-
bility characteristics of the IS0 8802/4 token-bus LAN, To
the authors’ kpowledge, no previous study addressed the
problem of temporary LAN partitioning in this compre-
bensive way. The figures derived are thus corrective terms
for computing transmission delays in various situations,

18.
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