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NETWORK RECONFIGURATION 

RELATED APPLICATIONS 

The following identi?ed US. patent applications are 
relied upon and are incorporated by reference in this appli 
cation. 

US. patent application Ser. No. 09/323,963, entitled 
“Improved Network Topologies,” ?led on even date 
herewith, assigned to a common assignee. 

US. patent application Ser. No. 09/323,696, entitled 
“Deadlock-Free Routing,” ?led on even date herewith, 
assigned to a common assignee. 

US. patent application Ser. No. 09/323,91, entitled 
“Dynamic Generation of Deadlock-Free Routings,” 
?led on even date herewith, assigned to a common 
assignee. 

US. patent application Ser. No. 09/323,965, entitled 
“Recursive Partitioning of Networks,” ?led on even 
date herewith, assigned to a common assignee. 

FIELD OF THE INVENTION 

The present invention relates generally to data processing 
systems and, more particularly, to network recon?guration. 

BACKGROUND OF THE INVENTION 

“con?guring a network” refers to changing the topology 
of the network (e.g., adding a node or removing a node). A 
“network topology” refers to the structure that provides the 
communications interconnection among nodes of a network. 
As used herein, the term “node” refers to any device capable 
of communicating, such as a computer, router, switch, 
network processor, or symmetric multiprocessor. Thus, the 
topology of a network refers to the network’s particular 
con?guration of links and nodes. 

In conventional static-routing networks, recon?guring a 
network requires four steps as shown in FIG. 1. A static 
routing network uses statically-de?ned routing tables to 
perform routing. The routing is considered to be static 
because if the network is recon?gured, all of the routing 
tables need to be manually updated to account for the 
recon?guration. For eXample, if the recon?guration involves 
removing a node, the routing tables need to be updated to 
avoid routing through this node. And if the recon?guration 
involves adding a node, the routing tables need to be updated 
to route to the new node. 

When recon?guring a static-routing network, the network 
administrator ?rst terminates all processes communicating 
via the network (step 102). NeXt, the system administrator 
recon?gures the network by adding or removing a node and 
by performing the appropriate recabling (step 104). Then, 
the network administrator updates the routing tables in the 
network to account for the recon?guration (e.g., avoid the 
removed node) (step 106) and, ?nally, restarts the processes 
that were terminated (step 108). By recon?guring networks 
in this manner, the networks are rendered nonoperational for 
a signi?cant amount of time, such as a few hours. It is thus 
desirable to improve how networks are recon?gured. 

SUMMARY OF THE INVENTION 

In accordance with methods and systems consistent with 
the present invention, an improved technique for recon?g 
uring networks is provided. By using this technique, a 
network administrator can recon?gure their network while it 
remains operational. As a result, users can continue to utiliZe 
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2 
the network during recon?guration. Additionally, in accor 
dance with methods and systems consistent with the present 
invention, a number of network topologies are provided that 
are designed to facilitate recon?guration. When using one of 
these topologies, the network can be recon?gured with a 
minimal amount of recabling, thus reducing the amount of 
time required for recon?guration. 

In accordance with methods consistent with the present 
invention, a method is provided in a distributed system 
containing a network with nodes, where each of the nodes 
has ports. This method con?gures the network to maXimiZe 
port usage, renders the network operational such that the 
nodes are capable of communicating via the network using 
static routing, and recon?gures the network while the net 
work remains operational. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The accompanying drawings, which are incorporated in 
and constitute a part of this speci?cation, illustrate an 
implementation of the invention and, together with the 
description, serve to eXplain the advantages and principles 
of the invention. In the drawings, 

FIG. 1 depicts a ?owchart of the steps performed by a 
conventional system during network recon?guration; 

FIG. 2 depicts a data processing system suitable for use 
with methods and systems consistent with the present inven 
tion; 

FIG. 3 depicts a more detailed diagram of the chassis of 
FIG. 2; 

FIG. 4 depicts a more detailed diagram of a routing card 
depicted in FIG. 3; 

FIG. 5 depicts a network topology for a network of 7 
nodes in accordance with methods and systems consistent 
with the present invention; 

FIG. 6 depicts a network topology for a network of 8 
nodes in accordance with methods and systems consistent 
with the present invention; 

FIG. 7 depicts a network topology for a network of 9 
nodes in accordance with methods and systems consistent 
with the present invention; 

FIG. 8 depicts a network topology for a network of 10 
nodes in accordance with methods and systems consistent 
with the present invention; 

FIG. 9 depicts a network topology for a network of 11 
nodes in accordance with methods and systems consistent 
with the present invention; 

FIG. 10 depicts a network topology for a network of 12 
nodes in accordance with methods and systems consistent 
with the present invention; 

FIG. 11 depicts a network topology for a network of 13 
nodes in accordance with methods and systems consistent 
with the present invention; 

FIG. 12 depicts a network topology for a network of 14 
nodes in accordance with methods and systems consistent 
with the present invention; 

FIG. 13 depicts a network topology for a network of 15 
nodes in accordance with methods and systems consistent 
with the present invention; 

FIG. 14 depicts a network topology for a network of 16 
nodes in accordance with methods and systems consistent 
with the present invention; and 

FIG. 15 depicts a ?owchart of the steps performed when 
recon?guring one of the networks depicted in FIGS. 5—14. 

DETAILED DESCRIPTION 

In accordance with methods and systems consistent with 
the present invention, an improved technique for recon?g 
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uring a network is provided that allows the network to 
continue operating during recon?guration. Also, various 
upgrade/downgrade sequences are provided for adding and 
removing one or more nodes which require only a minimal 
amount of recabling. Thus, by recon?guring a network in 
accordance with methods and systems consistent with the 
present invention, the network remains operational and a 
minimum amount of recabling is required. 

The upgrade/downgrade sequences occur in a family of 
network topologies which have been selected to facilitate 
recon?guration. These network topologies are discussed 
below, and they are also discussed in further detail in 
copending US. patent application Ser. No. 09/323,963, 
entitled “Improved Network Topologies,” which has previ 
ously been incorporated by reference. In addition to the 
network topologies, described below are exemplary routing 
tables for use in the network topologies as well as exemplary 
routing tables for use during network recon?guration. All of 
these routing tables provide routings that are deadlock free. 
Thus, using these routing tables ensures that a deadlock does 
not occur in the network. The term “deadlock” refers to an 
undesirable system state that occurs when a cycle of multi 
hop packets are each waiting on a busy node on the next hop. 
A “multi-hop” packet refers to a packet that is routed 
through at least one node before reaching its destination. A 
deadlock may occur, for example, in a network of three 
nodes (node 1, node 2, and node 3), where node 1 is waiting 
to send a multi-hop packet to node 2 (which is not the 
packet’s destination), where node 2 is waiting to send a 
multi-hop packet to node 3 (which is not the packet’s 
destination), and where node 3 is waiting to send a multi-hop 
packet to node 1 (which is not the packet’s destination). 
Since each node is waiting on the other, a stalemate or 
deadlock occurs, and these nodes are rendered non 
operational. Deadlock-free routing is described in greater 
detail in copending US. patent application Ser. No. 09/325, 
696 entitled “Deadlock-free Routing,” which has previously 
been incorporated by reference. 

Implementation Details 
FIG. 2 depicts a data processing system 200 suitable for 

use with methods and systems consistent with the present 
invention. Data processing system 200 contains a chassis 
202 connected to a video display 204 and a keyboard 206. 
Data processing system 200 is suitable for use as one or 
more nodes in the network topologies described below. 
As shown in FIG. 3, chassis 202 contains up to seven 

cards 302—314 interconnected via bus 315. Of these cards, 
cards 308 and 314, known as routing cards, perform routing 
functionality with each having ?ve ports 316—324 and 
326—334 that connect to a communication link (e.g., a 
cable). The cards other than the routing cards (i.e., cards 
302—306, 310, and 312) typically contain multiple CPUs, 
memory, and secondary storage. In accordance with meth 
ods and systems consistent with the present invention, cards 
302—308 form a single node 336. Likewise, cards 310—314 
form a single node 338. Nodes 336 and 338 are referred to 
as partner nodes because they are both located in the same 
chassis 202. Since node 336 and node 338 are separate 
communications nodes, they may be interconnected via a 
communications link 340, known as a partner link. Apartner 
link is used to transfer control information between two 
partner nodes: the actual data is transferred via the bus 315 
for faster communications. One skilled in the art will appre 
ciate that data processing system 200 and chassis 202 may 
include additional or different components, including addi 
tional nodes. 
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4 
FIG. 4 depicts a more detailed diagram of routing card 

308, although routing card 314 is similarly con?gured. 
Routing card 308 contains a memory 402, a switch 404, and 
a processor 406 interconnected by an internal bus 407, 
which also connects to bus 315. Memory 402 contains 
routing software 408 that routes traf?c through the network 
using routing table 410. The switch coordinates the sending 
and receiving of information across the network via ports 
316—324 by using a send and receive buffer 412—430 for 
each port. 

Although aspects of the present invention are described as 
being stored in memory, one skilled in the art will appreciate 
that these aspects can also be stored on or read from other 

types of computer-readable media, such as secondary stor 
age devices, like hard disks, ?oppy disks, or CD-ROM; a 
carrier wave from a network, such as the Internet; or other 
forms of RAM or ROM either currently known or later 

developed. Sun, Sun Microsystems, the Sun logo, JavaTM, 
and JavaTM-based trademarks are trademarks or registered 
trademarks of Sun Microsystems, Inc. in the United States 
and other countries. 

Network Topologies 

In accordance with methods and systems consistent with 
the present invention, a number of network topologies are 
provided where the topologies have been selected based on 
both performance characteristics and the ease with which the 
network can be recon?gured. Network topologies for net 
works having seven to sixteen nodes are presented below 
with exemplary routing tables. The topologies for networks 
having less than seven nodes are not presented because they 
are fully connected. That is, since each routing card has ?ve 
ports, in networks of six or less nodes, each node can be 
connected to each other node. In such a situation, the 
network is referred to as being fully connected. 

FIG. 5 depicts a network topology for a network of seven 
nodes in accordance with methods and systems consistent 
with the present invention. Each node, node 0 through node 
6, has up to ?ve links to other nodes. Each link is depicted 
as either a solid line or a dashed line. A solid line indicates 

that the link is a nonpartner link; a dashed line indicates that 
the link is a partner link between partner nodes. Accordingly, 
the two partner nodes are contained in the same device. In 
FIG. 5, the letters (e.g., “A”) indicate a continuing connec 
tion to another like-lettered node. For example, node 0 is 
connected to node 6. 

As shown in FIG. 5, node 0 has a partner link with node 
1 and directly connects to nodes 3, 4, 5, and 6. Node 1 has 
a partner link with node 0 and directly connects to nodes 2, 
3, 4, and 5. Node 2 has a partner link with node 3 and 
directly connects to nodes 1, 4, 5, and 6. Node 3 has a partner 
link with node 2 and directly connects to nodes 0, 1, 5, and 
6. Node 4 has a partner link with node 5 and directly 
connects to nodes 0, 1, 2, and 6. Node 5 has a partner link 
with node 4 and directly connects to nodes 0, 1, 2, and 3, and 
node 6 directly connects to nodes 0, 2, 3, and 4. Below is a 
sample routing table for this network. The ?rst row of this 
table, for example, shows that data from node 0 may be sent 
directly to nodes 1, 3, 4, 5, and 6 and that data from node 0 
may be sent to node 2 via node 3. 
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FIG. 6 depicts a network topology for a network of 8 
nodes in accordance With methods and systems consistent 
With the present invention. As shoWn in FIG. 6, node 0 has 
a partner link With node 1 and directly connects to nodes 3 
through 6. Node 1 has a partner link With node 0 and directly 
connects to nodes 2, 4, 5, and 7. Node 2 has a partner link 
With node 3 and directly connects to nodes 1, 4, 6, and 7. 
Node 3 has a partner link With node 2 and directly connects 
to node 0 and nodes 5 through 7. Node 4 has a partner link 
With node 5 and directly connects to nodes 0—2 and 6. 

Node 5 has a partner link With node 4 and directly 
connects to nodes 0, 1, 3, and 7. Node 6 has a partner link 
With node 7 and directly connects to nodes 0 and 2—4, and 
node 7 has a partner link With node 6 and directly connects 
to nodes 1—3 and 5. BeloW is an exemplary routing table for 
this network. 

10 

25 

6 

-continued 

FROM\TO O 1 2 3 4 5 6 7 8 

FIG. 8 depicts a netWork topology for a netWork of 10 
nodes in accordance with methods and systems consistent 
With the present invention. As shoWn in FIG. 8, node 0 has 
a partner link With nodes 1 and directly connects to nodes 3, 
4, 6, and 8. Node 1 has a partner link With node 0 and 
directly connects to nodes 2, 5, 7, and 9. Node 2 has a partner 
link With node 3 and directly connects to nodes 1, 4, 6, and 
9. Node 3 has a partner link With node 2 and directly 
connects to nodes 0, 5, 7, and 8. Node 4 has a partner link 
With node 5 and directly connects to nodes 0,2, 6, and 9. 
Node 5 has a partner link With node 4 and directly connects 
to nodes 1, 3, 7, and 8. Node 6 has a partner link With node 
7 and directly connects to nodes 0, 2, 4, and 8. Node 7 has 
a partner link With node 6 and directly connects to nodes 1, 
3, 5, and 9. Node 8 has a partner link With node 9 and 
directly connects to node 0, 3, 5, and 6 node 9 has a partner 
link With node 8 and directly connects to nodes 1, 2, 4, and 
7. BeloW is an exemplary routing table for this network. 

30 FROM\TO 0 1 2 3 4 5 6 7 s 9 

FROM\TO 0 1 2 3 4 5 6 7 0 _ 3 _ _ 4 _ 6 _ s 

1 _ _ 2 5 _ 7 _ 9 _ 

0 _ 3 _ _ — — 6 2 1 _ _ _ 4 _ 6 9 — 

1 _ _ 2 _ — 7 — 3 _ 0 _ 5 _ 7 — — s 

2 1 _ _ _ 4 — — 35 4 _ 0 _ 2 _ _ 6 9 _ 

3 — 0 — 5 — — — 5 1 _ 3 _ _ 7 _ _ s 

4 _ _ _ 2 — 6 6 _ 0 _ 2 _ — — s 

5 _ _ 3 _ — 7 — 7 1 _ 3 _ 5 — 9 — 

6 — 0 — — — 4 — s _ 0 3 _ 5 _ _ 6 _ 

7 1 _ _ 5 — — 9 1 _ _ 2 _ 4 7 — — 

40 

FIG. 7 depicts a netWork topology for a netWork of 9 
nodes in accordance with methods and systems consistent 
With the present invention. As shoWn in FIG. 7, node 0 has 
a partner link With node 1 and directly connects to nodes 3, 
4, 6, and 8. Node 1 has a partner link With node 0 and 
directly connects to nodes 2, 4, 5, and 7. Node 2 has a partner 
link With node 3 and directly connects to nodes 1, 4, 6, and 
7. Node 3 has a partner link With node 2 and directly 
connects to nodes 0, 5, 7 and 8. Node 4 has a partner link 
With node 5 and directly connects to nodes 0—2 and 6. Node 
has a partner link With node 4 and directly connects to nodes 
1, 3, 7, and 8. Node 6 has a partner link With node 7 and 
directly connects to nodes 0, 2,4, and 8. Node 7 has a partner 
link With node 6 and directly connects to nodes 1—3 and 5, 
and node 8 directly connects to nodes 0, 3, 5, and 6. BeloW 
is an exemplary routing table. 
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FIG. 9 depicts a netWork topology for a netWork of 11 
nodes in accordance with methods and systems consistent 
With the present invention. As shoWn in FIG. 9, node 0 has 
a partner link With node 1 and directly connects to nodes 3, 
4, 6, and 8. Node 1 has a partner link With node 0 and 
directly connects to nodes 5, 7, 9, and 10. Node 2 has a 
partner link With node 3 and directly connects to nodes 4, 6, 
9, and 10. Node 3 has a partner link With node 2 and directly 
connects to nodes 0, 5, 7, and 8. Node 4 has a partner link 
With node 5 and directly connects to nodes 0, 2, 7, and 9. 
Node 5 has a partner link With node 4 and directly connects 
to nodes 1, 3, 8, and 10. Node 6 has a partner link With node 
7 and directly connects to nodes 0, 2, 8, and 10. Node 7 has 
a partner link With node 6 and directly connects to nodes 1, 
3, 4, and 9. Node 8 has a partner link With node 9 and 
directly connects to nodes 0, 3, 5, and 6. Node 9 has a partner 
link With node 8 and directly connects to nodes 1, 2, 4, and 
7, and node 10 directly connects to nodes 1, 2, 5, and 6. A 
sample routing table for this netWork is provided beloW. 

FROM\TO 0 1 2 3 4 5 6 7 s 9 10 
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