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C H A P T E R 4

Mobile Radio Propagation:
Small-Scale Fading and
Multipath

Small'—scale fading, or simply fading, is used
to describe the rapid fluctuation of the amplitude of a radio signal over a short
period of time or travel distance, so that large-scale path loss effects may be
ignored. Fading is caused by interference between two or more versions of the
transmitted signal which arrive at the receiver at slightly different times. These
waves, called multipath waves, combine at the receiver antenna to give a result-
ant signal which can vary widely in amplitude and phase, depending on the dis-
tribution of the intensity and relative propagation time of the waves and the
bandwidth of the transmitted signal.

4.1 Small-Scale Multipath Propagation

Multipath in the radio channel creates small-scale fading effects. The three
most important effects are:
¢ Rapid changes in signal strength over a small travel distance or time inter-
val
* Random frequency modulation due to varying Doppler shifts on different
multipath signals '
* Time dispersion (echoes) caused by multipath propagation delays.

In built-up urban areas, fading occurs because the height of the mobile
antennas are well below the height of surrounding structures, so there is no sin-
gle line-of-sight path to the base station. Even when a line-of-sight exists, multi--
path still occurs due to reflections from the ground and surrounding structures.
The incoming radio waves arrive from different directions with different propa-
gation delays. The signal received by the mobile at any point in space may con-
sist of a large number of plane waves having randomly distributed amplitudes,

139
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140 Ch. 4 - Mobile Radic Propagation: Small-Scale Fading and Multipath

phases, and angles of arrival. These multipath components, combine vectorially
at the receiver antenna, and can cause the signal received by the mobile to dis-
tort or fade. Even when a mobile receiver is stationary, the received signal may
fade due to movement of surrounding objects in the radio channel.

If objects in the radio channel are static, and motion is considered to be only
due to that of the mobile, then fading is purely a spatial phenomenon. The spa-
tial variations of the resulting signal are seen as temporal variations by the
receiver as it moves through the multipath field. Due to the constructive and
destructive effects of multipath waves summing at various points in space, a
receiver moving at high speed can pass through several fades in a small period of
time. In a more serious case, a receiver may stop at a particular location at which
the received signal is in a deep fade. Maintaining good communications can then
become very difficult, although passing vehicles or people walking in the vicinity
of the mobile can often disturb the field pattern, thereby diminishing the likeli-
hood of the received signal remaining in a deep null for a long period of time.
Antenna space diversity can prevent deep fading nulls, as shown in Chapter 6.
Figure 3.1 shows typical rapid variations in the received signal level due to
small-scale fading as a receiver is moved over a distance of a few meters.

Due to the relative motion between the mobile and the base station, each
multipath wave experiences an apparent shift in frequency. The shift in received
signal frequency due to motion is called the Doppler shift, and is directly propor-
tional to the velocity and direction of motion of the mobile with respect to the
direction of arrival of the received multipath wave.

4.1.1 Factors Influencing Small-Scale Fading

Many physical factors in the radio propagation channel influence small-
scale fading. These include the following:

* Multipath propagation — The presence of reflecting objects and scatterers

~in the channel creates a constantly changing environment that dissipates
the signal energy in amplitude, phase, and time. These effects result in mul-
tiple versions of the transmitted signal that arrive at the receiving antenna,
displaced with respect to one another in time and spatial orientation. The
random phase and amplitudes of the different multipath components cause
fluctuations in signal strength, thereby inducing small-scale fading, signal
distortion, or both. Multipath propagation often lengthens the time required
for the baseband portion of the signal to reach the receiver which can cause
signal smearing due to intersymbol interference.

* Speed of the mobile — The relative motion between the base station and
the mobile results in random frequency modulation due to different Doppler
shifts on each of the multipath components. Doppler shift will be positive or
negative depending on whether the mobile receiver is moving toward or
away from the base station.

NEC, EXH. 1016, Page 15 of 172



Small-Scale Multipath Propagation 141

* Speed of surrounding objects — If objects in the radio channel are in
motion, they induce a time varying Doppler shift on multipath components.
If the surrounding objects move at a greater rate than the mobile, then this
effect dominates the small-scale fading. Otherwise, motion of surrounding
objects may be ignored, and only the speed of the mobile need be considered.

¢ The transmission bandwidth of the signal — If the transmitted radio
signal bandwidth is greater than the “bandwidth” of the multipath channel,
the received signal will be distorted, but the received signal strength will not
fade much over a local area (i.e., the small-scale signal fading will not be sig-
nificant). As will be shown, the bandwidth of the channel can be quantified
by the coherence bandwidth which is related to the specific multipath struc-
ture of the channel. The coherence bandwidth is a measure of the maximum
frequency difference for which signals are still strongly correlated in ampli-
tude. If the transmitted signal has a narrow bandwidth as compared to the
channel, the amplitude of the signal will change rapidly, but the signal will
not be distorted in time. Thus, the statistics of small-scale signal strength
and the likelihood of signal smearing appearing over small-scale distances
are very much related to the specific amplitudes and delays of the multipath
channel, as well as the bandwidth of the transmitted signal.

4.1.2 Doppler Shift

Consider a mobile moving at a constant velocity v, along a path segment
having length d between points X and Y, while it receives signals from a remote
source S, as illustrated in Figure 4.1. The difference in path lengths traveled by
the wave from source S to the mobile at points X and Yis A = dcos6 = vAtcoso,
where At is the time required for the mobile to travel from X to Y, and 6 is
assumed to be the same at points X and Y since the source is assumed to be very
far away. The phase change in the received signal due to the difference in path
lengths is therefore

2nAl _ vaAtc
A A

and hence the apparent change in frequency, or Doppler shift, is given by £,
where

0s0 (4.1)

Ad =

. c0s0 (4.2)

Equation (4.2) relates the Doppler shift to the mobile velocity and the spa-
tial angle between the direction of motion of the mobile and the direction of
arrival of the wave. It can be seen from equation (4.2) that if the mobile is mov-
ing toward the direction of arrival of the wave, the Doppler shift is positive (i.e.,
the apparent received frequency is increased), and if the mobile is moving away
from the direction of arrival of the wave, the Doppler shift is negative (i.e. the
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142 Ch. 4 » Mobile Radio Propagation: Small-Scale Fading and Multipath

apparent received frequency is decreased). As shown in section 4.7.1, multipath
components from a CW signal, which arrive from different directions contribute
to Doppler spreading of the received signal, thus increasing the signal band-
width.

S

Vi

/‘/

Figure 4.1
Illustration of Doppler effect.

Example 4.1 v
Consider a transmitter which radiates a sinusoidal carrier frequency of 1850
MHz. For a vehicle moving 60 mph, compute the received carrier frequency if
the mobile is moving (a) directly towards the transmitter, (b) directly away
from the transmitter, (¢) in a direction which is perpendicular to the direction
of arrival of the transmitted signal.

Solution to Example 4.1
Given:
Carrier frequency f, = 1850 MHz
8
o/f, =210 - g162m

1850 x 10°

26.82 m/s

Therefore, wavelength A

Vehicle speed v = 60 mph

(a) The vehicle is moving directly towards the transmitter.
The Doppler shift in this case is positive and the received frequency is given
by equation (4.2) ‘
6, 26.82
= -+ = +
f=fotfy=1850x 10"+ ==
{(b) The vehicle is moving directly away from the transmitter.

The Doppler shift in this case is negative and hence the received frequency
is given by

= 1850.00016 MHz
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Impulse Response Mode! of a Multipath Channel 143

f=Ff—~f, = 1850 106—%61% = 1849.999834 MHz
(c) The vehicle is moving perpendicular to the angle of arrival of the transmit-
ted signal.
In this case, 6 = 90°, cos® = 0, and there is no Doppler shift.
The received signal frequency is the same as the transmitted frequency of

1850 MHz.

4.2 Impulse Response Model of a Multipath Channel

The small-scale variations of a mobile radio signal can be directly related to
the impulse response of the mobile radio channel. The impulse response is a
wideband channel characterization and contains all information necessary to
simulate or analyze any type of radio transmission through the channel. This
stems from the fact that a mobile radio channel may be modeled as a linear filter
with a time varying impulse response, where the time variation is due to
receiver motion in space. The filtering nature of the channel is caused by the
summation of amplitudes and delays of the multiple arriving waves at any
instant of time. The impulse response is a useful characterization of the channel,
since it may be used to predict and compare the performance of many different
mobile communication systems and transmission bandwidths for a particular
mobile channel condition.

To show that a mobile radio channel may be modeled as a linear filter with
a time varying impulse response, consider the case where time variation is due
strictly to receiver motion in space. This is shown in Figure 4.2.

>
>

spatial position

Figure 4.2
The mobile radio channel as a function of time and space.

In Figure 4.2, the receiver moves along the ground at some constant veloc-
ity v. For a fixed position d, the channel between the transmitter and the receiver
can be modeled as a linear time invariant system. However, due to the different
multipath waves which have propagation delays which vary over different spa-
tial locations of the receiver, the impulse response of the linear time invariant
channel should be a function of the position of the receiver. That is, the channel
impulse response can be expressed as h(d,t). Let x(t) represent the transmitted
signal, then the received signal y(d,t) at position d can be expressed as a convo-
lution of x (¢#) with A(d,t).
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144 Ch. 4 » Mobile Radio Propagation: Small-Scale Fading and Multipath

y(d,t) = x(t) ®h(d,1) = jw x()h(d,t—1)dx (4.3)

For a causal system, & (d,t) = 0 for t<0, thus equation (4.3) reduces to

t
y(d,t) = jx(r)h(d,t—r)dr (4.4)
Since the receiver moves along the ground at a constant velocity v, the posi-
tion of the receiver can by expressed as

d = vt (4.5)
Substituting (4.5) in (4.4), we obtain
t
y(vt, t) = J‘x(t)h(vt,t~t)dt (4.6)
Since v is a constant, y (vt,¢) is just a function of ¢. Therefore, equation (4.6)
can be expressed as

; ;

y(t) = jx(x)h(ut,t—c) dv = x(t) ®h (vt,t) = x(t) ®h(d, 1) (4.7)
From equation (4.7) it is clear that the mobile radio channel can be modeled as a
linear time varying channel, where the channel changes with time and distance.

Since v may be assumed constant over a short time (or distance) interval,
we may let x(¢) represent the transmitted bandpass waveform, y () the
received waveform, and % (¢, t) the impulse response of the time varying multi-
path radio channel. The impulse response % (¢,1) completely characterizes the
channel and is a function of both ¢ and t. The variable ¢ represents the time
variations due to motion, whereas t represents the channel multipath delay for
a fixed value of ¢ . One may think of © as being a vernier adjustment of time. The
received signal y (t) can be expressed as a convolution of the transmitted signal
x (t) with the channel impulse response (see Figure 4.3a).

y(t) = J'w x(DA(t1)de = x(¢) ®h (2, 1) | (4.8)

If the multipath channel is assumed to be a bandlimited bandpass channel,
which is reasonable, then A(¢,t) may be equivalently described by a complex
baseband impulse response h, (¢, 1) with the input and output being the com-
plex envelope representations of the transmitted and received signals, respec-
tively (see Figure 4.3b). That is,

1 1 1
ir(t) = §C (t) ® ihb (t, T) (49)
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Jjo,t

)

x(t) — ,, h{(t,7) = Re {hb(t,r)e }
i (&) = Re{r(ne "
(a)
y(t) =x(t) h(t)
o(t) ———» %hb(t, 1) ;%-» r(t)

| 11
i -z-r(t) = zC(t) ®§hb (t)

(b)

Figure 4.3
(a) Bandpass channel impulse response model.
(b) Baseband equivalent channel impulse response model.

where c (¢) and r(¢) are related to x (¢) and y(?), respectively, through [Cou93]
x(t) = Re{c(t)exp (j2nf,t)} (4.10)

y(t) = Re {r(t) exp (j2nf,t) } (4.11)

The factors of 1/2 in equation (4.9) are due to the properties of the complex
envelope, in order to represent the passband radio system at baseband. The low-
pass characterization removes the high frequency variations caused by the car-
rier, making the signal analytically easier to handle. It is shown by Couch

[Cou93] that the average power of a bandpass signal X’ () is equal to %!c (t) |2 ,

where the overbar denotes ensemble average for a stochastic signal, or time
average for a deterministic or ergodic stochastic signal.

It is useful to discretize the multipath delay axis 1 of the impulse response
into equal time delay segments called excess delay bins, where each bin has time
a delay width equal tot,, ,—1;, where 1, is equal to 0, and represents the first
arriving signal at the receiver. Letting i = 0, it is seen that 1, -1, is equal to the
time delay bin width given by At. For convention, t, = 0, 1, = A1, and
T, = 1At, for i = 0 to N-1, where N represents the total number of possible
equally-spaced multipath components, including the first arriving component.
Any number of multipath signals received within the i th bin are represented by
a single resolvable multipath component having delay t;. This technique of
quantizing the delay bins determines the time delay resolution of the channel
model, and the useful frequency span of the model can be shown to be 1/ (2A1) .
That is, the model may be used to analyze transmitted signals having band-
widths which are less than 1/(2A1) . Note that t, = 0 is the excess time delay
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of the first arriving multipath component, and neglects the propagation delay
between the transmitter and receiver. Excess delay is the relative delay of the
i th multipath component as compared to the first arriving component and is
given by 1,. The maximum excess delay of the channel is given by NAt.

Since the received signal in a multipath channel consists of a series of
attenuated, time-delayed, phase shifted replicas of the transmitted signal, the
baseband impulse response of a multipath channel can be expressed as

Ry (t,7) = Zai(t, 1) exp [j2nf,7; (£) + 0 (£, 1) 18 (t—1,(2))

N-1 :
(4.12)

=0

where a; (¢,7) and 1,(t) are thereal amplitudes and excess delays, respectively,
of ith multipath component at time ¢. The phase term 2nf,t;(¢) +¢,(¢,7) in
(4.12) represents the phase shift due to free space propagation of the i th multi-
path component, plus any additional phase shifts which are encountered in the
channel. In general, the phase term is simply represented by a single variable
9, (¢,7) which lumps together all the mechanisms for phase shifts of a single
multipath component within the ith excess delay bin. Note that some excess
delay bins may have no multipath at some time ¢ and delay rt,, since a, (¢, 1)

may be zero. In equation (4.12), N is the total possible number of multipath com-
ponents (bins), and & () is the unit impulse function which determines the spe-
cific multipath bins that have components at time ¢ and excess delays t;. Figure
4.4 illustrates an example of different snapshots of 4, (¢, 1), where ¢ varies into
the page, and the time delay bins are quantized to widths of At.

Figure 4.4

/T TT”“AA #

()

D R

2 J »

T(t3)

1)
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(t)

i > T(ty)

TN-1

An example of the time varying discrete-time impulse response model for a multipath radio channel.
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If the channel impulse response is assumed to be time invariant, or is at
least wide sense stationary over a small-scale time or distance interval, then the
channel impulse response may be simplified as

N-1
hy (1) = Z a;exp (=0,) 5 (t—1,) (4.13)
i=0
When measuring or predicting Ay(t), a probing pulse p (¢) which approxi-
mates a delta function is used at the transmitter. That is,

‘ p()=d(t—1) (4.14)
is used to sound the channel to determine A (7).
For small-scale channel modeling, the power delay profile of the channel is

found by taking the spatial average of |h, (t;'c)]2 over a local area. By making

several local area measurements of |, (¢;1) ]2 in different locations, it is possible

to build an ensemble of power delay profiles, each one representing a possible
small-scale multipath channel state [Rap91a]. ‘

Based on work by Cox [Cox72], [Cox75], if p (¢) has a time duration much
smaller than the impulse response of the multipath channel, p (¢) does not need
to be deconvolved from the received signal r (¢) in order to determine relative
multipath signal strengths. The received power delay profile in a local area is
given by :

P(ty) =k, (50| (4.15)

and many snapshots of |y (t;'c)[2 are typically averaged over a local (small-
scale) area to provide a single time-invariant multipath power delay profile
P (1) . The gain % in equation (4.15) relates the transmitted power in the prob-
ing pulse p (¢) to the total power received in a multipath delay profile.

4.2.1 Relationship Between Bandwidth and Received Power

In actual wireless communication systems, the impulse response of a multi-
path channel is measured in the field using channel sounding techniques. We
now consider two extreme channel sounding cases as a means of demonstrating
how the small-scale fading behaves quite differently for two signals with differ-
ent bandwidths in the identical multipath channel.

Consider a pulsed, transmitted RF signal of the form

x(t) = Re {p(t) exp (j27f,1) }
where p () is a repetitive baseband pulse train with very narrow pulse width
T\, and repetition period Tpzp Which is much greater than the maximum mea-
sured excess delay 1, in the channel. Now let '

p(t) =2 /rmax/Tbb for 0<t<T,,
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and let p (¢) be zero elsewhere for all excess delays of interest. The low pass
channel output r (¢) closely approximates the impulse response h,(f) and is
given by

N-1

1 .
) = = R —70. : -1,
r(t) 2;al(eXP(J 1)) p(t—1) (4.16)
N-1
T
= Za exp (—j6,) - “max rect[t—*—?_@—n:l

i=0 bb
To determme the recelved power at some time ¢, the power|r (ty) [ is mea-
0)| is called the instantaneous multipath power delay
proﬁle of the channel, and is equal to the energy received over the time duration
of the multipath delay divided by t That is, using equation (4.16)

max °

Tmax
1

j r(t) xr* () dt | (4.17)

I (t)|*

max

max N-IN-1
{Z D a;(to)a; (t)p (t—1)p (t-7,) exp (- (6 e))}dt

j=0i=0

Note that if all the multipath components are resolved by the probe p(t), then
|‘Cj—Ti| >T,, forall j#i,and

Tmax s N—1
!r(to)lz = 1 I [Zak (to)p (t— Tk) ]dt (4.18)

0 k=0
1 x aZ(t) ’:i"”‘{ Tmaxr t[t—-Tbb—T :]}zdt
T ) | T et [ e
= 0

N-1
> a; (,)
k=0

For a wideband probing signal p(t), T, is smaller than the delays between
multipath components in the channel, and equation (4.18) shows that the total
received power is simply related to the sum of the powers in the individual mul-
tipath components, and is scaled by the ratio of the probing pulse’s width and
amplitude, and the maximum observed excess delay of the channel. Assuming
that the received power from the multipath components forms a random process
where each component has a random amplitude and phase at any time ¢, the

average small-scale received power for the wideband probe is found from equa-
tion (4.17) as
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N-1 N-1
E, o [Pyp] = Ea,e[z la;exp (i%)f} ~>a; (4.19)
i=0 )

In equation (4.19), E, 4[] denotes the ensemble average over all possible val-
ues of a; and 6, in a local area, and the overbar denotes sample average over a
local measurement area which is generally measured using multipath measure-
ment equipment. The striking result of equations (4.18) and (4.19) is that if a
transmitted signal is able to resolve the multipaths, then the small-scale
received power is simply the sum of the powers received in each multipath compo-
nent. In practice, the amplitudes of individual multipath components do not fluc-
tuate widely in a local area. Thus, the received power of a wideband signal such
as p (¢) does not fluctuate significantly when a receiver is moved about a local
area [Rap89].

Now, instead of a pulse, consider a CW signal which is transmitted into the
exact same channel, and let the complex envelope be given by ¢ (¢) = 2. Then,
the instantaneous complex envelope of the received signal is given by the phasor
sum '

N-1
r(t) = Zaiexp U9, (¢, 1)) (4.20)
i=0
and the instantaneous power is given by
N-1 2
Z a;exp (jO,(t, 1)) (4.21)
i=0

As the receiver is moved over a local area, the channel changes, and the
received signal strength will vary at a rate governed by the fluctuations of a;
and 0;. As mentioned earlier, a; varies little over local areas, but 6, will vary
greatly due to changes in propagation distance over space, resulting in large fluc-
tuations of r (¢) as the receiver is moved over small distances (on the order of a
wavelength). That is, since r(¢) is the phasor sum of the individual multipath
components, the instantaneous phases of the multipath components cause the
large fluctuations which typifies small-scale fading for CW signals. The average
received power over a local area is then given by

r@) =

N-1 2
E, o [Peyl = Ea,@': Z a,exp (j6,) } (4.22)
1=0
JBy Jo, JOn_
Ea,B[PCW] = l:(aoe +ale + ... +aN_]e v 1) (423)

NEC, EXH. 1016, Page 24 of 172



150 Ch. 4 - Mobile Radio Propagation: Small-Scale Fading and Multipath

CW]~Za +2Z Zr cos(e 9) (4.24)

C1=0 i j=%i
where r;; is the path amphtude correlation coefficient defined to be
ri; = E,la,a;] (4.25)

and the overbar denotes time average for CW measurements made by a mobile
receiver over the local measurement area [Rap89]. Note that when
cos (6,—6,) = 0 and/or r; = 0, then the average power for a CW signal is
equivalent to the average received power for a wideband signal in a small-scale
region. This is seen by comparing equation (4.19) and equation (4.24). This can
occur when either the multipath phases are identically and independently dis-
tributed (i.i.d uniform) over [0,2n] or when the path amplitudes are uncorre-
lated. The i.i.d uniform distribution of 6 is a valid assumption since multipath
components traverse differential path lengths that measure hundreds of wave-
lengths and are likely to arrive with random phases. If for some reason it is
believed that the phases are not independent, the average wideband power and
average CW power will still be equal if the paths have uncorrelated amplitudes.
However, if the phases of the paths are dependent upon each other, then the
amplitudes are likely to be correlated, since the same mechanism which affects
the path phases is likely to also affect the amplitudes. This situation is highly
‘unlikely at transmission frequencies used in wireless mobile systems.

Thus it is seen that the received local ensemble average power of wideband
and narrowband signals are equivalent. When the transmitted signal has a
bandwidth much greater than the bandwidth of the channel, then the multipath
structure is completely resolved by the received signal at any time, and the
received power varies very little since the individual multipath amplitudes do
not change rapidly over a local area. However, if the transmitted signal has a
very narrow bandwidth (e.g., the baseband signal has a duration greater than
the excess delay of the channel), then multipath is not resolved by the received
signal, and large signal fluctuations (fading) occur at the receiver due to the
phase shifts of the many unresolved multipath components.

Figure 4.5 illustrates actual indoor radio channel measurements made
simultaneously with a wideband probing pulse having T,, = 10ns, and a CW
_ transmitter. The carrier frequency was 4 GHz. It can be seen that the CW signal
undergoes rapid fades, whereas the wideband measurements change little over
the 5\ measurement track. However, the local average received powers of both
signals were measured to be virtually identical [Haw91].

Example 4.2
Assume a discrete channel impulse response is used to model urban radio
channels with excess delays as large as 100 us and microcellular channels
with excess delays no larger than 4 ps. If the number of multipath bins is fixed
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Figure 4.5

Measured wideband and narrowband received signals over a 5A (0.375 m) measurement track inside
a building. Carrier frequency is 4 GHz. Wideband power is computed using equation (4.19), which
can be thought of as the area under the power delay profile.

at 64, find (a) At, and (b) the maximum bandwidth which the two models can
accurately represent. Repeat the exercise for an indoor channel model with
excess delays as large as 500 ns. As described in section 4.7.6, SIRCIM and

SMRCIM are statistical channel models based on equation (4.12) that use
parameters in this example.

Solution to Examplé 4.2

The maximum excess delay of the channel model is given by 15, = NAt. There-
fore, for Ty = 100pus, and N = 64 we obtain At = 1y/N = 1.5625 ps. The

maximum bandwidth that the SMRCIM model can accurately represent is
equal to ' ‘

1/(2A1) = 1/(2(1.5625us)) = 0.32 MHz.
For the SMRCIM urban microcell model, Ty = 4us, At = 1/N = 62.5ns.

The maximum bandwidth that can be represented is
1/(2A7) = 1/(2(62.5ns)) =8 MHz.
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500 x 10~
Similarly, for indoor channels, At = /N = — = 7.8125 ns.

The maximum bandwidth for the indoor channel model is
1/(2A1) = 1/(2(7.8125ns)) = 64 MHz.

Example 4.3

Assume a mobile traveling at a velocity of 10 m/s receives two multipath com-
ponents at a carrier frequency of 1000 MHz. The first component is assumed to
arrive at 1 = 0 with an initial phase of 0° and a power of -70 dBm, and the
second component which is 3 dB weaker than the first component is assumed
to arrive at T = lus, also with an initial phase of 0°. If the mobile moves
directly towards the direction of arrival of the first component and directly
away from the direction of arrival of the second component, compute the nar-
rowband instantaneous power at time intervals of 0.1 s from 0's to 0.5 s. Com-
pute the average narrowband power received over this observation interval.
Compare average narrowband and wideband received powers over the inter-
val.

Solution to Example 4.3
Given v = 10 m/s, time intervals of 0.1 s correspond to spatial intervals of 1 m.
The carrier frequency is given to be 1000 MHz, hence the wavelength of the
signal is

f 1000 x 10°
The narrowband instantaneous power can be computed using equation (4.21).
Note -70 dBm = 100 pW. At time ¢ = 0, the phases of both multipath compo-
nents are 0°, hence the narrowband instantaneous power is equal to
N-1 2
Z a;exp (j6, (¢, 1))

1=0

2
|/T00 pW x exp (0) + /50 pW x exp (0)|” = 291 pw

Ir (6]

Now, as the mobile moves, the phase of the two multipath components changes
in opposite directions.
At t = 0.1s, the phase of the first component is

9. = 2nd _ 2nvt _ 2nx 10 (m/s) x 0.1 s

l Iy iy 03 m

20.94 rad = 2.09 rad-= 120°
Since the mobile moves towards the direction of arrival of the first component,
and away from the direction of arrival of the second component, 0, is positive,
and 0, is negative.
Therefore, at ¢ = 0.1s, 6, = 120°, and 9, = —120°, and the instantaneous
power is equal to
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N-1 2
Z a;exp (J6,;(t, 1))

i=0

2
= |/100 pW x exp (j120°) + /50 pW x exp (—j120°)|" = 78.2 pW

Ir (6]

Similarly, at ¢t = 02s, 92‘ = 240°, and 0, = —240°, and the instantaneous

power is equal to
N-1 2

Z a;exp (j6, (¢, 1))

1=0

. 2
|/T00 pW x exp (j240°) + /50 pW x exp (—j240°)|" = 81.5 pW

r (01

Similarly, at ¢ = 0.3 s, 8, = 360° = 0°, and 6, = —360° = 0°, and the instan-
taneous power is equal to
N-1 2

Z a,exp (jO, (£, 7))

i=0

|/TOO pW x exp (j0°) + /SO pW x exp (—0°)]" = 291 pW

r )

It follows that at ¢ = 04 s, |r(£)]° = 782 pW, and at ¢ = 0.5 s, |r(£)]° = 81.5
pW.

The average narrowband received power is equal to

(2) (291) + (2) (678.2> T (2) B3 w = 150233 pW

Using equation (4.19), the wideband power is given by

N-1 N-1
E, Py gl = Ea,ﬁl:z |a,exp Uei)lz} =~ Z a?

1=0 =0
Ea,e [PW,B] = 100 pW + 50 pW = 150 pW
As can be seen, the narrowband and wideband received power are virtually
identical when averaged over 0.5 s (or 5 m). While the CW signal fades over the
observation interval, the wideband signal power remains constant.

4.3 Small-Scale Multipath Measurements

Because of the importance of the multipath structure in determining the
small-scale fading effects, a number of wideband channel sounding techniques
have been developed. These techniques may be classified as direct pulse mea-
surements, spread spectrum sliding correlator measurements, and swept fre-
quency measurements.
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4.3.1 Direct RF Pulse System

A simple channel sounding approach is the direct RF pulse system (see Fig-
ure 4.6). This technique allows engineers to determine rapidly the power delay
profile of any channel, as demonstrated by Rappaport and Seidel [Rap89],
[Rap90]. Essentially a wide band pulsed bistatic radar, this system transmits a
repetitive pulse of width t1,, s, and uses a receiver with a wide bandpass filter
(BW = 2/7,,Hz). The signal is then amplified, detected with an envelope detec-
tor, and displayed and stored on a high speed oscilloscope. This gives an immedi-
ate measurement of the square of the channel impulse response convolved with
the probing pulse (see equation (4.17)). If the oscilloscope is set on averaging
mode, then this system can provide a local average power delay profile. Another
attractive aspect of this system is the lack of complexity, since off-the-shelf
equipment may be used.

-_Tx ) REP

N A - Thb

’ / Pulse Width = 14,
i b
| Pulse Generator : -

i !
RS

“Rx
. ) Resolution = Pulse Width
BW = — |

T : {
| — bb T 1 1
-~ »BPF L, > —» detector ____, Digital Storage |

i | ! | i
L L | Oscilloscope

—

o

——

|

Figure 4.6

Direct RF channel impulse response measurement system.

The minimum resolvable delay between multipath components is equal to
the probing pulse width t,, . The main problem with this system is that it is sub-
ject to interference and noise, due to the wide passband filter required for multi-
path time resolution. Also, the pulse system relies on the ability to trigger the
oscilloscope on the first arriving signal. If the first arriving signal is blocked or
fades, severe fading occurs, and it is possible the system may not trigger prop-
erly. Another disadvantage is that the phases of the individual multipath compo-
nents are not received, due to the use of an envelope detector. However, use of a
coherent detector permits measurement of the multipath phase using this tech-
nique.
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4.3.2 Spread Spectrum Sliding Correlator Channel Sounding

The basic block diagram of a spread spectrum channel sounding system is
shown in Figure 4.7. The advantage of a spread spectrum system is that, while
the probing signal may be wideband, it is possible to detect the transmitted sig-
nal using a narrowband receiver preceded by a wideband mixer, thus improving
the dynamic range of the system as compared to the direct RF pulse system.

In a spread spectrum channel sounder, a carrier signal is “spread” over a
large bandwidth by mixing it with a binary pseudo-noise (PN) sequence having a
chip duration T, and a chip rate R, equal to 1/T, Hz. The power spectrum
envelope of the transmitted spread spectrum signal is given by [Dix84] as

[sin (-1, Tc} 2 (4.26)
(f=f)T. '
and the null-to-null bandwidth is
BW = 2R, 4.27)
:F_ Tx
f2 D_.
Tx chip clock
O PN Sequence
Generator . 1
Rc = o[Hz] = 1/T, Resolution ~ 73 (rms pulse width)
4
Rx chip clock Digital Storage
PN Sequence Oscilloscope
Rx Generator
\/ - B (FTz]
N Correlation Bandwidth
BW=2R, BW=2(a—B)
BPF BPF detector
Wideband Filter Narrowband Filter @f.

Figure 4.7

Spread spectrum channel impulse response measurement system.

The spread spectrum signal is then received, filtered, and despread using a
PN sequence generator identical to that used at the transmitter. Although the
two PN sequences are identical, the transmitter chip clock is run at a slightly
faster rate than the receiver chip clock. Mixing the chip sequences in this fashion
implements a sliding correlator [Dix84]. When the PN code of the faster chip
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clock catches up with the PN code of the slower chip clock, the two chip
sequences will be virtually identically aligned, giving maximal correlation. When
the two sequences are not maximally correlated, mixing the incoming spread
spectrum signal with the unsynchronized receiver chip sequence will spread this
signal into a bandwidth at least as large as the receiver's reference PN sequence.
In this way, the narrowband filter that follows the correlator can reject almost all
of the incoming signal power. This is how processing gain is realized in a spread
spectrum receiver and how it can reject passband interference, unlike the direct
RF pulse sounding system.
Processing gain (PG) is given as
2R, 2%, (S/N)

= —L= = out 4.28
PC=p =T =N, (4.28)

4

where 1,, = 1/R,,, is the period of the baseband information. For the case of a
sliding correlator channel sounder, the baseband information rate is equal to the
frequency offset of the PN sequence clocks at the transmitter and receiver.

When the incoming signal is correlated with the receiver sequence, the sig-
nal is collapsed back to the original bandwidth (i.e., “despread”), envelope
detected, and displayed on an oscilloscope. Since different incoming multipaths
will have different time delays, they will maximally correlate with the receiver
PN sequence at different times. The energy of these individual paths will pass
through the correlator depending on the time delay. Therefore, after envelope
detection, the channel impulse response convolved with the pulse shape of a sin-
gle chip is displayed on the oscilloscope. Cox [Cox72] first used this method to
measure channel impulse responses in outdoor suburban environments at 910
MHz. Devasirvatham [Dev86], [Dev90a] successfully used a direct sequence
spread spectrum channel sounder to measure time delay spread of multipath
components and signal level measurements in office and residential buildings at
850 MHz. Bultitude [Bul89] used this technique for indoor and mlcrocellular
channel sounding work, as did Landron [Lan92].

The time resolution (At) of multipath components using a spread spec-
trum system with sliding correlation is

At = 2T, = ITC (4.29)

In other words, the system can resolve two multipath components as long
as they are equal to or greater than 2T, seconds apart. In actuality, multipath
components with interarrival times smaller than 2T, can be resolved since the
rms pulse width is smaller than the absolute width of the triangular correlation
pulse, and is on the order of T',.

The sliding correlation process gives equivalent time measurements that
are updated every time the two sequences are maximally correlated. The time

between maximal correlations (T) can be calculated from equation (4.30)
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AT = Tyl = 2 (4.30)
[
where T, = chip period (s)
R, = chip rate (Hz)
v = slide factor (dimensionless)
[ = sequence length (chips)
The slide factor is defined as the ratio between the transmitter chip clock
rate and the difference between the transmitter and receiver chip clock rates

[Dev86]. Mathematically, this is expressed as

- _Q v
~ a=F (4.31)
where o = transmitter chip clock rate (Hz)
B = receiver chip clock rate (Hz)

For a maximal length PN sequence, the sequence length is

1=2"-1 . (4.32)
where n is the number of shift registers in the sequence generator [Dix84].

Since the incoming spread spectrum signal is mixed with a receiver PN
sequence that is slower than the transmitter sequence, the signal is essentially
down-converted (“collapsed”) to a low-frequency narrowband signal. In other
words, the relative rate of the two codes slipping past each other is the rate of
information transferred to the oscilloscope. This narrowband signal allows nar-
rowband processing, eliminating much of the passband noise and interference.
The processing gain of equation (4.28) is then realized using a narrowband filter
(BW = 2(a—B)).

The equivalent time measurements refer to the relative times of multipath
components as they are displayed on the oscilloscope. The observed time scale on
the oscilloscope using a sliding correlator is related to the actual propagation
time scale by ‘

Actual Propagation Time = Mﬁlﬁ (4.33)
This effect is due to the relative rate of information transfer in the sliding
correlator. For example, T, of equation (4.30) is an observed time measured on
an oscilloscope and not actual propagation time. This effect, known as time dila-
tion, occurs in the sliding correlator system because the propagation delays are
actually expanded in time by the sliding correlator.
Caution must be taken to ensure that the sequence length has a period
which is greater than the longest multipath propagation delay. The PN sequence
period is ‘

Tpnseq = Tel (4.34)

NEC, EXH. 1016, Page 32 of 172



158 Ch. 4 « Mobile Radio Propagation: Small-Scale Fading and Multipath

The sequence period gives an estimate of the maximum unambiguous
range of incoming multipath signal components. This range is found by multiply-
ing the speed of light with 1,y v in equation (4.34).

There are several advantages to the spread spectrum channel sounding sys-
tem. One of the key spread spectrum modulation characteristics is the ability to
reject passband noise, thus improving the coverage range for a given transmitter
power. Transmitter and receiver PN sequence synchronization is eliminated by
the sliding correlator. Sensitivity is adjustable by changing the sliding factor and
the post-correlator filter bandwidth. Also, required transmitter powers can be
- considerably lower than comparable direct pulse systems due to the inherent
“processing gain” of spread spectrum systems.

A disadvantage of the spread spectrum system, as compared to the direct
pulse system, is that measurements are not made in real time, but they are com-
piled as the PN codes slide past one another. Depending on system parameters
and measurement objectives, the time required to make power delay profile mea-
surements may be excessive. Another disadvantage of the system described here
is that a noncoherent detector is used, so that phases of individual multipath
components can not be measured. Even if coherent detection is used, the sweep
time of a spread spectrum signal induces delay such that the phases of individ-
ual multipath components with different time delays would be measured at sub-
stantially different times, during which the channel might change.

4.3.3 Frequency Domain Channel Sounding

Because of the dual relationship between time domain and frequency
domain techniques, it is possible to measure the channel impulse response in the
frequency domain. Figure 4.8 shows a frequency domain channel sounder used
for measuring channel impulse responses. A vector network analyzer controls a
synthesized frequency sweeper, and an S-parameter test set is used to monitor
the frequency response of the channel. The sweeper scans a particular frequency
band (centered on the carrier) by stepping through discrete frequencies. The
number and spacings of these frequency steps impact the time resolution of the
impulse response measurement. For each frequency step, the S-parameter test
set transmits a known signal level at port 1 and monitors the received signal
level at port 2. These signal levels allow the analyzer to determine the complex
response (i.e., transmissivity So1(®)) of the channel over the measured frequency
range. The transmissivity response is a frequency domain representation of the
channel impulse response. This response is then converted to the time domain
using inverse discrete Fourier transform (IDFT) processing, giving a band-lim-
ited version of the impulse response. In theory, this technique works well and
indirectly provides amplitude and phase information in the time domain. How-
ever, the system requires careful calibration and hardwired synchronization
between the transmitter and receiver, making it useful only for very close mea-
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surements (e.g., indoor channel sounding). Another limitation with this system
is the non-real-time nature of the measurement. For time varying channels, the
channel frequency response can change rapidly, giving an erroneous impulse
response measurement. To mitigate this effect, fast sweep times are necessary to
keep the total swept frequency response measurement interval as short as possi-
ble. A faster sweep time can be accomplished by reducing the number of fre-
quency steps, but this sacrifices time resolution and excess delay range in the
time domain. The swept frequency system has been used successfully for indoor
propagation studies by Pahlavan [Pah95] and Zaghloul, et.al. [Zag91a],
[Zag91b].

Tx ‘ Rx
\NT/ Vector Network Analyzer T
with
Swept Frequency Oscillator
X (o) Y (w)
S-parameter test set
Port 1 “Port 2

= Y(o)

821 (0) cH(w) = X (o)
v
Inverse
DFT Processor

—————— (t) = FT ' [H(®)]

Figure 4.8

Frequency domain channel impulse response measurement system.

4.4 Parameters of Mobile Multipath Channels

Many multipath channel parameters are derived from the power delay pro-
file, given by equation (4.18). Power delay profiles are measured using the tech-
niques discussed in Section 4.4 and are generally represented as plots of relative
received power as a function of excess delay with respect to a fixed time delay -
reference. Power delay profiles are found by averaging instantaneous power
delay profile measurements over a local area in order to determine an average
small-scale power delay profile. Depending on the time resolution of the probing
pulse and the type of multipath channels studied, researchers often choose to
sample at spatial separations of a quarter of a wavelength and over receiver
movements no greater than 6 m in outdoor channels and no greater than 2 m in
indoor channels in the 450 MHz - 6 GHz range. This small-scale sampling avoids

NEC, EXH. 1016, Page 34 of 172



160 \ Ch. 4 - Mobile Radio Propagation: Small-Scale Fading and Multipath

large-scale averaging bias in the resulting small-scale statistics. Figure 4.9
shows typical power delay profile plots from outdoor and indoor channels, deter-
mined from a large number of closely sampled instantaneous profiles.

4.4.1 Time Dispersion Parameters

In order to compare different multipath channels and to develop some gen-
eral design guidelines for wireless systems, parameters which grossly quantify
the multipath channel are used. The mean excess delay, rms delay spread, and
excess delay spread (X dB) are multipath channel parameters that can be deter-
mined from a power delay profile. The time dispersive properties of wide band
multipath channels are most commonly quantified by their mean excess delay
(1) and rms delay spread (c_). The mean excess delay is the first moment of the
power delay profile and is defined to be '

Zaitk ZP(rk) T
_ & _ %
Zai ZP ()
P2 k

The rms delay spread is the square root of the second central moment of the
power delay profile and is defined to be

(4.35)

T

. = i (%)’ (4.36)

where

_ Zaiti ZP (t2) ri
= b = | (4.37)
Da,  DP(z)
A ) %
These delays are measured relative to the first detectable signal arriving at the
receiver at 1, = 0. Equations (4.35) - (4.37) do not rely on the absolute power
level of P (1), but only the relative amplitudes of the multipath components
within P (7). Typical values of rms delay spread are on the order of microsec-
onds in outdoor mobile radio channels and on the order of nanoseconds in indoor
radio channels. Table 4.1 shows the typical measured values of rms delay spread.
It is important to note that the rms delay spread and mean excess delay are
defined from a single power delay profile which is the temporal or spatial aver-
age of consecutive impulse response measurements collected and averaged over
a local area. Typically, many measurements are made at many local areas in
order to determine a statistical range of multipath channel parameters for a
mobile communication system over a large-scale area [Rap90].
The maximum excess delay (X dB) of the power delay profile is defined to be
the time delay during which multipath energy falls to X dB below the maxi-
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Measured multipath power delay profiles
a) From a 900 MHz cellular system in San Francisco [From [Rap90] © IEEE].

b) Inside a grocery store at 4 GHz [From [Haw91] © IEEE].
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Table 4.1 Typical Measured Values of RMS Delay Spread

Environment |Frequency RMS Delay
(MHz) Spread (o) Notes Reference
Urban 910 1300 ns avg. New York City [Cox75]
600 ns st. dev.
3500 ns max.
Urban 892 10-25 us Worst case San Francisco [Rap90]
Suburban 910 200-310 ns Averaged typical case [Cox72]
Suburban 910 1960-2110 ns Averaged extreme case [Cox72]
Indoor 1500 10-50 ns Office building [Sal87]
25 ns median
Indoor 850 270 ns max. Office building [Dev90a]
Indoor 1900 70-94 ns avg. Three San Francisco [Sei92a]
1470 ns max. buildings

mum. In other words, the maximum excess delay is defined as 1, —1,, where 1,
is the first arriving signal and 1y is the maximum delay at which a multipath
component is within X dB of the strongest arriving multipath signal (which does
not necessarily arrive at 1,). Figure 4.10 illustrates the computation of the max-
imum excess delay for multipath components within 10 dB of the maximum. The
maximum excess delay (X dB) defines the temporal extent of the multipath that
is above a particular threshold. The value of 1y is sometimes called the excess
delay spread of a power delay profile, but in all cases must be specified with a
threshold that relates the multipath noise floor to the maximum received multi-
path component. ‘

In practice, values for 7, 12, and o, depend on the choice of noise threshold
used to process P (t). The noise threshold is used to differentiate between
received multipath components and thermal noise. If the noise threshold is set
too low, then noise will be processed as multipath, thus giving rise to values of
1, 12, and o that are artificially high.

It should be noted that the power delay profile and the magnitude fre-
quency response (the spectral response) of a mobile radio channel are related
through the Fourier transform. It is therefore possible to obtain an equivalent
description of the channel in the frequency domain using its frequency response
characteristics. Analogous to the delay spread parameters in the time domain,
coherence bandwidth is used to characterize the channel in the frequency
domain. The rms delay spread and coherence bandwidth are inversely propor-
tional to one another, although their exact relationship is a function of the exact
multipath structure.

NEC, EXH. 1016, Page 37 of 172



Parameters of Mobile Multipath Channels 163

ot ﬂ " I' RMS Delay Spread = 46.40 ns

N T} Sew— \ Y| oo

=20 A AN A # '
P ARV VAL WA TR Ny

Maximum Excess Delay < 10 dB = 84 ns

Thraeshaold Level = -20 dB

-—

Mean Excess Dalay = 45.05 ns

Normalized Received Power (dB Scale)

=30 1 ] 1 ;] ! 1 | { 1 !
-50 0 50 100 150 200 250 300 350 400 450

Excess Delay (ns)
Figure 4.10

Example of an indoor power delay profile; rms delay spread, mean excess delay, maximum excess
delay (10 dB), and threshold level are shown.

4.4.2 Coherence Bandwidth

While the delay spread is a natural phenomenon caused by reflected and
scattered propagation paths in the radio channel, the coherence bandwidth, B _,
is a defined relation derived from the rms delay spread. Coherence bandwidth is
a statistical measure of the range of frequencies over which the channel can be
considered “flat” (i.e., a channel which passes all spectral components with
approximately equal gain and linear phase). In other words, coherence band-
width is the range of frequencies over which two frequency components have a
strong potential for amplitude correlation. Two sinusoids with frequency separa-
tion greater than B, are affected quite differently by the channel. If the coher-
ence bandwidth is defined as the bandwidth over which the frequency correlation
function is above 0.9, then the coherence bandwidth is approximately [Lee89b]

1

¢~ 500,

If the definition is relaxed so that the frequency correlation function is above 0.5,
then the coherence bandwidth is approximately

(4.38)
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B~ (4.39)

¢ 5c;t

It is important to note that an exact relationship between coherence band-
width and rms delay spread does not exist, and equations (4.38) and (4.39) are
“ball park estimates”. In general, spectral analysis techniques and simulation
are required to determine the exact impact that time varying multipath has on a
particular transmitted signal [Chu87], [Fun93], [Ste94]. For this reason, accu-
rate multipath channel models must be used in the design of specific modems for
wireless applications [Rap91al, [Woe94].

Example 4.4 \
Calculate the mean excess delay, rms delay spread, and the maximum excess
delay (10 dB) for the multipath profile given in the figure below. Estimate the
50% coherence bandwidth of the channel. Would this channel be suitable for
AMPS or GSM service without the use of an equalizer?

P.(x)
N
0dB + Ar
-10dB + -
20 dB &
.30 dB 4
0 1 2 5 1

Figure E4.4

Solution to Example 4.4
The rms delay spread for the given multipath profile can be obtained using
equations (4.35) — (4.37). The delays of each profile are measured relative to
the first detectable signal. The mean excess delay for the given profile

_ (1) (5) + (0.1) (1) + (0.1) (2) + (0.01) (0) _

v = ) [o.)01+0.1(+0.)1&)1] QRO = 438

The second moment for the given power delay profile can be calculated

as

2_ ()G 0D M+ 01 @)+ 00 () _,, 07us
121 '

Therefore the rms delay spread, 6. = A21.07— (4.38) 2= 1.37us

The coherence bandwidth is found from equation (4.39) to be

1 1
B [
¢~35. " 5(137p9) 146 kHz
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Since B, is greater than 30 kHz, AMPS will work without an equalizer. How-
ever, GSM requires 200 kHz bandwidth which exceeds B, thus an equalizer
would be needed for this channel.

4.4.3 Doppler Spread and Coherence Time

Delay spread and coherence bandwidth are parameters which describe the
time dispersive nature of the channel in a local area. However, they do not offer
information about the time varying nature of the channel caused by either rela-
tive motion between the mobile and base station, or by movement of objects in
the channel. Doppler spread and coherence time are parameters which describe
the time varying nature of the channel in a small-scale region.

Doppler spread By, is a measure of the spectral broadening caused by the
time rate of change of the mobile radio channel and is defined as the range of fre-
quencies over which the received Doppler spectrum is essentially non-zero.
When a pure sinusoidal tone of frequency f, is transmitted, the received signal
spectrum, called the Doppler spectrum, will have components in the range f, —f,
to f,+f,, where f, is the Doppler shift. The amount of spectral broadening
depends on £, which is a function of the relative velocity of the mobile, and the
angle 6 between the direction of motion of the mobile and direction of arrival of
the scattered waves. If the baseband signal bandwidth is much greater than By,
the effects of Doppler spread are negligible at the receiver.

Coherence time T, is the time domain dual of Doppler spread and is used
to characterize the time varying nature of the frequency dispersiveness of the
channel in the time domain. The Doppler spread and coherence time are
inversely proportional to one another. That is,

T .~ (4.40.2)

Coherence time is actually a statistical measure of the time duration over
which the channel impulse response is essentially invariant, and quantifies the
similarity of the channel response at different times. In other words, coherence
time is the time duration over which two received signals have a strong potential
for amplitude correlation. If the reciprocal bandwidth of the baseband signal is
greater than the coherence time of the channel, then the channel will change
during the transmission of the baseband message, thus causing distortion at the
receiver. If the coherence time is defined as the time over which the time correla-
tion function is above 0.5, then the coherence time is approximately [Ste94]

9

where f,, is the maximum Doppler shift given by f, = v/). In practice, (4.40.a)
suggests a time duration during which a Rayleigh fading signal may fluctuate
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wildly, and (4.40.b) is often too restrictive. A popular rule of thumb for modern
digital communications is to define the coherence time as the geometric mean of
equations (4.40.a) and (4.40.b). That is,

T, = |2 = %423 (4.40.)
16nfs, I
The definition of coherence time implies that two signals arriving with a
time separation greater than T, are affected differently by the channel. For
example, for a vehicle traveling 60 mph using a 900 MHz carrier, a conservative
value of T, can be shown to be 2.22 ms from (4.40.b). If a digital transmission
system is used, then as long as the symbol rate is greater than 1/T, = 454 bps ,
the channel will not cause distortion due to motion (however, distortion could
result from multipath time delay spread, depending on the channel impulse
response). Using the practical formula of (4.40.c), T, = 6.77 ms and the symbol
rate must exceed 150 bits/s in order to avoid distortion due to frequency disper-
sion.

Example 4.5
Determine the proper spatial sampling interval required to make small-scale
propagation measurements which assume that consecutive samples are highly
correlated in time. How many samples will be required over 10 m travel dis-
tance if f, = 1900 MHz and v = 50 m/s. How long would it take to make these
measurements, assuming they could be made in real time from a moving vehi-
‘cle? What is the Doppler spread By, for the channel?

Solution to Example 4.5
For correlation, ensure that the time between samples is equal to T»/2, and
use the smallest value of T, for conservative design.

Using equation (4.40.b)
TszZf - 12521; - 16?:(;;” - 0x3:10 6
m ¢ 16x3.14x50x 1900 x 10
T, = 565us

Taking time samples at less than half T,,at 282.5ps
corresponds to a spatial sampling interval of

vT
C - 30x56388 - 0014125 m = 1.4] em

Ax =

2 2
Therefore, the number of samples required over a 10 m travel distance is
_10_ 10 _
N, = e - 001413 708 samples
The time taken to make this measurement is equal to L0m 0.2s
. 50 m/s
The Doppler spread is
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vf, 50 x 1900 x 10°
By=f =—t=222%" =31666Hz

4.5 Types of Small-Scale Fading

Section 4.3 demonstrated that the type of fading experienced by a signal
propagating through a mobile radio channel depends on the nature of the trans-
mitted signal with respect to the characteristics of the channel. Depending on
the relation between the signal parameters (such as bandwidth, symbol period,
etc.) and the channel parameters (such as rms delay spread and Doppler spread),
different transmitted signals will undergo different types of fading. The time dis-
persion and frequency dispersion mechanisms in a mobile radio channel lead to
four possible distinct effects, which are manifested depending on the nature of
the transmitted signal, the channel, and the velocity. While multipath delay
spread leads to time dispersion and frequency selective fading, Doppler spread
leads to frequency dispersion and time selective fading. The two propagation
mechanisms are independent of one another. Figure 4.11 shows a tree of the four
different types of fading.

Small-Scale Fading
(Based on multipath time delay spread)

|
[ |

Flat Fading Frequency Selective Fading
1. BW of signal < BW of channel 1. BW of signal > BW of channel
2. Delay spread < Symbol period 2. Delay spread > Symbol period

Small-Scale Fading

(Based on Doppler spread)

[

Fast Fading Slow Fading
1. High Doppler spread 1. Low Doppler spread
2. Coherence time < Symbol period 2. Coherence time > Symbol period
3. Channel variations faster than base- 3. Channel variations slower than
band signal variations baseband signal variations
Figure 4.11

Types of small-scale fading.
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4.5.1 Fading Effects Due to Multipath Time Delay Spread

Time dispersion due to multipath causes the transmitted signal to undergo
either flat or frequency selective fading.

4.5.1.1 Flat fading

If the mobile radio channel has a constant gain and linear phase response
over a bandwidth which is greater than the bandwidth of the transmitted signal,
then the received signal will undergo flat fading. This type of fading is histori-
cally the most common type of fading described in the technical literature. In flat
fading, the multipath structure of the channel is such that the spectral charac-
teristics of the transmitted signal are preserved at the receiver. However the
strength of the received signal changes with time, due to fluctuations in the gain
of the channel caused by multipath. The characteristics of a flat fading channel
are illustrated in Figure 4.12.

s(t) he ) ",
s(t) A, t) r(t)
t , ! | L__¢
0 T 01 0 T+t 1<<T,
S¢ H) R()
— j_—[ flf — f —f }__[f\,f

Figure 4.12
Flat fading channel characteristics.

It can be séen from Figure 4.12 that if the channel gain changes over time,
a change of amplitude occurs in the received signal. Over time, the received sig-
nal r(¢) varies in gain, but the spectrum of the transmission is preserved. In a
flat fading channel, the reciprocal bandwidth of the transmitted signal is much
larger than the multipath time delay spread of the channel, and % » (t,7) can be
approximated as having no excess delay (i.e., a single delta function with t = 0).
Flat fading channels are also known as amplitude varying channels and are
sometimes referred to as narrowband channels, since the bandwidth of the
applied signal is narrow as compared to the channel flat fading bandwidth. Typi-
cal flat fading channels cause deep fades, and thus may require 20 or 30 dB more
transmitter power to achieve low bit error rates during times of deep fades as
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compared to systems operating over non-fading channels. The distribution of the
instantaneous gain of flat fading channels is important for designing radio links,
and the most common amplitude distribution is the Rayleigh distribution. The
Rayleigh flat fading channel model assumes that the channel induces an ampli-
tude which varies in time according to the Rayleigh distribution.

To summarize, a signal undergoes flat fading if

By «B, (4.41)
and '
Tg» o, (4.42)

where Ty is the reciprocal bandwidth (e.g., symbol period) and B s is the band-
width, respectively, of the transmitted modulation, and o, and B, are the rms
delay spread and coherence bandwidth, respectively, of the channel.

4.5.1.2 Frequency Selective Fading

If the channel possesses a constant-gain and linear phase response over a
bandwidth that is smaller than the bandwidth of transmitted signal, then the
channel creates frequency selective fading on the received signal. Under such
conditions the channel impulse response has a multipath delay spread which is
greater than the reciprocal bandwidth of the transmitted message waveform.
When this occurs, the received signal includes multiple versions of the transmit-
ted waveform which are attenuated (faded) and delayed in time, and hence the
received signal is distorted. Frequency selective fading is due to time dispersion
of the transmitted symbols within the channel. Thus the channel induces
intersymbol interference (ISI). Viewed in the frequency domain, certain fre-
quency components in the received signal spectrum have greater gains than oth-
ers.

Frequency selective fading channels are much more difficult to model than
flat fading channels since each multipath signal must be modeled and the chan-
nel must be considered to be a linear filter. It is for this reason that wideband
multipath measurements are made, and models are developed from these mea-
surements. When analyzing mobile communication systems, statistical impulse
response models such as the 2-ray Rayleigh fading model (which considers the
impulse response to be made up of two delta functions which independently fade
and have sufficient time delay between them to induce frequency selective fading
upon the applied signal), or computer generated or measured impulse responses,
are generally used for analyzing frequency selective small-scale fading. Figure
4.13 illustrates the characteristics of a frequency selective fading channel.

For frequency selective fading, the spectrum S (f) of the transmitted signal
has a bandwidth which is greater than the coherence bandwidth B, of the chan-
nel. Viewed in the frequency domain, the channel becomes frequency selective,
where the gain is different for different frequency components. Frequency selec-
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Figure 4.13
Frequency selective fading channel characteristics.

tive fading is caused by multipath delays which approach or exceed the symbol
period of the transmitted symbol. Frequency selective fading channels are also
known as wideband channels since the bandwidth of the signal s (¢) is wider
than the bandwidth of the channel impulse response. As time varies, the channel
varies in gain and phase across the spectrum of s(?), resulting in time varying
distortion in the received signal r(z). To sumrnarlze a signal undergoes frequency
selective fading if

B;>B, (4.43)
and
Tg<o, (4.44)

A common rule of thumb is that a channel is frequency selective if ¢_>0.1T,,
although this is dependent on the specific type of modulation used. Chapter 5
presents simulation results which illustrate the impact of time delay spread on
bit error rate (BER).

4.5.2 Fading Effects Due to Doppler Spread

4.5.2.1 Fast Fading

Depending on how rapidly the transmitted baseband signal changes as
compared to the rate of change of the channel, a channel may be classified either
as a fast fading or slow fading channel. In a fast fading channel, the channel
impulse response changes rapidly within the symbol duration. That is, the coher-
ence time of the channel is smaller than the symbol period of the transmitted
signal. This causes frequency dispersion (also called time selective fading) due to
Doppler spreading, which leads to signal distortion. Viewed in the frequency
domain, signal distortion due to fast fading increases with increasing Doppler
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spread relative to the bandwidth of the transmitted signal. Therefore, a signal
undergoes fast fading if

T¢>T, (4.45)
and
Bg<Bp, (4.46)

It should be noted that when a channel is specified as a fast or slow fading
channel, it does not specify whether the channel is flat fading or frequency selec-
tive in nature. Fast fading only deals with the rate of change of the channel due
to motion. In the case of the flat fading channel, we can approximate the impulse
response to be simply a delta function (no time delay). Hence, a flat fading, fast
fading channel is a channel in which the amplitude of the delta function varies
faster than the rate of change of the transmitted baseband signal. In the case of
a frequency selective, fast fading channel, the amplitudes, phases, and time
delays of any one of the multipath components vary faster than the rate of
change of the transmitted signal. In practice, fast fading only occurs for very low
data rates.

4.5.2.2 Slow Fading

In a slow fading channel, the channel impulse response changes at a rate
much slower than the transmitted baseband signal s(¢). In this case, the channel
may be assumed to be static over one or several reciprocal bandwidth intervals.
In the frequency domain, this implies that the Doppler spread of the channel is
much less than the bandwidth of the baseband signal. Therefore, a signal under-
goes slow fading if

Te«T, (4.47)
and ;

Bg» By, (4.48)
It should be clear that the velocity of the mobile (or velocity of objects in the
channel) and the baseband signaling determines whether a signal undergoes
fast fading or slow fading.

The relation between the various multipath parameters and the type of fad-
ing experienced by the signal are summarized in Figure 4.14. Over the years,
some authors have confused the terms fast and slow fading with the terms large-
scale and small-scale fading. It should be emphasized that fast and slow fading

deal with the relationship between the time rate of change in the channel and
the transmitted signal, and not with propagation path loss models.
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Figure 4.14
Matrix illustrating type of fading experienced by a signal as a function of
(a) symbol period
(b) baseband signal bandwidth.

4.6 Rayleigh and Ricean Distributions

4.6.1 Rayleigh Fading Distribution

In mobile radio channels, the Rayleigh distribution is commonly used to
describe the statistical time varying nature of the received envelope of a flat fad-
ing signal, or the envelope of an individual multipath component. It is well
known that the envelope of the sum of two quadrature Gaussian noise signals
obeys a Rayleigh distribution. Figure 4.15 shows a Rayleigh distributed signal
envelope as a function of time. The Rayleigh distribution has a probability den-
sity function (pdf) given by

NEC, EXH. 1016, Page 47 of 172



Rayleigh and Ricean Distributions 173

Typical simulated Rayleigh fading at the carrier
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Figure 4.15

A typical Rayleigh fading envelope at 900 MHz [From [Fun93] © IEEE].

2
r r
—exp| — — (0<r<w)
p(r) = {02 [ 202J
0 (r<0)
wherezc is the rms value of the received voltage signal before envelope detection,
and o~ is the time-average power of the received signal before envelope detec-
tion. The probability that the envelope of the received signal does not exceed a

specified value R is given by the corresponding cumulative distribution function
(CDF)

(4.49)

R 2

P(R) = Pr(r<R) = [p(r)dr = l—exp[— R—J (4.50)
20

0

The mean value r of the Rayleigh distribution is given by

mean

o0

Tmean = E[r] = J"'P (r)ydr = Gﬁ = 1.2533c (4.51)

0
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and the variance of the Rayleigh distribution is given by cf , which represents
the ac power in the signal envelope

| } 2
ol = E[r']-E’[r] = J'rzp (r)dr—%E (4.52)

0

62(2—§J = 0.42926°

The rms value of the envelope is the square root of the mean square, or /2c.
The median value of r is found by solving

1 I median
5= jo p(r)dr (4.53)

and is
median = 11770 (4.54)

Thus the mean and the median differ by only 0.55 dB in a Rayleigh fading
signal. Note that the median is often used in practice, since fading data are usu-
ally measured in the field and a particular distribution cannot be assumed. By
using median values instead of mean values it is easy to compare different fad-
ing distributions which may have widely varying means. Figure 4.16 illustrates
the Rayleigh pdf. The corresponding Rayleigh cumulative distribution function
(CDF) is shown in Figure 4.17.
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Figure 4.16
Rayleigh probability density function (pdf).

4.6.2 Ricean Fading Distribution

When there is a dominant stationary (nonfading) signal component
present, such as a line-of-sight propagation path, the small-scale fading envelope
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Figure 4.17
Cumulative distribution for three small-scale fading measurements and their fit to Rayleigh, Ricean,
and log-normal distributions [From [Rap89] © IEEE]. 5

distribution is Ricean. In such a situation, random multipath components arriv-
ing at different angles are superimposed on a stationary dominant signal. At the
output of an envelope detector, this has the effect of adding a dc component to the
random multipath.

Just as for the case of detection of a sine wave in thermal noise [Ric48], the
effect of a-dominant signal arriving with many weaker multipath signals gives
rise to the Ricean distribution. As the dominant signal becomes weaker, the com-
posite signal resembles a noise signal which has an envelope that is Rayleigh.
Thus, the Ricean distribution degenerates to a Rayleigh distribution when the
dominant component fades away.
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The Ricean distribution is given by

) (r2+A2)
r 25 Ar
p(r) = :28 c IO(?) fOI'(AZO,rZO) (4.55)
0 for (r < 0)

The parameter A denotes the peak amplitude of the dominant signal and
I,(*) is the modified Bessel function of the first kind and zero-order. The Ricean
distribution is often described in terms of a parameter K which is defined as the
ratio between the deterministic signal power and the variance of the multipath.
Itis given by K = A%/ (262) or, in terms of dB

K(dB) = 101og5“*—22 dB (4.56)

? c

The parameter K is known as the Ricean factor and completely specifies

the Ricean distribution. As A »0,K—>—0o dB, and as the dominant path

decreases in amplitude, the Ricean distribution degenerates to a Rayleigh distri-

bution. Figure 4.18 shows the Ricean pdf. The Ricean CDF is compared with the
Rayleigh CDF in Figure 4.17.

] K=—x dB

K=6dB
p(r);
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Figure 4.18
Probability density function of Ricean distributions: K = — o dB (Rayleigh) and K = 6 dB. For
K>>1, the Ricean pdfis approximately Gau§sian about the mean.

4.7 Statistical Models for Multipath Fading Channels

Several multipath models have been suggested to explain the observed sta-
tistical nature of a mobile channel. The first model presented by Ossana [Oss64]
was based on interference of waves incident and reflected from the flat sides of
randomly located buildings. Although Ossana’s model [Oss64] predicts flat fad-
ing power spectra that were in agreement with measurements in suburban
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areas, it assumes the existence of a direct path between the transmitter and
receiver, and is limited to a restricted range of reflection angles. Ossana’s model
is therefore rather inflexible and inappropriate for urban areas where the direct
path is almost always blocked by buildings or other obstacles. Clarke’s model
[Cla68] is based on scattering and is widely used.

4.7.1 Clarke’s Model for Fiat Fading

Clarke [Cla68] developed a model where the statistical characteristics of
the electromagnetic fields of the received signal at the mobile are deduced from
scattering. The model assumes a fixed transmitter with a vertically polarized
antenna. The field incident on the mobile antenna is assumed to comprise of N
azimuthal plane waves with arbitrary carrier phases, arbitrary azimuthal
angles of arrival, and each wave having equal average amplitude. It should be
noted that the equal average amplitude assumption is based on the fact that in
the absence of a direct line-of-sight path, the scattered components arriving at a
receiver will experience similar attenuation over small-scale distances.

Figure 4.19 shows a diagram of plane waves incident on a mobile traveling
at a velocity v, in the x-direction. The angle of arrival is measured in the x-y
plane with respect to the direction of motion. Every wave that is incident on the
mobile undergoes a Doppler shift due to the motion of the receiver and arrives at
the receiver at the same time. That is, no excess delay due to multipath is
assumed for any of the waves (flat fading assumption). For the nth wave arriv-
ing at an angle o, to the x-axis, the Doppler shift in Hertz is given by

f, = %cosan (4.57)

where A is the wavelength of the incident wave.

Y

in x-y plane

NV

Figure 4.19

{llustrating plane waves arriving at random angles.
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The vertically polarized plane waves arriving at the mobile have E and H
field components given by

N
E, =E,» C,cos (2nf,t +6,) (4.58)
n=1
N
. Eo .

H, =- ?ngl C,sina, cos (2nf,t +6,) (4.59)

o
H, =- F > C,cosa,cos (2nf,t +6,) (4.60)

n=1
where E, is the real amplitude of local average E-field (assumed constant), C,
is a real random variable representing the amplitude of individual waves, n is
the intrinsic impedance of free space (377Q), and f, is the carrier frequency. The
random phase of the n th arriving component 6, is given by

0, = 2nft+o, (4.61)

The amplitudes of the E-and H-field are normalized such that the ensemble
average of the C, ’s is given by

N -

Y c, =1 (4.62)

n=1

Since the Doppler shift is very small when compared to the carrier fre-

quency, the three field components may be modeled as narrow band random pro-
cesses. The three components E, H_ and H , can be approximated as Gaussian
random variables if N is sufficiently large. The phase angles are assumed to
have a uniform probability density function (pdf) on the interval (0,2c]. Based on
the analysis by Rice [Ric48] the E-field can be expressed in an in-phase and
quadrature form

E, = T (t)cos (2nf,t) - T, (t) sin (2nf,t) - (4.63)
where
~ N
T.(t) = Eg Y C,cos 2nf,t+9,) (4.64)
and "
| N
T.(t) = E, Z C,sin (2nf,t +¢,) (4.65)

n=1
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Both T,(t) and T, (t) are Gaussian random processes which are denoted
as T, and T, respectively, at any time ¢. T, and T, are uncorrelated zero-mean

Gaussian random variables with an equal variance given by
T’ =T = |E|" = E./2 (4.66)
where the overbar denotes the ensemble average.
The envelope of the received E-field, E,(2), is given by

E, ()] = JT (&) + T2 (t) = r(®) (4.67)
Since T, and T, are Gaussian random variables, it can be shown through a

Jacobean transformation [Pap91] that the random received signal envelope r
has a Rayleigh distribution given by

2
r r
—exp| — — 0<r<w
p(r) = o ( 202J

0 r<0

(4.68)

where o = E(z)/z

4.7.1.1 Spectral Shape Due to Doppler Spread in Clarke’s Model

Gans [Gan72] developed a spectrum analysis for Clarke’s model. Let
p (o) da denote the fraction of the total incoming power within da of the angle
a, and let A denote the average received power with respect to an isotropic
antenna. As N —» «, p (a)do approaches a continuous, rather than a discrete,
distribution. If G (o) is the azimuthal gain pattern of the mobile antenna as a
function of the angle of arrival, the total received power can be expressed as

2n

/P = IAG(a)p(a)da (4.69)
0

where AG (a)p (o) da is the differential variation of received power with angle.
If the scattered signal is a CW signal of frequency £, , then the instantaneous fre-
quency of the received signal component arriving at an angle a is obtained using
equation (4.57)

f(a) = f= %cos(a) +f. = f,cosa+f, (4.70)

where f, is the maximum Doppler shift. It should be noted that f(a) is an even
function of a, (i.e., fla) = fl-a)).

If S (f) is the power spectrum of the received signal, the differential varia-
tion of received power with frequency is given by

S (N 1dfi (4.71)
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Equating the differential variation of received power with frequency to the
differential variation in received power with angle, we have

SHldfl = Alp(a)G(a) +p () G(—a)]|dal (4.72)
Differentiating equation (4.70), and rearranging the terms, we have
ldf| = |dall-sinalf,, (4.73)
Using equation (4.70), o can be expressed as a function of f as
a = cos~! [fi] (4.74)
f
This implies that
—f\2
sina = 1—(ff fc) (4.75)

Substituting equation (4.73) and (4.75) into both sides of (4.72), the power spec-
tral density S (f) can be expressed as

S = Alp (a)G(a) +p(—a)G(—a)] (4.76)
£ _(f—fc)z
m fm
where ‘ -
S =0, f-f>f (4.77)

The spectrum is centered on the carrier frequency and is zero outside the
limits of f, + f, . Each of the arriving waves has its own carrier frequency (due to
its direction of arrival) which is slightly offset from the center frequency. For the
case of a vertical A/4 antenna (G(a) = 1.5), and a uniform distribution
p(a) = 1/2n over O to 2n, the output spectrum is given by (4.76) as

Sy (f) = LS | (4.78)
z ch L ( f_ fc )2
m fm

In equation (4.78) the power spectral density at f = f, £f,  is infinite, i.e.,
Doppler components arriving at exactly 0° and 180° have an infinite power
spectral density. This is not a problem since o is continuously distributed and
the probability of components arriving at exactly these angles is zero.

Figure 4.20 shows the power spectral density of the resulting RF signal due
to Doppler fading. Smith [Smi75] demonstrated an easy way to simulate Clarke’s
model using a computer simulation as described Section 4.7.2.

After envelope detection of the Doppler-shifted signal, the resulting base-
band spectrum has a maximum frequency of 2f,, . It can be shown [Jak74] that
the electric field produces a baseband power spectral density given by
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f c'f m fc fc"'f m

Figure 4.20
Doppler power spectrum for an unmodulated CW carrier [From {Gan72]] © IEEE].

_ 1 7y
Speg,(H = WK{ 1—(-2-a)} (4.79)

where K [+] is the complete elliptical integral of the first kind. Equation (4.79) is.
not intuitive and is a result of the temporal correlation of the received signal
when passed through a nonlinear envelope detector. Figure 4.21 illustrates the
baseband spectrum of the received signal after envelope detection.

The spectral shape of the Doppler spread determines the time domain fad-
ing waveform and dictates the temporal correlation and fade slope behaviors.
Rayleigh fading simulators must use a fading spectrum such as equation (4.78)
in order to produce realistic fading waveforms that have proper time correlation.

4.7.2 Simulation of Clarke and Gans Fading Model

It is often useful to simulate multipath fading channels in hardware or soft-
ware. A popular simulation method uses the concept of in-phase and quadrature
modulation paths to produce a simulated signal with spectral and temporal char-
acteristics very close to measured data.

As shown in Figure 4.22, two independent Gaussian low pass noise sources
are used to produce in-phase and quadrature fading branches. Each Gaussian
source may be formed by summing two independent Gaussian random variables
which are orthogonal (i.e., g = a +jb, where a and b are real Gaussian random
variables and g is complex Gaussian). By using the spectral filter defined by
equation (4.78) to shape the random signals in the frequency domain, accurate
time domain waveforms of Doppler fading can be produced by using an inverse
fast Fourier transform (IFFT) at the last stage of the simulator.
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Figure 4.21

Baseband power spectral density of a CW Doppler signal after envelope detection.

'Smith [Smi75] demonstrated a simple computer program that implements
Figure 4.22(b). His method uses a complex Gaussian random number generator
(noise source) to produce a baseband line spectrum with complex weights in the
positive frequency band. The maximum frequency component of the line spec-
trum is f,,. Using the property of real signals, the negative frequency compo-
nents are constructed by simply conjugating the complex Gaussian values
obtained for the positive frequencies. Note that the IFFT of this signal is a
purely real Gaussian random process in the time domain which is used in one of
the quadrature arms shown in Figure 4.22. The random valued line spectrum is
then multiplied with a discrete frequency representation of [S. (f) having the
same number of points as the noise source. To handle the case where equation
(4.78) approaches infinity at the passband edge, Smith truncated the value of
S E, (f,,) by computing the slope of the function at the sample frequency just
prior to the passband edge and extended the slope to the passband edge. Simula-
tions using the architecture in Figure 4.22 are usually implemented in the fre-
quency domain using complex Gaussian line spectra to take advantage of easy
implementation of equation (4.78). This, in turn, implies that the low pass Gaus-
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Figure 4.22

Simulator using quadrature amplitude modulation with (a) RF Doppler filter and
(b) baseband Doppler filter.

sian noise components are actually a series of frequency components (line spec-
trum from —f,, to f, ), which are equally spaced and each have a complex
Gaussian weight. Smith’s simulation methodology is shown in Figure 4.23.

To implement the simulator shown in Figure 4.23, the following steps are

used:
(1) Specify the number of frequency domain points (V) used to represent

/Sg (f) and the maximum Doppler frequency shift (f,, ). The value used for

N is usually a power of 2.
(2) Compute the frequency spacing between adjacent spectral lines as
Af = 2f,,/(N-1) . This defines the time duration of a fading waveform,

T = 1/Af.
(3) Generate complex Gaussian random variables for each of the N/2 positive

frequency components of the noise source.
(4) Construct the negative frequency components of the noise source by conju-
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gating positive frequency values and assigning these at negative frequency
values.
(5) Multiply the in-phase and quadrature noise sources by the fading spectrum

S B, o .
(6) Perform an IFFT on the resulting frequency domain signal from the in-phase
and quadrature arms, and compute the sum of the squares of each signal.
(7) Take the square root of the sum obtained in step 6 to obtain an N point time

series of a simulated Rayleigh fading signal with the proper Doppler spread
and time correlation.

qg;wzz EN/alyl I I | IFFT —
-ImJ‘ ] 0 ] I Im fjmﬂfm -

independent complex
— Gaussian samples ' N r(t)
form line spectra

- | HE
S =D i
_gj‘/T T T Iglfm—, I TTTTTT I s IFFT | -90°
B A fm
Figure 4.23

Frequency domain implementation of a Rayleigh fading simulator at baseband

Several Rayleigh fading simulators may be used in conjunction with vari-
able gains and time delays to produce frequency selective fading effects. This is
shown in Figure 4.24.

By making a single frequency component dominant in amplitude within

/ISg (f), the fading is changed from Rayleigh to Ricean. This can be used to
alter the probability distributions of the individual multipath components in the
simulator of Figure 4.24.

To determine the impact of flat fading on an applied signal s(¢), one
merely needs to multiply the applied signal by r(¢), the output of the fading
simulator. To determine the impact of more than one multipath component, a
convolution must be performed as shown in Figure 4.24.
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A signal may be applied to a Rayleigh fading simulator to determine performance in a wide range of
channel conditions. Both flat and frequency selective fading conditions may be simulated, depending
on gain and time delay settings.

4.7.3 Level Crossing and Fading Statistics

Rice computed joint statistics for a mathematical problem which is similar
to Clarke’s fading model [Cla68], and thereby provided simple expressions for
computing the average number of level crossing and the duration of fades. The
level crossing rate (LCR) and average fade duration of a Rayleigh fading signal
are two important statistics which are useful for designing error control codes
and diversity schemes to be used in mobile communication systems, since it
becomes possible to relate the time rate of change of the received signal to the
signal level and velocity of the mobile.

The level crossing rate (LCR) is defined as the expected rate at which the
Rayleigh fading envelope, normalized to the local rms signal level, crosses a
specified level in a positive-going direction. The number of level crossings per
second is given by

e}

Ny = j r p(R,F)dr = m,fmpe‘pz (4.80)
0
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where 7 is the time derivative of r (¢) (i.e., the slope), p (R, 7) is the joint den-
sity function of r and 7 at r = R, f, is the maximum Doppler frequency and
p = R/R,, is the value of the specified level R, normalized to the local rms
amplitude of the fading envelope [Jak74]. Equation (4.80) gives the value of N,
the average number of level crossings per second at specified R . The level cross-
ing rate is a function of the mobile speed as is apparent from the presence of f,,
in equation (4.80). There are few crossings at both high and low levels, with the
maximum rate occurring at p = 1/./2, (i.e., at a level 3 dB below the rms level).
The signal envelope experiences very deep fades only occasionally, but shallow
fades are frequent.

Example 4.6
For a Rayleigh fading signal, compute the positive-going level crossing rate for
p = 1, when the maximum Doppler frequency (f,, ) is 20 Hz. What is the max-
imum velocity of the mobile for this Doppler frequency if the carrier frequency
is 900 MHz?

Solution to Example 4.6
Using equatlon (4.80), the number of zero level crossings is
= [2m(20) (1)e” =18.44 crossings per second
The max1mum velocity of the mobile can be obtained using the Doppler rela-
tion, f, 4 max = v/h.
Therefore velocity of the mobile at f, = 20 Hz is
v = fyh = 20Hz(1/3m) = 6.66 m/s = 24 km/hr

The average fade duration is defined as the average period of time for which
the received signal is below a specified level R . For a Rayleigh fadlng signal, this
is given by

7 = NiRPr [r<R] (4.81)

where Pr[r<R] is the probability that the received signal r is less than R and
is given by

Prir<R] = %—,Zri (4.82)

where 1, is the duration of the fade and T is the observation interval of the fad-
ing signal. The probability that the received signal r is less than the threshold
R is found from the Rayleigh distribution as

R
P [r<R] = J.p (r)dr = 1—exp (—pZ) (4.83)
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where p (r) is the pdf of a Rayleigh distribution. Thus, using equations (4.80),
(4.81), and (4.83), the average fade duration as a function of p and f,, can be
expressed as
-1 (4.84)
T = .
Pfpa2m |
The average duration of a signal fade helps determine the most likely num-
ber of signaling bits that may be lost during a fade. Average fade duration prima-
rily depends upon the speed of the mobile, and decreases as the maximum
Doppler frequency f, becomes large. If there is a particular fade margin built
into the mobile communication system, it is appropriate to evaluate the receiver
performance by determining the rate at which the input signal falls below a
given level R, and how long it remains below the level, on average. This is use-
ful for relating SNR during a fade to the instantaneous BER which results.

Example 4.7
Find the average fade duration for threshold levels p = 0.01, p = 0.1, and
p = 1, when the Doppler frequency is 200 Hz. v

Solution to Example 4.7
Average fade duration can be found by substituting the given values in equa-

tion (4.75)
For p = 0.01
eo.mz_1
T=— = 199us
(0.01)200./2x #
For p = 0.1
eo.l2 )
T= —— " =200ps
(0.1)200.27
For p = 1
12
_ e —1
T=— "~ =343ms
(1)200.27
Example 4.8

Find the average fade duration for a threshold level of p = 0.707 when the
Doppler frequency is 20 Hz. For a binary digital modulation with bit duration
of 50 bps, is the Rayleigh fading slow or fast? What is the average number of
bit errors per second for the given data rate. Assume that a bit error occurs
whenever any portion of a bit encounters a fade for which p<0.1 .

Solution to Example 4.8
The average fade duration can be obtained using equation (4.84).
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2
0.707
e —1

(0.707) 2027
For a data rate of 50 bps, the bit period is 20 ms. Since the bit period is greater
than the average fade duration, for the given data rate the signal undergoes
fast Rayleigh fading. Using equation (4.84), the average fade duration for
p = 0.1 is equal to 0.002 s. This is less than the duration of one bit. Therefore,
only one bit on average will be lost during a fade. Using equation (4.80), the
number of level crossings for p = 0.1 is N, = 4.96 crossings per seconds.
Since a bit error is assumed to occur whenever a portion of a bit encounters a
fade, and since average fade duration spans only a fraction of a bit duration,
the total number of bits in error is 5 per second, resulting in a BER = (5/50) =
0.1.

= 183 ms

4.7.4 Two-ray Rayleigh Fading Model

Clarke’s model and the statistics for Rayleigh fading are for flat fading con-
ditions and do not consider multipath time delay. In modern mobile communica-
tion systems with high data rates, it has become necessary to model the effects of
multipath delay spread as well as fading. A commonly used multipath model is
an independent Rayleigh fading 2-ray model (which is a specific implementation
of the generic fading simulator shown in Figure 4.24). Figure 4.25 shows a block
diagram of the 2-ray independent Rayleigh fading channel model. The impulse
response of the model is represented as

hy () = a,exp (jo,) 8 () +o,exp (j§,) S (¢—1) (4.85)
where o, and o, are independent and Rayleigh distributed, ¢, and ¢, are inde-
pendent and uniformly distributed over [0,2n], and t is the time delay
between the two rays. By setting o, equal to zero, the special case of a flat Ray-
leigh fading channel is obtained as A

hy (1) = o exp ()5 (£) (4.86)

By varying , it is possible to create a wide range of frequency selective fad-

ing effects. The proper time correlation properties of the Rayleigh random vari-
ables o, and o, are guaranteed by generating two independent waveforms,

each produced from the inverse Fourier transform of the spectrum described in
Section 4.7.2. '

{

4.7.5 Saleh and Valenzuela Indoor Statistical Model

Saleh and Valenzuela [Sal87] reported the results of indoor propagation
measurements between two vertically polarized omni-directional antennas
located on the same floor of a medium sized office building. Measurements were
made using 10 ns, 1.5 GHz, radar-like pulses. The method involved averaging
the square law detected pulse response while sweeping the frequency of the
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Figure 4.25
Two-ray Rayleigh fading model.

transmitted pulse. Using this method, multipath components within 5 ns were
resolvable. .

The results obtained by Saleh and Valenzula show that: (a) the indoor chan-
nel is quasi-static or very slowly time varying, and (b) the statistics of the chan-
nel impulse response are independent of transmitting and receiving antenna
polarization, if there is no line-of-sight path between them. They reported a max-
imum multipath delay spread of 100 ns to 200 ns within the rooms of a building,
and 300 ns in hallways. The measured rms delay spread within rooms had a
median of 25 ns and a maximum of 50 ns. The large-scale path loss with no line-
of-sight path was found to vary over a 60 dB range and obey a log-distance power
law (see equation (3.68)) with an exponent between 3 and 4.

Saleh and Valenzuela developed a simple multipath model for indoor chan-
nels based on measurement results. The model assumes that the multipath com-
ponents arrive in clusters. The amplitudes of the received components are
independent Rayleigh random variables with variances that decay exponentially
with cluster delay as well as excess delay within a cluster. The corresponding
phase angles are independent uniform random variables over [0,2n]. The clus-
ters and multipath components within a cluster form Poisson arrival processes
with different rates. The clusters and multipath components within a cluster
have exponentially distributed interarrival times. The formation of the clusters
is related to the building structure, while the components within the cluster are
formed by multiple reflections from objects in the vicinity of the transmitter and
the receiver.

4.7.6 SIRCIM and SMRCIM Indoor and Outdoor Statistical Models

Rappaport and Seidel [Rap91la] reported measurements at 1300 MHz in
five factory buildings and carried out subsequent measurements in other types of
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buildings. The authors developed an elaborate, empirically derived statistical
model based on the discrete impulse response channel model and wrote a com-
puter program called SIRCIM (Simulation of Indoor Radio Channel Impulse-
response Models). SIRCIM generates realistic samples of small-scale indoor
channel impulse response measurements [Rap91al. Subsequent work by Huang
produced SMRCIM (Simulation of Mobile Radio Channel Impulse-response Mod-
els), a similar program that generates small-scale urban cellular and microcellu-
lar channel impulse responses [Rap93a]. These programs are currently in use at
over 100 institutions throughout the world.

By recording power delay profile impulse responses at A/4 intervalson a 1
m track at many indoor measurement locations, the authors were able to charac-
terize local small-scale fading of individual multipath components, and the
small-scale variation in the number and arrival times of multipath components
within a local area. Thus, the resulting statistical models are functions of multi-
path time delay bin t;, the small-scale receiver spacing, X;, within a 1 m local
area, the topography S, which is either line-of-sight (LOS) or obstructed, the
large-scale T-R separation distance D, , and the particular measurement loca-
tion P,. Therefore, each individual baseband power delay profile is expressed in
a manner similar to equation (4.13), except the random amplitudes and time
‘delays are random variables which depend on the surrounding environment.
Phases are synthesized using a pseudo-deterministic model which provides real-
istic results, so that a complete time varying complex baseband channel impulse
response &, (£;1;) may be obtained over a local area through simulation.

: 1, S,..D,,
hy(t.X.8,, D, P,) = 3 A, (1, X,.S,,, D, Py 1 S P (4.87)

In equation (4.87), A? is the average multipath receiver power within a discrete
excess delay interval of 7.8125 ns.

The measured multipath delays inside open-plan buildings ranged from 40
ns to 800 ns. Mean multipath delay and rms delay spread values ranged from 30
ns to 300 ns, with median values of 96 ns in LOS paths and 105 ns in obstructed
paths. Delay spreads were found to be uncorrelated with T-R separation but
were affected by factory inventory, building construction materials, building age,
wall locations, and ceiling heights. Measurements in a food processing factory
that manufactures dry-goods and has considerably less metal inventory than
other factories had an rms delay spread that was half of those observed in facto-
ries producing metal products. Newer factories which incorporate steel beams
and steel reinforced concrete in the building structure have stronger multipath
signals and less attenuation than older factories which used wood and brick for
perimeter walls. The data suggested that radio propagation in buildings may be
described by a hybrid geometric/statistical model that accounts for both reflec-
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tions from walls and ceilings and random scattering from inventory and equip-
ment.

By analyzing the measurements from fifty local areas in many buildings, it
was found that the number of multipath components, N, arriving at a certain
location is a function of X, S, , and P, , and almost always has a Gaussian distri-
bution. The average number of multipath components ranges between 9 and 36,
and is generated based on an empirical fit to measurements. The probability that
a multipath component will arrive at a receiver at a particular excess delay T, in
a particular environment S, is denoted as Py (Ti,’Sm). This was found from
measurements by counting the total number of detected multipath components
at a particular discrete excess delay time, and dividing by the total number of
possible multipath components for each excess delay interval. The probabilities
for multipath arriving at a particular excess delay values may be modeled as
piecewise functions of excess delay, and are given by :

(1 T T.<110
_?-;-6-:7- ( ;< ns)
P, (T,S) T.—110
RY071 2 065 ) (110 ns < T}, < 200 ns) (4.88)
for LOS 360
| 022 (%; ~200) 200 ns < T, < 500
LY — W ( ns < i < ns)
i ,
Po(T,Sy) _ "7 56 | (T; <100 ns) w5
T.— 100 o
for OBS 0.08 + 0.62 exp(~(——l—7-5—)) (100 ns < T, < 500 ns)

where S, corresponds to the LOS topography, and S, corresponds to obstructed
topography. STRCIM uses the probability of arrival distributions described by
equation (4.88) or (4.89) along with the probability distribution of the number of
multipath components, N, (X, S,,,P,), to simulate power delay profiles over
small-scale distances. A recursive algorithm repeatedly compares equation (4.88)
or (4.89) with a uniformly distributed random variable until the proper N, is
generated for each profile [Hua91], [Rap91al.

Figure 4.26 shows an example of measured power delay profiles at 19 dis-
crete receiver locations along a 1 m track, and illustrates accompanying narrow-
band information which SIRCIM computes based on synthesized phases for each
multipath component [Rap9la]. Measurements reported in the literature pro-
vide excellent agreement with impulse responses predicted by SIRCIM.

Using similar statistical modeling techniques, urban cellular and microcel-
lular multipath measurement data from [Rap90], [Sei91], [Sei92a] were used to
develop SMRCIM. Both large cell and microcell models were developed. Figure
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4.27 shows an example of SMRCIM output for an outdoor microcell environment
[Rap93al.

|

H0BS2 0BS Topography T-R Sep : 25.0 m i SIRCIM Uer. 1.0
Avg RMS Del. Spr.}: 137.7ns it W .
Pwr Avg Path Loss): 66.3}dB ]' - gnorm
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Figure 4.26

Indoor wide band impulse responses simulated by SIRCIM at 1.3 GHz. Also shown are the distribu-
tions of the rms delay spread and the narrowband signal power distribution. The channel is simu-
lated as being obstructed in an open-plan building, T-R separation is 25 m. The rms delay spread is
-137.7 ns. All multipath components and parameters are stored on disk [From [Rap93a} © IEEE].

4.8 Problems

4.1 Draw a block diagram of a binary spread spectrum sliding correlator multipath
measurement system. Explain in words how it is used to measure power delay
profiles.

(a) If the transmitter chip period is 10 ns, the PN sequence has length 1023,
and a 6 GHz carrier is used at the transmitter, find the time between
maximal correlation and the slide factor if the receiver uses a PN
sequence clock that is 30 kHz slower than the transmitter.

(b) If an oscilloscope is used to display one complete cycle of the PN sequence
(that is, if two successive maximal correlation peaks are to be displayed
on the oscilloscope), and if 10 divisions are provided on the oscilloscope
time axis, what is the most appropriate sweep setting (in seconds/divi-
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Figure 4.27

Urban wideband impulse responses simulated by SMRCIM at 1.3 GHz. Also shown are the distribu-
tions of the rms delay spread and the narrowband fading. T-R separation is 2.68 km. The rms delay
-spread is 3.8 ps. All multipath components and parameters are saved on disk. [From [Rap93a] ©

IEEE]

4.2

4.3

4.4

4.5

sion) to be used?
(¢c) What is the required IF passband bandwidth for this system? How is this
much better than a direct pulse system with similar time resolution?
If a particular modulation provides suitable BER performance whenever
6/T <0.1, determine the smallest symbol period T, (and thus the greatest
symbol rate) that may be sent through RF channels shown in Figure P4.2.
For the power delay profiles in Figure P4.2, estimate the 90% correlation and
50% correlation coherence bandwidths.
Approximately how large can the rms delay spread be in order for a binary
modulated signal with a bit rate of 25 kbps to operate without an equalizer?
What about an 8-PSK system with a bit rate of 75 kbps?
Given that the probability density function of a Rayleigh distributed envelope

2
is given by p(r) = ——exp( rz] , where o is the variance, show that the
o o
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P.(v) P.(v)
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Figure P4.2: Two channel responses for Problem 4.2

2

cumulative distribution function is given as p(r<R) = 1 exp[?—R—zJ. Find
20

the percentage of time that a signal is 10 dB or more below the rms value for a

Rayleigh fading signal.

4.6 The fading characteristics of a CW carrier in an urban area are to be mea-
sured. The following assumptions are made:

(1) The mobile receiver uses a simple vertical monopole

(2) Large-scale fading due to path loss is ignored.

(3) The mobile has no line-of-sight path to the base station.

(4) The pdf of the received signal follows a Rayleigh distribution.

(a) Derive the ratio of the desired signal level to the rms signal level that
maximizes the level crossing rate. Express your answer in dB.

(b) Assuming the maximum velocity of the mobile is 50 km/hr, and the car-
rier frequency is 900 MHz, determine the maximum number of times the
signal envelope will fade below the level found in (a) during a 1 minute
test.

(¢) How long, on average, will each fade in (b) last?

4.7 A vehicle receives a 900 MHz transmission while traveling at a constant veloc-

' ity for 10 s. The average fade duration for a signal level 10 dB below the rms
level is 1 ms. How far does the vehicle travel during the 10 s interval? How
many fades does the signal undergo at the rms threshold level during a 10 s
interval? Assume that the local mean remains constant during travel.

4.8 An automobile moves with velocity v(¢) shown in Figure P4.8. The received
mobile signal experiences multipath Rayleigh fading on a 900 MHz CW carrier.
What is the average crossing rate and fade duration over the 100 s interval?
Assume p = 0.1 and ignore large-scale fading effects.
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Figure P4.8 Graph of velocity of mobile.

4.9 For a mobile receiver operating at frequency of 860 MHz and moving at 100
km/hr
(a) sketch the Doppler spectrum if a CW signal is transmitted and indicate
the maximum and minium frequencies
(b) calculate the level crossing rate and average fade duration if p = —20 dB.
4.10 For the following digital wireless systems, estimate the maximum rms delay
_ spread for which no equalizer is required at the receiver (neglect channel cod-
ing, antenna diversity, or use of extremely low power levels).

System RF Data Rate  Modulation
USDC 48.6 kbps n/4DQPSK
GSM 270.833 kbps GMSK
DECT 1152 kbps GMSK

4.11 Derive the RF Doppler spectrum for a 5/8)\ vertical monopole receiving a CW
signal using the models by Clarke and Gans. Plot the RF Doppler spectrum
and the corresponding baseband spectrum out of an envelope detector. Assume
isotropic scattering and unit average received power.

4.12 Show that the magnitude (envelope) of the sum of two independent identically
distributed complex (quadrature) Gaussian sources is Rayleigh distributed.
Assume that the Gaussian sources are zero mean and have unit variance.

4.13 Using the method described in Chapter 4, generate a time sequence of 8192
sample values of a Rayleigh fading signal for
(a) f; = 20 Hz and (b) f; = 200 Hz.

4.14 Generate 100 sample functions of fading data described in Problem 4.13, and
compare the simulated and theoretical values of Rp;,o, Ny, and T for p =1,
0.1, and 0.01. Do your simulations agree with theory?

4.15 Recreate the plots of the CDFs shown in Figure 4.17, starting with the pdfs for
Rayleigh, Ricean, and log-normal distributions.

4.16 Plot the probability density function and the CDF for a Ricean distribution
having (a) K = 10 dB and (b) K = 3 dB. The abscissa of the CDF plot should be
labeled in dB relative to the median signal level for both plots. Note that the
median value for a Ricean distribution changes as K changes.
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4.17 Based on your answer in Problem 4.16, if the median SNR is -70 dBm, what is
the likelihood that a signal greater than -80 dBm will be received in a Ricean
fading channel having (a) K = 10 dB, and (b) K = 3 dB?

4.18 A local spatial average of a power delay profile is shown in Figure P4.18.

P.(v)
0dB ¢ 3
10a81
-20 dB +
-30dB +
0 1 2 A;
(ps)

Figure P4.18. Power delay profile.

(a) Determine the rms delay spread and mean excess delay for the channel.

(b) Determine the maximum excess delay (20 dB).

(c) If the channel is to be used with a modulation that requires an equalizer
‘whenever the symbol duration T is less than 10c,, determine the maximum
RF symbol rate that can be supported without requiring an equalizer.

(d) If a mobile traveling at 30 km/hr receives a signal through the channel,
determine the time over which the channel appears stationary (or at least
highly correlated).

4.19 A flat Rayleigh fading signal at 6 GHz is received by a mobile traveling at 80
km/hr.

(a) Determine the number of positive-going zero crossings about the rms value
that occur over a 5 s interval.

(b) Determine the average duration of a fade below the rms level.

(c) Determine the average duration of a fade at a level of 20 dB below the rms
value.

4.20 Using computer simulation, create a Rayleigh fading simulator that has 3
independent Rayleigh fading multipath components, each having variable
multipath time delay and average power. Then convolve a random binary bit
stream through your simulator and observe the time waveforms of the output
stream. You may wish to use several samples for each bit (7 is a good number).
Observe the effects of multipath spread as you vary the bit period and time
delay of the channel.

4.21 Based on concepts taught in this chapter, propose methods that could be used
by a base station to determine the vehicular speed of a mobile user. Such meth-
ods are useful for handoff algorithms.

NEC, EXH. 1016, Page 71 of 172



K

NEC, EXH. 1016, Page 72 of 172



C H AP TER 6

Equalization, Diversity,
and Channel Coding

Mobile communication systems require sig-

nal processing techniques that improve the link performance in hostile mobile
radio environments. As seen in Chapters 3 and 4, the mobile radio channel is
particularly dynamic due to multipath fading and Doppler spread, and as shown
in the latter part of Chapter 5, these effects have a strong negative impact on the
bit error rate of any modulation technique. Mobile radio channel impairments
cause the signal at the receiver to distort or fade significantly as compared to
AWGN channels.

6.1 Introduction

Equalization, diversity, and channel coding are three techniques which can
be used independently or in tandem to improve received signal quality.

Equalization compensates for intersymbol interference (ISI) created by mul-
tipath within time dispersive channels. As shown in Chapters 4 and 5, if the
modulation bandwidth exceeds the coherence bandwidth of the radio channel,
ISI occurs and modulation pulses are spread in time. An equalizer within a
receiver compensates for the average range of expected channel amplitude and
delay characteristics. Equalizers must be adaptive since the channel is generally
unknown and time varying.

Diversity is another technique used to compensate for fading channel
impairments, and is usually implemented by using two or more receiving anten-
nas. As with an equalizer, the quality of a mobile communications link is
improved without increasing the transmitted power or bandwidth. However,
while equalization is used to counter the effects of time dispersion (ISI), diversity
is usually employed to reduce the depth and duration of the fades experienced by

299
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a receiver in a flat fading (narrowband) channel. Diversity techniques can be
employed at both base station and mobile receivers. The most common diversity
technique is called spatial diversity, whereby multiple antennas are strategically
spaced and connected to a common receiving system. While one antenna sees a
signal null, one of the other antennas may see a signal peak, and the receiver is
able to select the antenna with the best signal at any time. Other diversity tech-
niques include antenna polarization diversity, frequency diversity, and time
diversity. CDMA systems often use a RAKE receiver, which provides link
improvement through time diversity.

Channel coding improves mobile communication link performance by add-
ing redundant data bits in the transmitted message. At the baseband portion of
the transmitter, a channel coder maps a digital message sequence into another
specific code sequence containing a. greater number of bits than originally con-
tained in the message. The coded message is then modulated for transmission in
the wireless channel.

Channel coding is used by the receiver to detect or correct some (or all) of
the errors introduced by the channel in a particular sequence of message bits.
Because decoding is performed after the demodulation portion of the receiver,
coding can be considered to be a post detection technique. The added coding bits
lowers the raw data transmission rate through the channel (expands the occu-
pied bandwidth for a particular message data rate). There are two general types
of channel codes: block codes and convolutional codes. Channel coding is gener-
ally treated independently from the type of modulation used, although this has
changed recently with the use of trellis coded modulation schemes that combine
coding and modulation to achieve large coding gains without any bandwidth
expansion. - '

The three techniques of equalization, diversity, and channel coding are used
to improve radio link performance (i.e. to minimize the instantaneous bit error
rate), but the approach, cost, complexity, and effectiveness of each technique var-
ies widely in practical wireless communication systems.

6.2 Fundamentals of Equalization

Intersymbol interference (ISI) caused by multipath in bandlimited (fre-
quency selective) time dispersive channels distorts the transmitted signal, caus-
ing bit errors at the receiver. ISI has been recognized as the major obstacle to
high speed data transmission over mobile radio channels. Equalization is a tech-
nique used to combat intersymbol interference.

In a broad sense, the term equalization can be used to describe any signal
processing operation that minimizes ISI [Qur85]. In radio channels, a variety of
adaptive equalizers can be used to cancel interference while providing diversity
[Bra70], [Mon84]. Since the mobile fading channel is random and time varying,
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equalizers must track the time varying characteristics of the mobile channel,
and thus are called adaptive equalizers.

The general operating modes of an adaptive equalizer include training and
tracking. First, a known, fixed-length training sequence is sent by the transmit-
ter so that the receiver’s equalizer may average to a proper setting. The training
sequence is typically a pseudorandom binary signal or a fixed, prescribed bit pat-
tern. Immediately following this training sequence, the user data (which may or
may not include coding bits) is sent, and the adaptive equalizer at the receiver
utilizes a recursive algorithm to evaluate the channel and estimate filter coeffi-
cients to compensate for the channel. The training sequence is designed to per-
mit an equalizer at the receiver to acquire the proper filter coefficients in the
worst possible channel conditions so that when the training sequence is finished,
the filter coefficients are near the optimal values for reception of user data. As
user data are received, the adaptive algorithm of the equalizer tracks the chang-
ing channel [Hay86]. As a consequence, the adaptive equalizer is continually
changing its filter characteristics over time. ;

The time span over which an equalizer converges is a function of the equal-
izer algorithm, the equalizer structure and the time rate of change of the multi-
path radio channel. Equalizers require periodic retraining in order to maintain
effective ISI cancellation, and are commonly used in digital communication sys-
tems where user data is segmented into short time blocks. Time division multi-
ple access (TDMA) wireless systems are particularly well suited for equalizers.
As discussed in Chapter 8, TDMA systems send data in fixed-length time blocks,
and the training sequence is usually sent at the beginning of a block. Each time
a new data block is received, the equalizer is retrained using the same training
sequence [ETA90]. ;

An equalizer is usually implemented at baseband or at IF in a receiver.
Since the baseband complex envelope expression can be used to represent band-
pass waveforms [Cou93], the channel response, demodulated signal, and adap-
tive equalizer algorithms are usually simulated and implemented at baseband
[Lo90], [Cro89]. ’ ‘

Figure 6.1 shows a block diagram of a communication system with an adap-
tive equalizer in the receiver. If x (¢) is the original information signal, and f(¢)
is the combined complex baseband impulse response of the transmitter, channel,
and the RF/IF sections of the receiver, the signal received by the equalizer may
be expressed as

y() =x(t) ®f* () +n,(t) - (6.1)
where f* (¢) is the complex conjugate of f(¢) , n,(¢) is the baseband noise at
the input of the equalizer, and ® denotes the convolution operation. If the
impulse response of the equalizer is %, (¢) , then the output of the equalizer is
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]

d(t) = x(t) ®fF(t) ®h, () +n,(t) @R, (t) (6.2)
x(t) ®g (1) +n, (1) ®h,, (1)

where g (t) is the combined impulse response of the transmitter, channel, RF/IF
sections of the receiver, and the equalizer. The complex baseband impulse

response of a transversal filter equalizer is given by

hog (1) = ¢, 8(t—nT) (6.3)
n
where ¢, are the complex filter coefficients of the equalizer. The desired output
of the equalizer is x(t), the original source data. Assume that n, () = 0. Then,
in order to force d () = x(¢) in equation (6.2), g (¢) must be equal to

g(t) = f*(t) ®h,, (1) = 3(D) 6.4)
The goal of equalization is to satisfy equation (6.4). In the frequency
domain, equation (6.4) can be expressed as

, Heq (HF*(-) =1 (6.5).
where H, q (f) and F (f) are Fourier transforms of &, O] and f(t), respectively.
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Equalizer Prediction Error
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Block diagram of a simplified communications system using an adaptive equalizer at the receiver.

Equation (6.5) indicates that an equalizer is actually an inverse filter of the
channel. If the channel is frequency selective, the equalizer enhances the fre-
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quency components with small amplitudes and attenuates the strong frequen-
cies in the received frequency spectrum in order to provide a flat, composite,
received frequency response and linear phase response. For a time-varying chan-
nel, an adaptive equalizer is designed to track the channel variations so that
equation (6.5) is approximately satisfied.

6.3 A Generic Adaptive Equalizer

An adaptive equalizer is a time-varying filter which must constantly be
returned. The basic structure of an adaptive equalizer is shown in Figure 6.2,
where the subscript £ is used to denote a discrete time index (in section 6.4,
another notation is introduced to represent discrete time events — both nota-
tions have exactly the same meaning). ~

Input Signal
Yr -1 Ye-1 1| V-2 1 | Ye-N

Wog

Ay
dj output
of equalizer

error e +

dy is set to

X}, or represents a known
property of the transmltted
signal

Adaptive Algorithm that updates each weight w,,;,

Figure 6.2

A basic linear equalizer during training.

Notice in Figure 6.2 that there is a single input y, at any time instant. The
value of y, depends upon the instantaneous state of the radio channel and the
specific value of the noise (see Figure 6.1). As such, y, is a random process. The
adaptive equalizer structure shown above is called a transversal filter, and in
this case has N delay elements, N + 1 taps, and N + 1 tunable complex multipli-
ers, called weights. The weights of the filter are described by their physical loca-
tion in the delay line structure, and have a second subscript, %, to explicitly show
they vary with time. These weights are updated continuously by the adaptive
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algorithm, either on a sample by sample basis (i.e., whenever % is incremented
by 1) or on a block by block basis (i.e., whenever a specified number of samples
have been clocked into the equalizer).

The adaptive algorithm is controlled by the error signal e,. This error sig-
nal is derived by comparing the output of the equalizer, dy,, with some signal d L
which is either an exact scaled replica of the transmitted signal x, or which rep-
resents a known property of the transmitted signal. The adaptive algorithm uses
e, to minimize a cost function and updates the equalizer weights in a manner
that iteratively reduces the cost function. For example, the least mean squares
(LMS) algorithm searches for the optimum or near-optimum filter weights by
performing the following iterative operation:

New weights = Previous weights + (constant) x (Previous error) x (Current error) (6.6.a)
where

Previous error = Previous desired output — Previous actual output (6.6.b)

and the constant may be adjusted by the algorithm to control the variation
between filter weights on successive iterations. This process is repeated rapidly
in a programming loop while the equalizer attempts to converge, and many tech-
niques (such as gradient or steepest decent algorithms) may be used to minimize
the error. Upon reaching convergence, the adaptive algorithm freezes the filter
weights until the error signal exceeds an acceptable level or until a new training
sequence is sent.

Based on classical equalization theory [Wid85], [Qur85], the most common
cost function is the mean square error (MSE) between the desired signal and the
output of the equalizer. The MSE is denoted by E [e (k) e* (k) ], and when a rep-
lica of the transmitted signal is required at the output of the equalizer (i.e., when
d, is set equal to x, and is known a priori), a known training sequence must be
periodically transmitted. By detecting the training sequence, the adaptive algo-
rithm in the receiver is able to compute and minimize the cost function by driv-
ing the tap weights until the next training sequence is sent.

A more recent class of adaptive algorithms are able to exploit characteris-
tics of the transmitted signal and do not require training sequences. These mod-
ern algorithms are able to acquire equalization through property restoral
techniques of the transmitted signal, and are called blind algorithms because
they provide equalizer convergence without burdening the transmitter with
training overhead. These techniques include algorithms such as the constant
modulus algorithm (CMA) and the spectral coherence restoral algorithm
(SCORE). CMA is used for constant envelope modulation, and forces the equal-
izer weights to maintain a constant envelope on the received signal [Tre83],
whereas SCORE exploits spectral redundancy or cyclostationarity in the trans-
mitted signal [Gar91]. Blind algorithms are not described in this text, but are
becoming important for wireless applications.
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To study the adaptive equalizer of Figure 6.2, it is helpful to use vector and
matrix algebra. Define the input signal to the equalizer as a vector y, where

T
Yr = [yk Yeo1 Yp-2 - yk~]\£| (6.7)
It should be clear that the output of the adaptive equalizer is a scaler given by
N _
&k = Z W, 1Y% n (6.8)
n=0

and following equation (6.7) a weight vector can be written as

T ‘ '
w, = [wok W, Wy . ka] (6.9)
Using (6.7) and (6.9), (6.8) may be written in vector notation as

dy = y,?wk = wak (6.10)
It follows that when the desired equalizer output is known (i.e., d = x3), the
error signal e, is given by ' ’
and from (6.10)

T T

e, = X~ YW, = X, —W,Y, (6.12)

To compute the mean square error |e k]2 at time instant & , equation (6.12) is
squared to obtain

eaf” = 2, +w, 3,3, 0, - 25,5, w, (6.13)
Taking the expected value of |ek|2 over k (which in practice amounts to
computing a time average) yields

E[]eklz:l = E[xi] + wZE [ykyij w,—2E [xky,::j w, (6.14)
Notice that the filter weights w, are not included in the time average since, for
convenience, it is assumed that they have converged to the optimum value and
are not varying with time.

Equation (6.14) would be trivial to simplify if x, and y, were independent.
However, this is not true in general since the input vector should be correlated
with the desired output of the equalizer (otherwise, the equalizer would have a
very difficult time extracting the desired signal). Instead, the cross correlation
vector p between the desired response and the input signal is defined as

T

and the input correlation matrix is defined as the (N+1) x (N+1) square
matrix R where
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r 2 -
Y YeVk-1 YRVr—2 - YrVk-N
2
R =E[yy,*] =E Ye-1¥r Yot Ye—Vr—2 Ve 1Vr-N (6.16)
2
Ye-NVr Ye-NVib—1 Ye-NVp-2 -+ Ye-nN |

The matrix R is sometimes called the input covariance matrix. The major diago-
nal of R contains the mean square values of each input sample, and the cross
terms specify the autocorrelation terms resulting from delayed samples of the
input signal.

If x, and y, are stationary, then the elements in R and p are second order
statistics which do not vary with time. Using equations (6.15) and (6.16), (6.14)
may be rewritten as

. Mean Square Error=§ = F [x,i] +w Rw-— 2pTw (6.17)

By minimizing equation (6.17) in terms of the weight vector w, , it becomes
possible to adaptively tune the equalizer to provide a flat spectral response (min-
imal ISI) in the received signal. This is due to the fact that when the input signal
2y, and the desired response x, are stationary, the mean square error (MSE) is
quadratic on w,, , and minimizing the MSE leads to optimal solutions for w), .

Example 6.1

The MSE of equation (6.17) is a multidimensional function. When two tap
weights are used in an equalizer, then the MSE function is a bowl-shaped
paraboloid where MSE is plotted on the vertical axis and weights wq and w,
are plotted on the horizontal axes. If more than two tap-weights are used in
the equalizer, then the error function is a hyperparaboloid. In all cases the
error function is concave upward, which implies that a minimum may be found
[Wid85].

To determine the minimum MSE (MMSE), the gradient of (6.17) can be used.
As long as R is nonsingular (has an inverse), the MMSE occurs when w, are
such that the gradient is zero. The gradient of £ is defined as

T
v=%& _|%& & & | (E6.1)
ow  \ow, ow, awNJ

By expanding (6.17) and differentiating with respect to each signal in the
weight vector, it can be shown that equation (E6.1) yields

. V=2Rw-2p (E6.2)
Setting V = 0 in (E6.2), the optimum weight vector w for MMSE is given by
w=R'p (E6.3)
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Example 6.2
Four matrix algebra rules are useful in the study of adaptive equalizers
[Wid85]:

1. Differentiation of wTRw can be differentiated as the product (wT) (Rw) .
2. For any square matrix, AA~ = I. |

3. For any matrix product, (AB) T = BTAT.

4. For any symmetric matrix, AT = A and (A-l‘) g A,

Using (E6.3) to substitute @ for w in equation (6.17), and using the above
rules, § . isfound to be

Emin = MMSE = E[x;] -p'R 'p = E[x;]-p' 0 (E6.4)
Equation (E6.4) solves the MMSE for optimum weights.

6.4 Equalizers in a Communications Receiver

The previous section demonstrated how a generic adaptive equalizer works
and defined common notation for algorithm design and analysis. This section
describes how the equalizer fits into the wireless communications link.

Figure 6.1 shows that the received signal includes channel noise. Because
the noise n,(¢) is present, an equalizer is unable to achieve perfect perfor-
mance. Thus there is always some residual ISI and some small tracking error.
Noise makes equation (6.4) hard to realize in practice. Therefore, the instanta-
neous combined frequency response will not always be flat, resulting in some
finite prediction error. The prediction error of the equalizer is defined in equation
(6.19).

Because adaptive equalizers are implemented using digital logic, it is most
convenient to represent all time signals in discrete form. Let T represent some
increment of time between successive observations of signal states. Letting
t = t, where n is an integer that represents time ¢, = nT, time waveforms
may be equivalently expressed as a sequence on n in the discrete domain. Using
this notation, equation (6.2) may be expressed as

d(n) = x(n) ®g(n) +ny(n) ®h,, (n) (6.18)
The prediction error is

e(n) =d(n)—d(n) =d(n)-[x(n) ®g(n) +n,(n) ®h,,(n)] (6.19)

The mean squared error E [le (n) !2] is one of the most important measures
of how well an equalizer works. E [le (n)lz] is the expected value (ensemble
average) of the squared prediction error |e (n) I*, but time averaging can be used
if e (n) is ergodic. In practice, ergodicity is impossible to prove, and algorithms
are developed and implemented using time averages instead of ensemble aver-
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ages. This proves to be highly effective, and in general, better equalizers provide
smaller values of E [|e (n) lz] .

Minimizing the mean square error tends to reduce the bit error rate. This
can be understood with a simple intuitive explanation. Suppose e (n) is Gauss-
ian distributed with zero mean. Then E [|e (n) Iz] is the variance (or the power)
of the error signal. If the variance is minimized then there is less chance of per-
turbing the output signal d(n). Thus the decision device is likely to detect d(n) as
the transmitted signal x(n) (see Figure 6.1). Consequently, there is a smaller
probability of error when E [le (n) ,2] is minimized. For wireless communication
links, it would be best to minimize the instantaneous probability of error (P,)
instead of the mean squared error, but minimizing P, generally results in non-
linear equations, which are much more difficult to solve in real-time than the lin-
ear equations (6.1) - (6.19) [Pro89].

6.5 Survey of Equalization Techniques

Equalization techniques can be subdivided into two general categories —
linear and nonlinear equalization. These categories are determined from how the
output of an adaptive equalizer is used for subsequent control (feedback) of the
equalizer. In general, the analog signal d (¢) is processed by the decision making
device in the receiver. The decision maker determines the value of the digital
data bit being received and applies a slicing or thresholding operation (a nonlin-
ear operation) in order to determine the value of d(¢) (see Figure 6.1). If d(?) is
not used in the feedback path to adapt the equalizer, the equalization is linear.
On the other hand, if d(®) is fed back to change the subsequent outputs of the
equalizer, the equalization is nonlinear. Many filter structures are used to imple-
ment linear and nonlinear equalizers. Further, for each structure, there are
numerous algorithms used to adapt the equalizer. Figure 6.3 provides a general
categorization of the equalization techniques according to the types, structures,
and algorithms used.

The most common equalizer structure is a linear transversal equalizer
(LTE). A linear transversal filter is made up of tapped delay lines, with the tap-
pings spaced a symbol period (T, ) apart, as shown in Figure 6.4. Assuming that
the delay elements have unity gain and delay T, the transfer function of a linear
transversal equalizer can be written as a function of the delay operator
exp (joT,) or z ' .The simplest LTE uses only feedforward taps, and the trans-
fer function of the equalizer filter is a polynomial in 2. This filter has many
zeroes but poles only at z = 0, and is called a finite impulse response (FIR) filter,
or simply a transversal filter. If the equalizer has both feedforward and feedback
taps, its transfer function is a rational function of 2" , and is called an infinite
impulse response (IIR) filter with poles and zeros. Figure 6.5 shows a tapped
delay line filter with both feedforward and feedback taps. Since IIR filters tend to
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be unstable when used in channels where the strongest pulse arrives after an
echo pulse (i.e., leading echoes), they are rarely used.

Equalizer
Linear Types ' Nonlinear
ML Symbol
DFE Detector MLSE
o= - | — 7T — T Tl== = = — - — "
| Structures | |
. Transversal
| Transversal Lattice Transversal Lattice Channel Est. | |
e o S Ao
Zero Forcing ~ Gradient RLS LMS Gradient RLS LMS
LMS RLS RLS
RLS Fast RLS : Fast RLS
Fast RLS Sq. Root RLS Sq. Root RLS
3q. Root RLS Algorithms
Figure 6.3
Classification of equalizers.
delay elements
YO +npt)— 0 T T, T, T,

clock
with
period © O (j O
Taps
Figure 6.4

Basic linear transversal equalizer structure.
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Feedback taps

»@

Feedforward taps R
‘ d ()

Figure 6.5 ,
Tapped delay line filter with both feedforward and feedback taps.

6.6 Linear Equalizers

As mentioned in section 6.5, a linear equalizer can be implemented as an
FIR filter, otherwise known as the transversal filter. This type of equalizer is the
simplest type available. In such an equalizer, the current and past values of the
received signal are linearly weighted by the filter coefficient and summed to pro-
duce the output, as shown in Figure 6.6. If the delays and the tap gains are ana-
log, the continuous output of the equalizer is sampled at the symbol rate and the
samples are applied to the decision device. The implementation is, however, usu-
ally carried out in the digital domain where the samples of the received signal
are stored in a shift register. The output of this transversal filter before decision
making (threshold detection) is [Kor85] '

cfk = Z (¢, *)Yi_n (6.20)

n==N, ‘
where ¢, * represents the complex filter coefficients or tap weights, dy is the out-
put at time index k, y; is the input received signal at time ¢,+iT, ¢, is the
equalizer starting time, and N = N, + N, +1 is the number of taps. The values
N, and N, denote the number of taps used in the forward and reverse portions
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Figure 6.6

Structure of a linear transversal equalizer.

of the equalizer, respectively. The minimum mean squared error E [|e (n) Izj that
- alinear transversal equalizer can achieve is [Pro89]

n/T
N,
Efle(n)]*] = = j . do (6.21)
© Y P +N,

where F (¢ “’T) is the frequency response of the channel, and N, is the noise
spectral density. :

The linear equalizer can also be implemented as a lattice filter, whose struc-
ture is shown in Figure 6.7. The input signal y, is transformed into a set of N
intermediate forward and backward error signals, f,(k) and b,(k) respectively,
which are used as inputs to the tap multipliers and are used to calculate the
updated coefficients. Each stage of the lattice is then characterized by the follow-
ing recursive equations [Bin88]:

fi(k) = b (k) =y (k) (6.22)

fo(k) =y (k) - ZK,y(k—z) = o (B) +K, | (R)b, ,(k—1) (6.23)

i=1

b,(k) =y(k—n)—> Ky(k—n+i) (6.24)

i=1

= n 1(k_1)+ 1(k)fn 1(k)
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where K, (k) is the reflection coefficient for the nth stage of the lattice. The
backward error signals, b, , are then used as inputs to the tap weights, and the
output of the equalizer is given by

N
d, = Y ¢, ()b, (k) (6.25)
n=1

Two main advantages of the lattice equalizer is its numerical stability and
faster convergence. Also, the unique structure of the lattice filter allows the
dynamic assignment of the most effective length of the lattice equalizer. Hence, if
the channel is not very time dispersive, only a fraction of the stages are used.
When the channel becomes more time dispersive, the length of the equalizer can
be increased by the algorithm without stopping the operation of the equalizer.
The structure of a lattice equalizer, however, is more complicated than a linear

transversal equalizer.

Stk ' Solk) Ink)

Wik bkl

C1 ) |

Figure 6.7 ,
The structure of a lattice equalizer [From [Pro91] © IEEE].

6.7 Nonlinear Equalization

Nonlinear equalizers are used in applications where the channel distortion
is too severe for a linear equalizer to handle. Linear equalizers do not perform
well on channels which have deep spectral nulls in the passband. In an attempt
to compensate for the distortion, the linear equalizer places too much gain in the
vicinity of the spectral null, thereby enhancing the noise present in those fre-
quencies.
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Three very effective nonlinear methods have been developed which offer
improvements over linear equalization techniques. These are [Pro91]:

1. Decision Feedback Equalization (DFE)

2. Maximum Likelihood Symbol Detection

3. Maximum Likelihood Sequence Estimation (MLSE)

6.7.1 Decision Feedback Equalization (DFE)

The basic idea behind decision feedback equalization is that once an infor-
mation symbol has been detected and decided upon, the ISI that it induces on
future symbols can be estimated and subtracted out before detection of subse-
quent symbols [Pro89]. The DFE can be realized in either the direct transversal
form or as a lattice filter. The direct form is shown in Figure 6.8. It consists of a
feedforward filter (FFF) and a feedback filter (FBF). The FBF is driven by deci-
sions on the output of the detector, and its coefficients can be adjusted to cancel
the ISI on the current symbol from past detected symbols. The equalizer has
N,+N,+1 taps in the feed forward filter and IV, taps in the feedback filter, and
its output can be expressed as: ‘

N2 N3
dy= D iyt D Fd, (6.26)
n=-N, =1

where c; and y, are tap gains and the inputs, respectively, to the forward filter,
F: are tap gains for the feedback filter, and d, (i <k) is the previous decision
made on the detected signal. That is, once dj, is obtained using equation (6.26),
d, is decided from it. Then, d, along with previous decisions d, _,,d,_,, ... are
fed back into the equalizer, and dy . is obtained using equation (6.26).

The minimum mean squared error a DFE can achieve is [Pro89]

/T

Elle (n)|2] min = €XP 'T' In NO dw (6.27)
27

/T [F (ejmT)Iz +No

It can be shown that the minimum MSE for a DFE in equation (6.27) is

always smaller than that of an LTE in equation (6.21) unless lF (ei wT)l is a con-
stant (i.e, when adaptive equalization is not needed) [Pro89]. If there are nulls in

]F (ej “’T) , @ DFE has significantly smaller minimum MSE than an LTE. There-

fore, an LTE is well behaved when the channel spectrum is comparatively flat,
but if the channel is severely distorted or exhibits nulls in the spectrum, the per-
formance of an LTE deteriorates and the mean squared error of a DFE is much
better than a LTE. Also, an LTE has difficulty equalizing a nonminimum phase
channel, where the strongest energy arrives after the first arriving signal compo-
nent. Thus, a DFE is more appropriate for severely distorted wireless channels.
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Feed Forward Filter (FFF)

I

Figure 6.8 : Feedback Filter (FBF)
Decision feedback equalizer (DFE).

The lattice implementation of the DFE is equivalent to a transversal DFE
having a feed forward filter of length N, and a feedback filter of length N,,
where N, >N, .

Another form of DFE proposed by Belfiore and Park [Bel79] is called a pre-
dictive DFE, and is shown in Figure 6.9. It also consists of a feed forward filter
(FFF) as in the conventional DFE, However, the feedback filter (FBF) is driven
by an input sequence formed by the difference of the output of the detector and
the output of the feed forward filter. Hence, the FBF here is called a noise predic-
tor because it predicts the noise and the residual ISI contained in the signal at
the FFF output and subtracts from it the detector output after some feedback
delay. The predictive DFE performs as well as the conventional DFE as the limit
in the number of taps in the FFF and the FBF approach infinity. The FBF in the
predictive DFE can also be realized as a lattice structure [Zho90]. The RLS lat-
tice algorithm (discussed in Section 6.8) can be used in this case to yield fast con-
vergence.
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Figure 6.9

Predictive decision feedback equalizer.

6.7.2 Maximum Likelihood Sequence Estimation (MLSE) Equalizer

The MSE-based linear equalizers described previously are optimum with
respect to the criterion of minimum probability of symbol error when the channel
- does not introduce any amplitude distortion. Yet this is precisely the condition in
which an equalizer is needed for a mobile communications link. This limitation
on MSE-based equalizers led researchers to investigate optimum or nearly opti-
mum nonlinear structures. These equalizers use various forms of the classical
maximum likelihood receiver structure. Using a channel impulse response simu-
lator within the algorithm, the MLSE tests all possible data sequences (rather
than decoding each received symbol by itself), and chooses the data sequence
with the maximum probability as the output. An MLSE usually has a large com-
putational requirement, especially when the delay spread of the channel is large.
Using the MLSE as an equalizer was first proposed by Forney [For78] in which
he set up a basic MLSE estimator structure and implemented it with the Viterbi
algorithm. This algorithm, described in Section 6.15, was recognized to be a max-
imum likelihood sequence estimator (MLSE) of the state sequences of a finite .
state Markov process observed in memoryless noise. It has recently been imple-
mented successfully for equalizers in mobile radio channels.

The MLSE can be viewed as a problem in estimating the state of a discrete-
time finite state machine, which in this case happens to be the radio channel
with coefficients f, , and with a channel state which at any instant of time is esti-
mated by the receiver based on the L most recent input samples. Thus the chan-
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nel has M" states, where M is the size of the symbol alphabet of the
modulation. That is, an M" trellis is used by the receiver to model the channel
over time. The Viterbi algorithm then tracks the state of the channel by the
paths through the trellis and gives at stage £ a rank ordering of the M" most
probable sequences terminating in the most recent L symbols.

The block diagram of a MLSE receiver based on the DFE is shown in Figure
6.10. The MLSE is optimal in the sense that it minimizes the probability of a
sequence error. The MLSE requires knowledge of the channel characteristics in
order to compute the metrics for making decisions. The MLSE also requires
knowledge of the statistical distribution of the noise corrupting the signal. Thus,
the probability distribution of the noise determines the form of the metric for

- optimum demodulation of the received signal. Notice that the matched filter

‘operates on the continuous time signal, whereas the MLSE and channel estima-
tor rely on discretized (nonlinear) samples.

Channel Output
Estimated Data
y(t) Matched i(t)/ {z,} Sequence
Filter : "
A
{Si}
\ 4
Delay
+ Channel 3
e- Estimator
T
Figure 6.10

The structure of a maximum likelihood sequence estimator (MLSE) with an adaptive matched filter.

6.8 Algorithms for Adaptive Equalization

Since an adaptive equalizer compensates for an unknown and time-varying
channel, it requires a specific algorithm to update the equalizer coefficients and
track the channel variations. A wide range of algorithms exist to adapt the filter
coefficients. The development of adaptive algorithms is a complex undertaking,
and it is beyond the scope of this text to delve into great detail on how this is
done. Excellent references exist which treat algorithm development [Wid85],
[Hay86], [Pro91]. This section describes some practical issues regarding equal-
izer algorithm design, and outlines three of the basic algorithms for adaptive
‘equalization. Though the algorithms detailed in this section are derived for the
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linear, transversal equalizer, they can be extended to other equalizer structures,

including nonlinear equalizers.

The performance of an algorithm is determmed by various factors Whlch
include:

* Rate of convergence — This is defined as the number of iterations
required for the algorithm, in response to stationary inputs, to converge close
enough to the optimum solution. A fast rate of convergence allows the algo-
rithm to adapt rapidly to a stationary environment of unknown statistics.
Furthermore, it enables the algorithm to track statistical variations when
operating in a nonstationary environment.

* Misadjustment — For an algorithm of interest, this parameter provides a
quantitative measure of the amount by which the final value of the mean
square error, averaged over an ensemble of adaptive filters, deviates from
the optimal minimum mean square error.

* Computational complexity — This is the number of operations required
to make one complete iteration of the algorithm.

* Numerical properties — When an algorithm is implemented numerically,
inaccuracies are produced due to round-off noise and representation errors in
the computer. These kinds of errors influence the stability of the algorithm.

In practice, the cost of the computing platform, the power budget, and the
radio propagation characteristics dominate the choice of an equalizer structure
and its algorithm. In portable radio applications, battery drain at the subscriber
unit is a paramount consideration, as customer talk time needs to be maximized.
Equalizers are implemented only if they can provide sufficient link improvement
to justify the cost and power burden.

The radio channel characteristics and 1ntended use of the subscriber equip-
ment is also key. The speed of the mobile unit determines the channel fading rate
and the Doppler spread, which is directly related to the coherence time of the
channel (see Chapter 4). The choice of algorithm, and its corresponding rate of
convergence, depends on the channel data rate and coherence time.

The maximum expected time delay spread of the channel dictates the num-
ber of taps used in the equalizer design. An equalizer can only equalize over
delay intervals less than or equal to the maximum delay within the filter struc-
ture. For example, if each delay element in an equalizer (such as the ones shown
in Figure 6.2 — Figure 6.8) offers a 10 microsecond delay, and 4 delay elements
are used to provide a 5 tap equalizer, then the maximum delay spread that could
be successfully equalized is 4 x 10us = 40us. Transmissions with multipath
delay spread in excess of 40us could not be equalized. Since the circuit complex-
ity and processing time increases with the number of taps and delay elements, it
is important to know the maximum number of delay elements before selecting an
equalizer structure and its algorithm. The effects of channel fading are discussed
by Proakis [Pro91], with regard to the design of the U.S. digital cellular equal-
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izer. A study which considered a number of equalizers for a wide range of chan-
nel conditions was conducted by Rappaport, et. al. [Rap93a].

Example 6.3
Consider the design of the U.S. digital cellular equalizer [Pro91]. If f = 900
MHz and the mobile velocity v = 80 km/hr, determine the following:
(a) the maximum Doppler shift
(b) the coherence time of the channel
(c) the maximum number of symbols that could be transmitted without updat-
ing the equalizer, assuming that the symbol rate is 24.3 ksymbols/sec

Solution to Example 6.3
(a) From equation (4.2), the maximum Doppler shift is given by
£ = U - (80,000/3600) ms
d (1/3)m
(b) From equation (4.40.c), the coherence time is approximately

Tc = |2 - 2—64-2—2 = 6.34 msec
l6nf; 0667

Note that if (4.40.a) or (4.40.b) were used, T, would increase or decrease

- by afactor of 2 - 3.

(c) To ensure coherence over a TDMA time slot, data must be sent during a
6.34 ms interval. For R ;=24.3 ksymbols/sec, the number of bits that can be
sent is

N, = R.T, = 24,300 x 0.00634 = 154 symbols

As shown in Chapter 10, each time slot in the U.S. digital cellular standard
has a 6.67 ms duration and 162 symbols per time slot, which are very close
to values in this example.

= 66.67 Hz

Three classic equalizer algorithms are discussed below. These include the
zero forcing (ZF) algorithm, the least mean squares (LMS) algorithm, and the
recursive least squares (RLS) algorithm.

6.8.1 Zero Forcing Algorithm

In a zero forcing equalizer, the equalizer coefficients ¢, are chosen to force
the samples of the combined channel and equalizer impulse response to zero at
all but one of the NT spaced sample points in the tapped delay line filter. By let-
ting the number of coefficients increase without bound, an infinite length equal-
izer with zero ISI at the output can be obtained. When each of the delay
elements provide a time delay equal to the symbol duration T, the frequency
response H, (f) of the equalizer is periodic with a period equal to the symbol
rate 1/T . The combined response of the channel with the equalizer must satisfy
Nyquist's first criterion (see Chapter 5)

H,(OH, () =1,[fl<1/2T (6.28)
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where H, (f) is the folded frequency response of the channel. Thus, an infinite
length, zero, ISI equalizer is simply an inverse filter which inverts the folded fre-
quency response of the channel. This infinite length equalizer is usually imple-
mented by a truncated length version.

The zero forcing algorithm was developed by Lucky [Luc65] for wireline
communication. The zero forcing equalizer has the disadvantage that the inverse
filter may excessively amplify noise at frequencies where the folded channel
spectrum has high attenuation. The ZF equalizer thus neglects the effect of noise
altogether, and is not often used for wireless links.

6.8.2 Least Mean Square Algorithm

A more robust equalizer is the LMS equalizer where the criterion used is
the minimization of the mean square error (MSE) between the desired equalizer
output and the actual equalizer output. Using the notation developed in section
6.3, the LMS algorithm can be readily understood.

Referring to Figure 6.2 the prediction error is given by

and from (6.10)

T
e, = X~y W, = xk—wgyk - (6.30)
To compute the mean square error |e k[2 at time instant %, equation (6.12) is
squared to obtain

E., = E[e; ek] (6.31)

The LMS algorithm seeks to minimize the mean square error given in
equation (6.31).

For a specific channel condition, the prediction error e, is dependent on the
tap gain vector w,, so the MSE of an equalizer is a function of w,, . Let the cost
function J (w),) denote the mean squared error as a function of tap gain vector
w,, . Following the derivation in section 6.3, in order to minimize the MSE, it is
required to set the derivative of equation (6.32) to zero.

, ow
Simplifying equation (6.32) (see Example 6.1 and Example 6.2)
Ryyloy = Py (6.33)

Equation (6.33) is a classic result, and is called the normal equation, since
the error is minimized and is made orthogonal (normal) to the projection related
to the desired signal x,. When equation (6.33) is satisfied, the MMSE of the

equalizer is
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Iope = J (Wy) = E[x,%,] Pty (6.34)

To obtain the optimal tap gain vector @, , the normal equation in (6.33)

must be solved iteratively as the equalizer converges to an acceptably small

value of J opt - Lhere are several ways to do this, and many variants of the LMS

algorithm have been built upon the solution of equation (6.34). One obvious tech-
nique is to calculate '

b = Ryy Py (6.35)

However, inverting a matrix requires O (N 3) arithmetic operations
[Joh82]. Other methods such as Gaussian elimination [Joh82] and Cholesky fac-
torization [Bie77] require O (N 2) operations per iteration. The advantage of
these methods which directly solve equation (6.35) is that only N symbol inputs
are required to solve the normal equation. Consequently, a long training
sequence is not necessary.

In practice, the minimization of the MSE is carried out recursively by use of
the stochastic gradient algorithm introduced by Widrow [Wid66]. This is more
commonly called the Least Mean Square (LMS) algorithm. The LMS algorithm is
the simplest equalization algorithm and requires only 2N +1 operations per
iteration. The filter weights are updated by the update equations given below
[Ale86]. Letting the variable n denote the sequence of iterations, LMS is com-
puted iteratively by

dr () = wy(n)yy(n) _ (6.36.2)
e, (n) = x,(n)—di(n) (6.36.b)
wy(n+1) = wy(n)—ae, (n)yy(n) (6.36.¢)

where the subscript N denotes the number of delay stages in the equalizer, and
o is the step size which controls the convergence rate and stability of the algo-
rithm.

The LMS equalizer maximizes the signal to distortion ratio at its output
within the constraints of the equalizer filter length. If an input signal has a time
dispersion characteristic that is greater than the propagation delay through the
equalizer, then the equalizer will be unable to reduce distortion. The convergence
rate of the LMS algorithm is slow due to the fact that there is only one parame-
ter, the step size a, that controls the adaptation rate. To prevent the adaptation
from becoming unstable, the value of o is chosen from

N
0<a<2/Y A (6.37)

i=1

NEC, EXH. 1016, Page 94 of 172



Algorithms for Adaptive Equalization 321

where 1, is the ith eigenvalue of the covariance matrix R,, . Since

N
Z A= yf, (n)yy(n) , the step size a can be controlled by the total input power
i=1

in order to avoid instability in the equalizer [Hay86].

6.8.3 Recursive Least Squares Algorithm

The convergence rate of the gradient-based LMS algorithm is very slow,
especially when the eigenvalues of the input covariance matrix R, have a very
large spread, i.e, A,,,./A,;, » 1. In order to achieve faster convergence, complex
algorithms which involve additional parameters are used. Faster converging
algorithms are based on a least squares approach, as opposed to the statistical
approach used in the LMS algorithm. That is, rapid convergence relies on error
measures expressed in terms of a time average of the actual received signal
instead of a statistical average. This leads to the family of powerful, albeit com-
plex, adaptive signal processing techniques known as recursive least squares
(RLS), which significantly improves the convergence of adaptive equalizers.

The least square error based on the time average is defined as [Hay86],

[Pro91]

J(n) = Zx”‘ie* (i,n)e (i,n) (6.38)
i=1
where A is the weighting factor close to 1, but smaller than 1, e* (i,n) is the
complex conjugate of e (i, n), and the error e (i, n) is

e(i,n) = x(i) —yy(Dwy(n) 0<is<n (6.39)

and

yy (@) = (@), G=1), oy i-N+1)1" (6.40)
where y, (1) is the data input vector at time i, and wy (n) is the new tap gain
vector at time n . Therefore, e (i, n) 1is the error using the new tap gain at time
n to test the old data at time i, and J (n) is the cumulative squared error of the
new tap gains on all the old data.

The RLS solution requires finding the tap gain vector of the equalizer
wy (n) such that the cumulative squared error J (n) is minimized. It uses all
the previous data to test the new tap gains. The parameter X is a data weighting
factor that weights recent data more heavily in the computations, so that / (n)
tends to forget the old data in a nonstationary environment. If the channel is sta-
tionary, A may be set to 1 [Pro89]. '

To obtain the minimum of least square error JJ (n) , the gradient of J (n) in
equation (6.38) is set to zero,
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a —
wy J(n) =0 (6.41)
Using equations (6.39) — (6.41), it can be shown that [Pro89]
Ryy(n)y(n) = py(n) (6.42)
where Wy, is the optimal tap gain vector of the RLS equalizer,
i s T .
Ryy(n) = Y 2" yn (Dyy () (6.43)
i=1 '
n .
py(n) = DA () yy (D) (6.44)

i=1

The matrix Ry, (n) in equation (6.43) is the deterministic correlation
matrix of input data of the equalizer yy (i), and p, (i) in equation (6.44) is the
deterministic crosscorrelation vector between inputs of the equalizer y, (i) and
the desired output d (i), where d (i) = x(i). To compute the equalizer weight
vector W), using equation (6.42), it is required to compute R]_VIN (n).

From the definition of Ry, (n) in equation (6.43), it is possible to obtain a
recursive equation expressing Ry, (n) in terms of Ry, (n—1).

Ryy(n) = MRyy(n—1) +yy(n)yy (n)  (6.45)

Since the three terms in equation (6.45) are all N by N matrices, a matrix

inverse lemma [Bie77] can be used to derive a recursive update for RJ_VIN in terms
of the previous inverse, RJ—VIN (n-1).

—1 T -1
Ryy(n) = %{RIJN(n—l)—RNN(n_l)yNk(Z)“yglgn)RNN(n_l)} (6.46)
where
u(n) = y;(n)R;,lN(n—l)yN(n) (6.47)

Based on these recursive equations, the RLS minimization leads to the fol-
lowing weight update equations:

wy(n) = wy(n—-1) +ky(n)e*(n,n-1) (6.48)
where
R;N(n“l)y]v(n)

A+p(n)
The RLS algorithm may be summarized as follows:

ky(n) = (6.49)

1. Initialize w (0) = £(0) = x(0) = 0, R™' (0) = 8I,, , where I, is an
N. NN
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N x N identity matrix, and 8 is a large positive constant.

2. Recursively compute the following:

d(n) = w (n=1)y(n) (6.50)

e(ﬁ) = x(n) —d (n) (6.51)
-1

k(n) = — & (n=Dy(®) (6.52)

Ay ()R (n—1)y(n)

-1

R

(n) 'xl'[R_l (n—-1)-k(n)y (MR (n-1)]  (6.53)

w(n) =w(n-1)+k(n)e*(n) : (6.54)
In equation (6.53), A is the weighting coefficient that can change the perfor-
mance of the equalizer. If a channel is time-invariant, A can be set to 1. Usually
0.8 <A <1 is used. The value of A has no influence on the rate of convergence,
but does determines the tracking ability of the RLS equalizers. The smaller the
A, the better the tracking ability of the equalizer. However, if A is too small, the
equalizer will be unstable [Lin84]. The RLS algorithm described above, called -
the Kalman RLS algorithm, use 2.5N ?+ 45N arithmetic operations per itera-
tion.

6.8.4 Summary of Algorithms

There are number of variations of the LMS and RLS algorithms that exist
for adapting an equalizer. Table 6.1 shows the computational requirements of
different algorithms, and lists some advantages and disadvantages of each algo-
rithm. Note that the RLS algorithms have similar convergence and tracking per-
formances, which are much better than the LMS algorithm. However, these RLS
algorithms usually have high computational requirement and complex program
structures. Also, some RLS algorithms tend to be unstable. The fast transversal
filter (FTF) algorithm requires the least computation among the RLS algo-
rithms, and it can use a rescue variable to avoid instability. However, rescue
techniques tend to be a bit tricky for widely varying mobile radio channels, and
the FTF is not widely used.

6.9 Fractionally Spaced Equalizers

The equalizers discussed so far have tap spacings at the symbol rate. It is
well known that the optimum receiver for a communication signal corrupted by
Gaussian noise consists of a matched filter sampled periodically at the symbol
rate of the message. In the presence of channel distortion, the matched filter
prior to the equalizer must be matched to the channel and the corrupted signal.
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Table 6.1 Comparison of Various Algorithms for Adaptive Equalization [Pro91]
Number of
Algorithm Multiply Advantages Disadvantages
Operations

LMS Gradient DFE |2N + 1 Low computational |[Slow convergence, poor
complexity, simple tracking
program

Kalman RLS 2.5N? + 4.5N |Fast convergence, High computational com-
good tracking ability |plexity

FTF N + 14 Fast convergence, Complex programming,
good tracking, low unstable (but can use
computational com- |rescue method)
plexity

Gradient Lattice 13N -8 Stable, low computa- |Performance not as good
tional complexity, as other RLS, complex
flexible structure programming

Gradient Lattice 13Ny + 33N, |Low computational |Complex programming

DFE -36 complexity

Fast Kalman DFE 20N + 5 Can be used for Complex programming,
DFE, fast conver- computation not low,
gence and good unstable
tracking

Square Root RLS 1.5N? + 6.5N |Better numerical High computational com-

DFE properties plexity

In practice, the channel response is unknown, and hence the optimum matched
filter must be adaptively estimated. A suboptimal solution in which the matched
filter is matched to the transmitted signal pulse may result in a significant
degradation in performance. In addition, such a suboptimal filter is extremely
sensitive to any timing error in the sampling of its output [Qur77]. A fractionally
spaced equalizer (FSE) is based on sampling the incoming signal at least as fast
as the Nyquist rate [Pro91]. The FSE compensates for the channel distortion
before aliasing effects occur due to the symbol rate sampling. In addition, the
equalizer can compensate for any timing delay for any arbitrary timing phase. In
effect, the FSE incorporates the functions of a matched filter and equalizer into a
single filter structure. Simulation results demonstrating the effectiveness of the
FSE over a symbol rate equalizer have been given in the papers by Qureshi and
Forney [Qur77], and Gitlin and Weinstein [Git81].

Nonlinear equalizers based on MLSE techniques appear to be gaining pop-
ularity in modern wireless systems (these were described in Section 6.7.2). The
interested reader may find Chapter 6 of [Ste94] useful for further work in this
area.
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6.10 Diversity Techniques

Diversity is a powerful communication receiver technique that provides
wireless link improvement at relatively low cost. Unlike equalization, diversity
requires no training overhead since a training sequence is not required by the
transmitter. Furthermore, there are a wide range of diversity implementations,
many which are very practical and provide significant link improvement with lit-
tle added cost.

Diversity exploits the random nature of radio propagation by finding inde-
pendent (or at least highly uncorrelated) signal paths for communication. In vir-
tually all applications, diversity decisions are made by the receiver, and are
unknown to the transmitter. '

The diversity concept can be explained simply. If one radio path undergoes
a deep fade, another independent path may have a strong signal. By having
more than one path to select from, both the instantaneous and average SNRs at
the receiver may be improved, often by as much as 20 dB to 30 dB.

As shown in Chapters 3 and 4, there are two types of fading — small-scale
and large-scale fading. Small-scale fades are characterized by deep and rapid
amplitude fluctuations which occur as the mobile moves over distances of just a
few wavelengths. These fades are caused by multiple reflections from the sur-
roundings in the vicinity of the mobile. Small-scale fading typically results in a
Rayleigh fading distribution of signal strength over small distances. In order to
prevent deep fades from occurring, microscopic diversity techniques can exploit
the rapidly changing signal. For example, the small-scale fading shown in Figure
3.1 reveals that if two antennas are separated by a fraction of a meter, one may
receive a null while the other receives a strong signal. By selecting the best sig-
nal at all times, a receiver can mitigate small-scale fading effects (this is called
antenna diversity or space diversity).

Large-scale fading is caused by shadowing due to variations in both the ter-
rain profile and the nature of the surroundings. In deeply shadowed conditions,
the received signal strength at a mobile can drop well below that of free space. In
Chapter 3, large-scale fading was shown to be log-normally distributed with a
standard deviation of about 10 dB in urban environments. By selecting a base
station which is not shadowed when others are, the mobile can improve substan-
tially the average signal-to-noise ratio on the forward link. This is called macro-
scopic diversity, since the mobile is taking advantage of large separations
between the serving base stations.

Macroscopic diversity is also useful at the base station receiver. By using
base station antennas that are sufficiently separated in space, the base station is
able to improve the reverse link by selecting the antenna with the strongest sig-
nal from the mobile.
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6.10.1 Derivation of Selection Diversity Improvement

Before discussing the many diversity techniques that are used, it is worth-
while to quantitatively determine the advantage that can be achieved using
diversity. Consider M independent Rayleigh fading channels available at a
receiver. Each channel is called a diversity branch. Further assume that each
branch has the same average SNR given by

SNR =T = Cb3? (655
= —N—Oa . )

If each branch has an inétantaneous SNR = v,, then from equation (5.154),
the pdf of y; is
"

p() = Iier ¥;20 (6.56)

where I' is the mean SNR of each branch. The probability that a single branch
has SNR less than some threshold y is

[2e] —Y;

_fp (v)dy; = _f%e " dy, (6.57)
0 0

Prly,<v]

Y
T
=1—e

Now, the probability that all M independent diversity branches receive signals
which are simultaneously less than some specific SNR threshold y is

Priy, ..., yMSy] = (1_e”y/r)M = Py (y) (6.58)

P, (y) in equation (6.58) is the probability of all branches failing to achieve
SNR = y. If a single branch achieves SNR >y then the probability that
SNR >y for any one branch is given by

Priy,>y] = 1-Py,(y) = 1- (1—e™H" (6.59)

Equation (6.59) is an expression for the probability of exceeding a threshold
when selection diversity is used [Jak71], and is plotted in Figure 6.11.

To determine the average signal-to-noise ratio of the received signal when
diversity is used, it is first necessary to find the pdf of the fading signal. For
selection diversity, the average SNR is found by first computing the derivative of
P, (y). Proceeding along these lines,

/T . M-1 /1
y e

Pu (1) = 5Py () = F(1-e (6.60)

Y
Then, the mean SNR, ¥, may be expressed as

)
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Figure 6.11
‘Graph of probability distributions of SNR = y threshold for M branch selection diversity. The
term y represents the mean SNR on each branch [From {Jak71] © IEEE].

% © LMol
7= jpr(y)dy = FJ.Mx(l—e ) 1e dx (6.61)
0 0

where x = y/I'. Equation (6.61) is evaluated to yield the average SNR improve-
ment offered by selection diversity.

M
7-%v1
L kZ 7 (6.62)

=1
The following example illustrates the advantage that diversity provides.
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Example 6.4
Assume four branch diversity is used, where each branch receives an indepen-
dent Rayleigh fading signal. If the average SNR is 20 dB, determine the proba-
bility that the SNR will drop below 10 dB. Compare this with the case of a
single receiver without diversity.

Solution to Example 6.4
For this example the specified threshold y = 10dB, I’ = 20dB, and there are
four branches. Thus y/I’ = 0.1 and using equation (6.58),
4
P,(10dB) = (1—¢")" = 0.000082

When diversity is not used, equation (6.58) may be evaluated using M = 1.

1
P,(10dB) = (1-¢ ") = 0.095

Notice that without diversity the SNR drops below the specified threshold with
a probability that is three orders of magnitude greater than if four branch
-diversity is used!

From equation (6.62) it can be seen that the average SNR in the branch
which is selected using selection diversity naturally increases, since it is always
guaranteed to be above the specified threshold. Thus, selection diversity offers
an average improvement in the link margin without requiring additional trans-
mitter power or sophisticated receiver circuitry. The diversity improvement can
be directly related to the average bit error rate for various modulations by using
the principles discussed in section 5.11.1.

Selection diversity is easy to implement because all that is needed is a side
monitoring station and an antenna switch at the receiver. However, it is not an
optimal diversity technique because it does not use all of the possible branches
simultaneously. Maximal ratio combining uses each of the M branches in a co-
phased and weighted manner such that the highest achievable SNR is available
at the receiver at all times.

6.10.2 Derivation of Maximal Ratio Combining Improvement

In maximal ratio combining, the voltage signals r, from each of the M
diversity branches are co-phased to provide coherent voltage addition and are
individually weighted to provide optimal SNR. If each branch has gain G,, then
the resulting signal envelope applied to the detector is

M
ry = Z G, (6.63)
i=1
Assuming that each branch has the same average noise power N, the total noise
power N, applied to the detector is simply the weighted sum of the noise in each
branch. Thus
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M
Ny =NYG; (6.64)
i=1
which results in an SNR applied to the detector, y,,, given by

2
r

M = 2—]—\,; (6.65) .

Using Chebychev’s inequality [Cou93], v,, is max1m1zed when G, = r;/N
which leads to

- %Z%r =3y, (6.66)

Thus the SNR out of the diversity comblner (see in Figure 6.14) is simply
the sum of the SNRs in each branch.

The value for vy, is r; /0N , where r; is equal to r (¢) as defined in equation
(4.67). As shown in Chapter 4, the received signal envelope for a fading mobile
radio signal can be modeled from two independent Gauss1an random variables T,
and T, each having zero mean and equal variance o°. Thati is,

V= s = 2N(T r?) (6.67)

Hence v,, 1s a Chi-square distribution of 2M Gaussian random variables

with variance o’/ (2N) =T/2, where T is deﬁned in equation (6.55). The
resulting pdf for y,, can be shown to be

yM—1 ~tu/T

M

p(yy) = ——— fory, 20 (6.68)
S T VIR M

The probability that v,, is less than some SNR threshold 7y is

e (1/T)F
Priyy<vy} = Ip (Yp) AYyy = 1-e” Z—(Y-]—e—-_—l)_' (6.69)
k=1

Equation (6.69) is the probability distribution for maximal ratio combining
[Jak71]. It follows directly from equatlon (6.66) that the average SNR, yM, is
simply the sum of the individual y; from each branch. In other words,

o = Zy‘i = Zr = MT (6.70)

i=1 i=1

The control algorithms for setting the gains and phases for maximal ratio
combining receivers are similar to those required in equalizers and RAKE receiv-
ers. Figure 6.14 and Figure 6.16 illustrate maximal ratio combining structures.
Maximal ratio combining is discussed in Section 6.10.3.3, and can be applied to
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virtually any diversity application, although often at much greater cost and com-
plexity than other diversity techniques.

6.10.3 Practical Space Diversity Considerations

Space diversity, also known as antenna diversity, is one of the most popular
forms of diversity used in wireless systems. Conventional cellular radio systems
consist of an elevated base station antenna and a mobile antenna close to the
ground. The existence of a direct path between the transmitter and the receiver
is not guaranteed and the possibility of a number of scatterers in the vicinity of
the mobile suggests a Rayleigh fading signal. From this model [Jak70], Jakes
deduced that the signals received from spatially separated antennas on the
mobile would have essentially uncorrelated envelopes for antenna separations of
one half wavelength or more.

The concept of antenna space diversity is also used in base station design.
At each cell site, multiple base station receiving antennas are used to provide
diversity reception. However, since the important scatterers are generally on the
ground in the vicinity of the mobile, the base station antennas must be spaced
considerably far apart to achieve decorrelation. Separations on the order of sev-
eral tens of wavelengths are required at the base station. Space diversity can
thus be used at either the mobile or base station, or both. Figure 6.12 shows a
general block diagram of a space diversity scheme [Cox83a].

1
G1
> , - Switching
2 Logic
> or L Output
' Demodulators

m
Antenna

Variable Gain

Figure 6.12

Generalized block diagram for space diversity.

Space diversity reception methods can be classified into four categories
[Jak71]:

1. Selection diversity

2. Feedback diversity

3. Maximal ratio combining

4. Equal gain diversity
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6.10.3.1 Selection Diversity

Selection diversity is the simplest diversity technique analyzed in section
6.10.1. A block diagram of this method is similar to that shown in Figure 6.12,
where m demodulators are used to provide m diversity branches whose gains are
adjusted to provide the same average SNR for each branch. As derived in section
6.10.1, the receiver branch having the highest instantaneous SNR is connected
to the demodulator. The antenna signals themselves could be sampled and the
best one sent to a single demodulator. In practice, the branch with the largest
(S+N)/N is used, since it is difficult to measure SNR. A practical selection
diversity system cannot function on a truly instantaneous basis, but must be
designed so that the internal time constants of the selection c1rcu1try are shorter
than the reciprocal of the signal fading rate.

6.10.3.2 Feedback or Scanning Diversity

Scanning diversity is very similar to selection diversity except that instead
of always using the best of M signals, the M signals are scanned in a fixed
sequence until one is found to be above a predetermined threshold. This signal is
then received until it falls below threshold and the scanning process is again ini-
tiated. The resulting fading statistics are somewhat inferior to those obtained by
the other methods but the advantage with this method is that it is very simple to
implement — only one receiver is required. A block diagram of this method is
shown in Figure 6.13.

Antenn%7 T

-------------------- Comparator «—— Preset Threshold

4

.| Short-Term
Average

A

Receiver

Figure 6.13

Basic form of scanning diversity.

6.10.3.3 Maximal Ratio Combining

In this method first proposed by Kahn [Kah54], the signals from all of the
M branches are weighted according to their individual signal voltage to noise
power ratios and then summed. Figure 6.14 shows a block diagram of the tech-
nique. Here, the individual signals must be co-phased before being summed
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(unlike selection diversity) which generally requires an individual receiver and
phasing circuit for each antenna element. Maximal ratio combining produces an
output SNR equal to the sum of the individual SNRs, as explained in section
6.10.2. Thus, it has the advantage of producing an output with an acceptable
SNR even when none of the individual signals are themselves acceptable. This
technique gives the best statistical reduction of fading of any known linear diver-
sity combiner. Modern DSP techniques and digital receivers are now making this
optimal form of diversity practical.

Cophase

Tm

[ 2
and Detector Output
[> m T Sum v
i 2 Gm /

Antenna |
|

Adaptive control

Figure 6.14
Maximal ratio combiner.

6.10.3.4 Equal Gain Combining

In certain cases, it is not convenient to provide for the variable weighting
capability required for true maximal ratio combining. In such cases, the branch
weights are all set to unity but the signals from each branch are co-phased to
provide equal gain combining diversity. This allows the receiver to exploit sig-
nals that are simultaneously received on each branch. The possibility of produc-
ing an acceptable signal from a number of unacceptable inputs is still retained,
and performance is only marginally inferior to maximal ratio combining and
superior to selection diversity.

6.10.4 Polarization Diversity

At the base station, space diversity is considerably less practical than at the
mobile because the narrow angle of incident fields requires large antenna spac-
ings [Vau90]. The comparatively high cost of using space diversity at the base
station prompts the consideration of using orthogonal polarization to exploit
polarization diversity. While this only provides two diversity branches it does
allow the antenna elements to be co-located.

In the early days of cellular radio, all subscriber units were mounted in
vehicles and used vertical whip antennas. Today, however, over half of the sub-
scriber units are portable. This means that most subscribers are no longer using
vertical polarization due to hand-tilting when the portable cellular phone is
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used. This recent phenomenon has sparked interest in polarization diversity at
the base station.

Measured horizontal and vertical polarization paths between a mobile and
a base station are reported to be uncorrelated by Lee and Yeh [Lee72]. The
decorrelation for the signals in each polarization is caused by multiple reflections
in the channel between the mobile and base station antennas. Chapter 3 showed
that the reflection coefficient for each polarization is different, which results in
different amplitudes and phases for each, or at least some, of the reflections.
After sufficient random reflections, the polarization state of the signal will be
independent of the transmitted polarization. In practice, however, there is some
dependence of the received polarization on the transmitted polarization.

Circular and linear polarized antennas have been used to characterize mul-
tipath inside buildings [Haw91], [Rap92a], [Ho94]. When the path was
obstructed, polarization diversity was found to dramatically reduce the multi-
path delay spread without significantly decreasing the received power.

While polarization diversity has been studied in the past, it has primarily
been used for fixed radio links which vary slowly in time. Line-of-sight micro-
wave links, for example, typically use polarization diversity to support two
simultaneous users on the same radio channel. Since the channel does not
change much in such a link, there is little likelihood of cross polarization inter-
ference. As portable users proliferate, polarization diversity is likely to become
more important for improving link margin and capacity. An outline of a theoreti-
cal model for the base station polarization diversity reception as suggested by
Kozono [Koz85] is given below.

Theoretical Model for Polarization Diversity

It is assumed that the signal is transmitted from a mobile with vertical (or
horizontal) polarization. It is received at the base station by a polarization diver-
sity antenna with 2 branches. Figure 6.15 shows the theoretical model and the
system coordinates. As seen in the figure, a polarization diversity antenna is
composed of two antenna elements V, and V,, which make a +a angle (polar-
ization angle) with the Y axis. A mobile station is located in the direction of offset
angle B from the main beam direction of the diversity antenna as seen in Figure
6.15(b).

Some of the vertically polarized signals transmitted are converted to the
horizontal polarized signal because of multipath propagation. The signal arriv-
ing at the base station can be expressed as

r cos (ot +¢,) (6.71.2)

X

y = r,cos (ot +¢,) (6.71.b)

where x and y are signal levels which are received when § = 0. It is assumed
that r, and r, have independent Rayleigh distributions, and ¢, and ¢, have
independent uniform distributions.
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Figure 6.15
Theoretical Model for base station polarization diversity based on [Koz85].

The received signal values at elements V, and V, can be written as:
v, = (ar,cos¢, +r,bcos¢,) coswt— (ar,sin¢, +r,bsing,) sinwt (6.72)

v, = (—ar,cos¢, +r,bcos¢,) coswt— (—ar,sin¢, +r,bsiné,) sinot (6.73)

where @ = sinacosfp and b = cosa.
The correlation coefficient p can be written as

_ { tan? (o) cos? (B) =T \?
p= (tan2 (a) cos? (B) + [‘) (6.74)

where
R; |
oo B 675
(R
where
R, = Aﬁ'%a2+r§b2+2'rlr2abcos (¢, +0,) (6.76)
R, = A/rfa2 + r§b2—2r1r2ab cos (¢, + ¢,) (6.77)

Here, I' is the cross polarization discrimination of the propagation path
between a mobile and a base station.
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The correlation coefficient is determined by three factors: polarization
angle; offset angle from the main beam direction of the diversity antenna and the
cross polarization discrimination. The correlation coefficient generally becomes
higher as offset angle B becomes larger. Also, p generally becomes lower as
polarization angle o increases. This is because the horizontal polarization com-
ponent becomes larger as o increases.

Because antenna elements V|, and V, are polarized at to to the vertical,
the received signal level is lower than that received by a vertically polarized
antenna. The average value of signal loss L , relative to that received using verti-
cal polarization is given by

L=a’/T+b’ (6.78)

 The results of practical experiments carried out using polarization diversity

[Koz85] show that polarization diversity is a viable diversity reception tech-
nique.

6.10.5 Frequency Diversity

Frequency diversity transmits information on more than one carrier fre-
quency. The rationale behind this technique is that frequencies separated by
more than the coherence bandwidth of the channel will not experience the same
fades [Lem91]. Theoretically, if the channels are uncorrelated, the probability of
simultaneous fading will be the product of the individual fading probabilities
(see equation (6.58)).

Frequency diversity is often employed in microwave line-of-sight links
which carry several channels in a frequency division multiplex mode (FDM). Due
to tropospheric propagation and resulting refraction, deep fading sometimes
occurs. In practice, 1:N protection switching is provided by a radio licensee,
wherein one frequency is nominally idle but is available on a stand-by basis to
provide frequency diversity switching for any one of the N other carriers (fre-
quencies) being used on the same link, each carrying independent traffic. When
diversity is needed, the appropriate traffic is simply switched to the backup fre-
quency. This technique has the disadvantage that it not only requires spare
bandwidth but also requires that there be as many receivers as there are chan-
nels used for the frequency diversity. However, for critical traffic, the expense
may be justified.

6.10.6 Time Diversity

Time diversity repeatedly transmits information at time spacings that
exceed the coherence time of the channel, so that multiple repetitions of the sig-
nal will be received with independent fading conditions, thereby providing for
diversity. One modern implementation of time diversity involves the use of the
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RAKE receiver for spread spectrum CDMA, where the multipath channel pro-
vides redundancy in the transmitted message.

6.11 RAKE Receiver

' In CDMA spread spectrum systems (see Chapter 5), the chip rate is typi-
cally much greater than the flat fading bandwidth of the channel. Whereas con-
ventional modulation techniques require an equalizer to undo the intersymbol
interference between adjacent symbols, CDMA spreading codes are designed to
provide very low correlation between successive chips. Thus, propagation delay
spread in the radio channel merely provides multiple versions of the transmitted
signal at the receiver. If these multipath components are delayed in time by
more than a chip duration, they appear like uncorrelated noise at a CDMA
receiver, and equalization is not required.

However, since there is useful information in the multipath components,
CDMA receivers may combine the time delayed versions of the original signal
transmission in order to improve the signal to noise ratio at the receiver. A
RAKE receiver does just this — it attempts to collect the time-shifted versions of
the original signal by providing a separate correlation receiver for each of the
multipath signals. The RAKE receiver, shown in Figure 6.16, is essentially a
diversity receiver designed specifically for CDMA, where the diversity is pro-
vided by the fact that the multipath components are practically uncorrelated
from one another when their relative propagation delays exceed a chip period.

Correlator 1

T m’(t)
d VA
r(t) > » Correlator 2 (dt—> 2 —
IF or baseband 0
CDMA signal
with multipath
» Correlator M|
Figure 6.16

. An M-branch (M-finger) RAKE receiver implementation. Each correlator detects a time shifted ver-
sion of the original CDMA transmission, and each finger of the RAKE correlates to a portion of the
signal which is delayed by at least one chip in time from the other fingers.

A RAKE receiver utilizes multiple correlators to separately detect the M
strongest multipath components. The outputs of each correlator are weighted to
provide a better estimate of the transmitted signal than is provided by a single
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component. Demodulation and bit decisions are then based on the weighted out-
puts of the M correlators.

The basic idea of a RAKE receiver was first proposed by Price and Green
[Pri58]. In outdoor environments, the delay between multipath components is
usually large and, if the chip rate is properly selected, the low autocorrelation
properties of a CDMA spreading sequence can assure that multipath compo-
nents will appear nearly uncorrelated with each other.

Assume M correlators are used in a CDMA receiver to capture the M
strongest multipath components. A weighting network is used to provide a linear
combination of the correlator output for bit detection. Correlator 1 is synchro-
nized to the strongest multipath m,. Multipath component m, arrives t, later
than component m,. The second correlator is synchronized to m, . It correlates
strongly with m, but has low correlation with m, . Note that if only a single cor-
relator is used in the receiver (see Figure 5.52), once the output of the single cor-
relator is corrupted by fading, the receiver cannot correct the value. Bit decisions
based on only a single correlation may produce a large bit error rate. In a RAKE
receiver, if the output from one correlator is corrupted by fading, the others may
not be, and the corrupted signal may be discounted through the weighting pro-
cess. Decisions based on the combination of the M separate decision statistics
offered by the RAKE provide a form of diversity which can overcome fading and
thereby improve CDMA reception.

The M decision statistics are weighted to form an overall decision statistic
as shown in Figure 6.16. The outputs of the M correlators are denoted as
Z,Z,,.. and Z,,. They are weighted by a, «,,.. and a,, respectively. The
weighting coefficients are based on the power or the SNR from each correlator
output. If the power or SNR is small out of a particular correlator, it will be
assigned a small weighting factor. Just as in the case of a maximal ratio combin-
ing diversity scheme, the overall signal Z' is given by

M
z=>% 0,7, (6.79)
=]

The weighting coefficients, «,, , are normalized to the output signal power
of the correlator in such a way that the coefficients sum to unity, as shown in
equation (6.80).

Z2
o = _Zm (6.80)

m M
2
2. Zn
m=1 }
As in the case of adaptive equalizers and diversity combining, there are

many ways to generate the weighting coefficients. However, due to multiple
access interference, RAKE fingers with strong multipath amplitudes will not
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necessarily provide strong output after correlation. Choosing weighting coeffi-
cients based on the actual outputs of the correlators yields better RAKE perfor-
mance.

6.12 Interleaving

Interleaving is used to obtain time diversity in a digital communications
system without adding any overhead. Interleaving has become an extremely use-
ful technique in all second generation digital cellular systems, due to the rapid
proliferation of digital speech coders which transform analog voices into efficient
digital messages that are transmitted over wireless links (speech coders are pre-
sented in Chapter 7).

Because speech coders attempt to represent a wide range of voices in a uni-
form and efficient digital format, the encoded data bits (called source bits) carry a
great deal of information, and as explained in Chapters 7 and 10, some source
bits are more important than others and must be protected from errors. It is typ-
ical for many speech coders to produce several “important” bits in succession,
and it is the function of the interleaver to spread these bits out in time so that if
there is a deep fade or noise burst, the important bits from a block of source data
are not corrupted at the same time. By spreading the source bits over time, it
becomes possible to make use of error control coding (called channel coding)
~ which protects the source data from corruption by the channel. Since error con-
trol codes are designed to protect against channel errors that may occur ran-
domly or in a bursty manner, interleavers scramble the time order of source bits
before they are channel coded. ‘

An interleaver can be one of two forms — a block structure or a convolu-
tional structure. A block interleaver formats the encoded data into a rectangular
array of m rows and n columns, and interleaves nm bits at a time. Usually, each
row contains a word of source data having n bits. An interleaver of degree m (or
depth m) consists of m rows. The structure of a block interleaver is shown in Fig-
ure 6.17. As seen, source bits are placed into the interleaver by sequentially
increasing the row number for each successive bit, and filling the columns. The
interleaved source data is then read out row-wise and transmitted over the chan-
nel. This has the effect of separating the original source bits by m bit periods.

At the receiver, the de-interleaver stores the received data by sequentially
increasing the row number of each successive bit, and then clocks out the data
row-wise, one word (row) at a time.

Convolutional interleavers can be used in place of block interleavers in
much the same fashion. Convolutional interleavers are ideally suited for use
with convolutional codes.

There is an inherent delay associated with an interleaver since the received
message block cannot be fully decoded until all of the nm bits arrive at the
receiver and are de-interleaved. In practice, human speech is tolerable to listen
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Read out bits to modulator one row at a time

JE— |

— 1 |m#l| e

— 2 [m+2] -
Read in ‘

coded bits
from encoder

; . : m rows

4
v

n columns
Figure 6.17

Block interleaver where source bits are read into columns and read out as n-bit rows.

to until delays of greater than 40 ms occur. It is for this reason that all of the
wireless data interleavers have delays which do not exceed 40ms. The inter-
leaver word size and depth are closely related to the type of speech coder used
the source coding rate and the maximum tolerable delay.

6.13 Fundamentals of Channel Coding

Channel coding protects digital data from errors by selectively introducing
redundancies in the transmitted data. Channel codes that are used to detect
errors are called error detection codes, while codes that can detect and correct
errors are called error correction codes.

In 1948, Shannon demonstrated that by proper encoding of the information,
errors induced by a noisy channel can be reduced to any desired level without
sacrificing the rate of information transfer [Sha48]. Shannon’s channel capacity
formula is applicable to the AWGN channel and is given by

P S
C = Blogz(l +N B) = Blogz(l +N) (6.81)

where C is the channel capacity (bits per second), B is the transmission band-
width (Hz), P is the received signal power (watts), and N, is the single-sided
noise power density (watts/Hz). The received power at a receiver is given as

P = E,R, (6.82)

where E, is the average bit energy, and R, is the transmission bit rate. Equa-
tion (6.81) can be normalized by the transmission bandwidth and is given by
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E
€ g1+ A_,(;E) (6.83)

where C/B denotes bandwidth efficiency.

The basic purpose of error detection and error correction techniques is to
introduce redundancies in the data to improve wireless link performance. The
introduction of redundant bits increases the raw data rate used in the link,
hence increases the bandwidth requirement for a fixed source data rate. This
reduces the bandwidth efficiency of the link in high SNR conditions, but provides
excellent BER performance at low SNR values.

It is well known that the use of orthogonal signaling allows the probability
of error to become arbitrarily small by expanding the signal set, i.e., by making
the number of waveforms M — «, provided that the SNR per bit exceeds the
Shannon limit of SNR, >—1.6 dB [Vit79]. In the limit, Shannon’s result indicates
that extremely wideband signals could be used to achieve error free communica-
tions, as long as sufficient SNR exists. Error control coding waveforms, on the
other hand, have bandwidth expansion factors that grow only linearly with the
code block length. Error correction coding thus offers advantages in bandwidth
limited applications, and also provides link protection in power limited applica-
tions.

A channel coder operates on digital message (or source) data by encoding
the source information into a code sequence for transmission through the chan-
nel. There are two basic types of error correction and detection codes: block codes
and convolutional codes.

6.14 Block Codes

Block codes are forward error correction (FEC) codes that enable a limited
number of errors to be detected and corrected without retransmission. Block
codes can be used to improve the performance of a communications system when
other means of improvement (such as increasing transmitter power or using a

-more sophisticated demodulator) are impractical.

In block codes, parity bits are added to blocks of message bits to make code-
words or code blocks. In a block encoder, £ information bits are encoded into n
code bits. A total of n —k redundant bits are added to the £ information bits for
the purpose of detecting and correcting errors [Lin83]. The block code is referred
to as an (n,k) code, and the rate of the code is defined as B, = k/n and is
equal to the rate of information divided by the raw channel rate.

The ability of a block code to correct errors is a function of the code distance.
Many families of codes exist that provide varying degrees of error protection
[Cou93], [Hay94], [Lin83], [Sk193], and [Vit79].
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Example 6.5
Interleavers and block codes are typically combined for wireless speech trans-
mission. Consider an interleaver with m rows and n-bit words. Assume each
word of the interleaver is actually made up of & source bits and (n-%) bits from
a block code. The resulting interleaver/coder combination will break up a burst
of channel errors of length [ = mb into m bursts of length b.

Thus an (n, k) code that can handle burst errors of length b < (n—%) /2 can
be combined with an interleaver of degree m to create an interleaved (mn,mk)
block code that can handle bursts of length mb. As long as mb or fewer bits are
corrupted during the transmission of the coded speech signal from the inter-
leaver, the received data will be error free.

Besides the code rate, other important parameters are the distance and the

weight of a code. These are defined below.
Distance of a Code — The distance of a codeword is the number of ele-

ments in which two codewords C; and C; differ

N
d(C,C) = Z C,,®C, (modulo—q) (6.84)
I=1
where d is the distance of the codeword and ¢ is the number of possible values
of C; and C.. If the code used is binary, the distance is known as the Hamming
distance. The minimum distance d,;, is the smallest distance for the given set
and is given as

n

dpin = Min {d(C;,C)} | (6.85)
Weight of a Code — The weight of a codeword is given by the number of

nonzero elements in the codeword. For a binary code, the weight is basically the
number of 1’s in the codeword and is given as

N
w(C) =>C;, (6.86)
I=1

Properties of Block Codes

Linearity — Suppose C; and Cj are two code words in an (n,k) block
code. Let o, and o, be any two elements selected from the alphabet. Then the
code is said to be linear if and only if a,C, + a,C, is also a code word. A linear
code must contain the all-zero code word. Consequently, a constant-weight code
is nonlinear.

Systematic — A systematic code is one in which the parity bits are
appended to the end of the information bits. For an (n, %) code, the first 2 bits
are identical to the information bits, and the remaining n—#% bits of each code
word are linear combinations of the £ information bits.
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Cyclic — Cyclic codes are a subset of the class of linear codes which satisfy
the following cyclic shift property: If C = [¢, ,,c, ,,....,c,] is a code word of a
cyclic code, then [c, ,,c, 3, ....¢p ¢, ], obtained by a cyclic shift of the ele-
ments of C, is also a code word. That is, all cyclic shifts of C are code words. As a
consequence of the cyclic property, the codes possess a considerable amount of
structure which can be exploited in the encoding and decoding operations.
Encoding and decoding techniques make use of the mathematical con-
structs know as finite fields. Finite fields are algebraic systems which contain a
finite set of elements. Addition, subtraction, multiplication, and division of finite
field elements is accomplished without leaving the set (i.e., the sum/product of
two field elements is a field element). Addition and multiplication must satisfy
the commutative, associative, and distributive laws. A formal definition of a
finite field is given below: ‘
Let F be a finite set of elements on which two binary operations — addition
and multiplication are defined. The set F together with the two binary oper-
ations is a field if the following conditions are satisfied:

e F is a commutative group under addition. The identity element with respect
to addition is called the zero element and is denoted by 0.

* The set of nonzero elements in F' is a commutative group under multiplica-
tion. The identity element with respect to multiplication is called the unit
element and is denoted by 1.

*  Multiplication is distributive over addition; that is, for any three elements a,
b,andcin F.

‘ a-(b+tc) =a-b+a-c

The additive inverse of a field element a, denoted by -a, is the field element
which produces the sum 0 when added to a [a + (—a) = 0]. The multiplicative
inverse of a, denoted by a’ , 1s the field element which produces the product 1
when multiplied by a [a a =11

Four basic properties of fields can be derived from the definition of a field.
They are as follows:

Property: a-0=0=0-a

Property II: For nonzero field elements a and b,a-b =0

Property IIl:a -6 = 0 and a#0 imply b6 = 0

Property IV: —(a-b) = (—a) -b = a- (-b)

For any prime number p, there exists a finite field which contains p ele-
ments. This prime field is denoted as GF (p) because finite fields are also called
Galois fields, in honor of their discoverer [Lin83]. It is also possible to extend the
prime field GF (p) to a field of p™ elements which is called an extension field of
GF (p) and is denoted by GF (p™), where m is a positive integer. Codes with
symbols from the binary field GF (2) or its extension field GF (2™) are most
commonly used in digital data transmission and storage systems, since informa-
tion in these systems is always encoded in binary form in practice.
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In binary arithmetic, modulo-2 addition and multiplication are used. This
arithmetic is actually equivalent to ordinary arithmetic except that 2 is consid-
ered equal to 0 (1+1 =2 =0). Note that since 1+1 = 0, 1= -1, and hence for the
arithmetic used to generate error control codes, addition is equivalent to subtrac-
tion.

Reed-Solomon codes make use of nonbinary field GF (2™). These fields
have more than 2 elements and are extensions of the binary field
GF(2) = {0,1}. The additional elements in the extension field GF (2™) can-
not be 0 or 1 since all of the elements are unique, so a new symbol o is used to
represent the other elements in the field. Each nonzero element can be repre-
sented by a power of a.

The multiplication operation “ - ” for the extension field must be defined so
that the remaining elements of the field can be represented as sequence of pow-
ers of a. The multiplication operation can be used to produce the infinite set of
elements F shown below

F:{O,l,a,az, ..... ,aj, ..... }={O,ao,al,a2, ..... ,aj, ..... } (6.87)

To obtain the finite set of elements of GF (2") from F, a condition must be
imposed on F' so that it may contain only 2" elements and is a closed set under
multiplication (i.e., multiplication of two field elements is performed without
leaving the set). The condition which closes the set of field elements under multi-
plication is known as the irreducible polynomial, and it typically takes the fol-
lowing form [Rhe89]:

D= 0 or equivalently a(zm_l) =1=0a’ (6.88)

Using the irreducible polynomial, any element which has a power greater
than 2™ —~2 can be reduced to an element with a power less than 2™ -2 as fol-
lows:

¢
o

R L (6.89)
The sequence of elements F' thus becomes the following sequence F*, whose
nonzero terms are closed under multiplication:

F*= {0,1,0,0°, nc’ Sa° a0 | (6.90)

_ 0 1 2 0 2
= {0,a,0,0,. .., , 0, 0,0, .}

Take the first 2™ terms of F* and you have the elements of the finite field
GF (2™) in their power representation

GF (2™ = {0, 1,0, az, ..... , o } = {0, ao, o, oaz, ..... , O } (6.91)
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It can be shown that each of the 2™ elements of the finite field can be repre-
sented as a distinct polynomial of degree m —1 or less (the element O is repre-
sented by the zero polynomial, a polynomial with no nonzero terms) [Rhe89].
Each of the nonzero elements of GF (2™) , can be denoted as a polynomial a;(x),
where at least one of the m coefficients is nonzero.

o = a;(x) =a;,tae; x+ta; 2x2 ot ai’m_lxm (6.92)
Addition of two elements of the finite field is then defined as the modulo-2
addition of each of the polynomial coefficients of like powers, as shown below.
i’m_l+aj,m_1)xm_1 (6.93)
Thus GF(2™) may be constructed, and using equations (6.92) and (6.93) the
polynomial representation for the 2™ elements of the field may be obtained.

o +d = (@;o0%a;,) +(a; ta; )x+...+ (a

6.14.1 Examples of Block Codes

Hamming Codes

Hamming codes were among the first of the nontrivial error correction
codes [Ham50]. These codes and their variations have been used for error control
in digital communication systems. There are both binary and nonbinary Ham-
ming codes. A binary Hamming code has the property that

(n,k) = (2" -1,2" —1-m) (6.94)

where £k is the number of information bits used to form a n bit codeword, and m
is any positive integer. The number of parity symbols are n —k = m.

‘Hadamard Codes

Hadamard codes are obtained by selecting as codewords the rows of a Had-
amard matrix. A Hadamard matrix A is a N x N matrix of 1s and Os such that
each row differs from any other row in exactly N/2 locations. One row contains
all zeros with the remainder containing N/2 zeros and N/2 ones. The mini-
mum distance for these codesis N/2.

For N = 2,the Hadamard matrix A is

A=@ﬂ (6.95)

In addition to the special case considered above when N = 2™ (m being a
positive integer), Hadamard codes of other block lengths are possible, but the
codes are not linear.

Golay Codes

Golay codes are linear binary (23,12) codes with a minimum distance of 7
and a error correction capability of 3 bits [Gol49]. This is a special, one of a kind
code in that this is the only nontrivial example of a perfect code. Every codeword
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lies within distance 3 of any codeword, thus making maximum likelihood decod-
ing possible.

Cyclic Codes

Cyclic codes are a subset of the class of linear codes which satisfy the cyclic
property as discussed before. As a result of this property, these codes possess a
considerable amount of structure which can be exploited.

A cyclic code can be generated by using a generator polynomial g (p) of
degree (n — k). The generator polynomial of an (n, %) cyclic code is a factor of
p" + 1 and has the general form

gp) = p"”k+gn~k_1p”'k"+ ..... +gp+l (6.96)

A message polynomial x (p) can also be defined as
x(p) = xk_lpk_1+ ..... +x,pt+x, (6.97)
where (x, ,,...,%,) represents the k2 information bits. The resultant codeword

¢ (p) can be written as

c(p) =x(p)g(p) (6.98)

where ¢ (p) is a polynomial of degree less than n.

Encoding for a cyclic code is usually performed by a linear feedback shift
register based on either the generator or parity polynomial.

BCH Codes

BCH cyclic codes are among the most important block codes since they exist
for a wide range of rates, achieve significant coding gains, and can be imple-
mented even at high speeds [Bos60]. The block length of the codes is n = 2™ —1
for m>3, and the number of errors that they can correct is bounded by
t< (2™ =1)/2. The binary BCH codes can be generalized to create classes of
nonbinary codes which use m bits per code symbol. The most important and
common class of nonbinary BCH codes is the family of codes known as Reed-
Solomon codes. The (63,47) Reed-Solomon code in U.S. Cellular Digital Packet
Data (CDPD) uses m = 6 bits per code symbol.

Reed-Solomon Codes

Reed-Solomon (RS) are nonbinary codes which are capable of correcting
errors which appear in bursts and are commonly used in concatenated coding
systems [Ree60]. The block length of these codes is n = 2™ — 1. These can be
extended to 2™ or 2" + 1. The number of parity symbols that must be used to
correct e errors is n—k = 2e. The minimum distance d,;, = 2e+ 1. RS codes

achieve the largest possible d, ;, of any linear code.
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6.14.2 Case Study of Reed-Solomon Codes

For the purpose of explanation, the field choice will be GF (64) , since this
is the same field used in CDPD systems. In this case, m = 6, so each of the 64
field elements is represented by a 6 bit symbol.

A finite field entity p (X) is introduced in order to map the 64 distinct 6-bit
symbols to the elements of the field. An irreducible polynomial p (X) of degree
m is said to be primitive if the smallest integer n for which p (X) divides X" + 1
is n = 2™ —1. This primitive polynomial p (X) is typical of the form

p(X) = 1+X+X" (6.99)

In the case of the Reed-Solomon code used for CDPD, this is indeed the

form of p(X). Regardless, these polynomials have been tabulated for a wide range

of field sizes, so p (X) should be considered a known quantity. CDPD’s primitive
polynomial is

Pcppp (X) = 1+X+X° (6.100)

In order to map symbols to field elements, set the primitive polynomial
p(a) = 0. This yields the following result, which closes the set of field elements:

a’+to+1 =0 (6.101)

Table 6.2 shows the proper mapping of 6 bit symbols to field elements.
These elements were generated by starting with the element 1 (oco) and multi-
plying by a to obtain the next field element. Any element which contains an o’
term will yield an o’ term in the next element, but o’ is not in GF (64) . The
primitive polynomial rule is used to convert o’ to o+1. Also note that
a0 = a” = o = 1. This simple result is critical when implementing finite
field multiplication in software. Multiplication can be accomplished quickly and
efficiently by using modulo 2™ —1 addition of the powers of the elemental oper-
ands. For the 63, 47 Reed-Solomon code used in CDPD systems, multiplication of
two field elements corresponds to adding the powers of the two operands modulo-
63 to arrive at the power of the product.

Addition in GF (2™) corresponds to modulo-2 adding the coefficients of the
polynomial representation of the elements. Since the coefficients are either 1’s or
0’s (because the field is an extension of the binary field GF (2) ), this can simply
be implemented with the bit-wise exclusive-OR of the 6 bit symbol representa-
tion of the elemental operands. Some examples of finite field addition in GF (64)
are shown below.

55

o’ +a’ = (001110),XOR (100000), = (101110, = a (6.102.2)

o +a®” = (011110),XOR (100001), = (111111), = « (6.102.b)
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6.14.2.1 Reed-Solomon Encoding
In the discussion of a Reed Solomon encoder, the following polynomials are
used frequently:
d (x) : raw information polynomial
p (x) : parity polynomial
¢ (x) : codeword polynomial
g (x) : generator polynomial
g (x) : quotient polynomial
r(x) : remainder polynomial
Let

n—1 n-2 2t+ 1 2t
d(X) = ¢, X  FC, X ot ey, X Feyx (6.103)

be the information polynomial and

p(x) = corex+ ey x (6.104)

be the parity polynomial (c; are all elements of GF{(i 64)) The encoded RS polyno-
mial can thus be expressed as

c(x) =d(x)+p(x) = Zcixi (6.105)

A vector of n field elements (cj,c,,....,c,_;) is a code word if and only if it
is a multiple of the generator polynomial g(x). The generator polynomial for a ¢ -
error, correcting, Reed-Solomon code has the form

g(x) = (x+a) (x+ 0L2) ..... (x+ o ) Zgl (6.106)

A common method for encoding a cyclic code is to derlve p (x) by dividing d (x)
by g(x). This yields an irrelevant quotient polynomial ¢ (x) and an important
polynomial r (x) as follows:

d(x) =g(x)q(x) +r(x) (6.107)
Thus the codeword polynomial can be expressed as
c(x) =p(x) +g(x)gq(x) +r(x) (6.108)

If the parity polynomial is defined as being equal to the negatives of the coeffi-
cients of r(x), then it follows that

c(x) = g(x)q (x) (6.109)

Thus ensuring that the codeword polynomial is a multiple of the generator
polynomial, a Reed-Solomon encoder can be constructed by performing the above
division process to obtain p(X). The straightforward method of obtaining the
remainder from the division process by the monic polynomial g (x) is to connect

“,»

a shift register according to g (x) as shown in Figure 6.18. Each “+” represents
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348

Table 6.2 Three Representations of the Elements of GF(64)

6-Bit Symbol
Representation

0

Polynomial
Representation

Power
Representation

0
Z
T3
3
TS
i)
T
24
pj
ris
el
5
r
2]
s
30
ELS
37
3
37
3T
13
T
k74
LX)
™
3T
I
T
T
M3
¥
b
BT
124
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an exclusive-OR of two m -bit numbers, each X represents a multiplication of two
m -bit numbers under GF (2™), and each m -bit register contains an m -bit
number denoted by b, .

Gate |4
&y 8y 84 815 &16
b, bypr----s bt bis X+
parity
output *——O\z
O¢—
Figure 6.18 data

Reed-Solomon encoding circuit.

Initially, all registers are set to 0, and the switch is set to the data position.
Code symbols ¢, , through ¢, , are sequentially shifted into the circuit and
simultaneously transmitted to the output line. As soon as code symbol ¢, _,
enters the circuit, the switch is flipped to the parity position, and the gate to the
feedback network is opened so that no further feedback is provided. At that same
instant, the registers b, through b,, | contain the parity symbols p, through
P,;_, Which correspond directly to the coefficients of the parity polynomial. They
can be sequentially shifted to the output to complete the Reed-Solomon encoding

process.

6.14.2.2 Reed Solomon Decoding
Suppose that a codeword

c(x) =v,+vx+....tv _lxnﬁ1 (6.110)

is transmitted and that channel errors result in the received codeword

r(x) =rytrxt... +rn'1xn"1 (6.111)

The error pattern e (x) is the difference between ¢ (x) and r(x) . Using equa-
tions (6.110) and (6.111),

e(x) =r(x)—c(x) =e,tex+... +en_1xn_1 (6.112)
Let the 2t partial syndromes S;, 1<i<2t, be defined as S; = r(a) Since
a, ocz, ..... ocz are roots of each transmltted codeword c(x) (because each code-

word is a multlple of the generator polynomial g (x) ), it follows that ¢ (a) =
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and S, = c( o') +e(a’) = e(a’). Thus, it is clear that the 2t partial syndromes
S; depend only on the error pattern e (x) and not on the specific received code-
word r(x).
; jSuppo§e the error pattern contains k& errors (R<t) at locations
‘xt .,x", where 0 <J,<Jy<...<j,<n—1. Let the error magnitude at each
location £ be denoted as e I Then e (x) has the form:
Ji

e(x) = ejlle + ejzsz o te X (6.113)

Define the set of error locator numbers B, = o ,i=1,2,.....k. Then the set

of 2¢ partial syndromes yields the following system of equations:

Sy =B +eB,+...te By (6.114.a)
S, =e;Bi+e Byt +e, B, (6.114.b)
Sy = e By e Byt te; By (6.114.0)

.Any algorithm which solves this system of equations is a Reed-Solomon

decoding algorithm. The error magnitudes e; are found directly, and the error

locations «’i can be determined from B, .

Reed-Solomon decoders can be implemented in hardware, software, or a
mix of hardware and software. Hardware implementations are typically very
fast, but they cannot be used for a wide variety of Reed-Solomon code sizes. For
example, there are several single-chip, Reed-Solomon decoders available which
decode codes commonly used in satellite communications, digital video applica-
tions, and compact disk technology. These hardware decoders can operate at
rates up to 10 Mbits per second. However, since this specific family of codes oper-
ates on 8-bit symbols from GF (255), the (63,47) Reed-Solomon code used in
CDPD systems cannot be decoded with these chips. Since CDPD operates at the
much slower rate of 19.2 kbps, a real-time software implementation of a (63, 47)
Reed-Solomon decoder can be achieved. A software approach may be more
attractive to a CDPD system developer, because it will have a shorter develop-
ment time, lower development cost, and greater flexibility.

A typical Reed-Solomon decoder uses five distinct algorithms. The first
algorithm calculates the 2¢ partial syndromes S;. The second step in the RS
decoding process is the Berlekamp-Massey algorithm which calculates the error
locator polynomial o(x). This polynomial is a function of the error locations in the
received codeword r(x), but it does not directly indicate which symbols of the
received codeword are in error. A Chien search algorithm is then used to calcu-
late these specific error locations from the error locator polynomial. The fourth
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step in the decoding process is the calculation of the magnitude of the error at
each location. Finally, knowing both the error locations in the received codeword
and the magnitude of the error at each location, an error correction algorithm
may be implemented to correct up to ¢ errors successfully [Rhe89].

Syndrome Calculation

The syndrome of a cyclic code is typically defined as the remainder obtained
by dividing the received codeword r (x) by the generator polynomial g(x). How-
ever, for Reed-Solomon codes, 2t partial syndromes are computed. Each partial
syndrome S; is deﬁned as the remainder obtained when dividing the received
codeword r (x) by x+a’.

Si=rem[ ()} i= 1,2, .2 (6.115)
x+ta ,

The division of two polynomials results in a quotient polynomial ¢ (x) and
a remainder polynomial rem(x). The degree of the remainder rem (x) must be
less than the degree of the dividing polynomial p(x). Thus, if p (x) has degree 1
(i.e., p(x) = x+a’), rem (x) must have degree 0. In other words, rem (x) is
51mp1y a field element and can be denoted as rem. Thus the determination of the
2t partial syndromes begins with the calculation

r (x)i = q(x) + ¢ (6.116)
x+a x+ao

Rearranging the above equation yields

. r(x) = q(x)- (x+a') +rem (6.117)
Letting x = o,
r(o) = g(a) - (¢’ +a) +rem (6.118)
= rem = S,

Thus, the calculation of the 2¢ partial syndrdmes S, can be simplified from a
full-blown polynomial division (which is computationally intense) to merely eval-
uating the received polynomial r (x) at x = o’ [Rhe89I:

S =r(a),i=1,2..,2t (6.119)

l

Also
r(x) =ryptrx+... +rn_1xn—1 ' (6.120)
Thus r («’) has the form
r(oci) = r0+rloci+r2a2i+ ..... +r _ o (6.121)

The evaluation of r (oci) can be implemented very efficiently in software by
arranging the function so that it has the following form
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r(ai) = ( ..... urn_lai +rn_2)ai+rn_3Jai + . Jai +r, (6.122)

Error Locator Polynomial Calculation
The Reed-Solomen decoding process is simply any implementation which
solves equations (6.114.a) through (6.114.c). These 2t equations are symmetric

function in 8,,f,,....,B,, known as power-sum symmetric functions. We now
define the polynomial

o (%) = (1+B,x) (1+P,x) ... (1+B,x) = 0y+0x+ ... + G0 (6.123)
The roots of 6 (x) are BII, B;I, ..... , B;I , which are the inverses of the error loca-

tion numbers ;. Thus, o (x) is called the error locator polynomial because it
indirectly contains the exact locations of each of the errors in r(x) . Note that
o (x) is an unknown polynomial whose coefficients must also be determined dur-
ing the Reed-Solomon decoding process.

The coefficients of o (x) and the error-location numbers §; are related by
the following equations

o = 1 (6.124.a)
G, = B+ Byt B, | (6.124.b)
5, = ByBy+ BBy + oo + By B, (6.124.c)
6, = B,B,Bs.B, (6.124.d)

The unknown quantities o; and B, can be related to the known partial syn-
dromes S F by the following set of equations known as Newton’s Identities.

S,+0,=0 (6.125.a)

S,+0,8,+25, =0 (6.125.b)
S;+0,5,+6,8,+30; = 0 (6.125.¢)
Sy+o,S, | +..+o, S +ko, =0 (6.125.d)

The most common method for determining o (x) is the Berlekamp-Massey
algorithm [Lin83].

6.15 Convolutional Codes

Convolutional codes are fundamentally different from block codes in that
information sequences are not grouped into distinct blocks and encoded [Vit79].
Instead a continuous sequence of information bits is mapped into a continuous
sequence of encoder output bits. This mapping is highly structured enabling a
decoding method considerably different from that of block codes to be employed.
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It can be argued that convolutional coding can achieve a larger coding gain than
can be achieved using a block coding with the same complexity.

A convolutional code is generated by passing the information sequence
through a finite state shift register. In general, the shift register contains
N (k bit) stages and m linear algebraic function generators based on the gener-
ator polynomials as shown in Figure 6.19. The input data is shifted into and
along the shift register £ bits at a time. The number of output bits for each & bit
input data sequence is n bits. The code rate R, = k/n. The parameter N is
called the constraint length and indicates the number of input data bits that the
current output is dependent upon. It determines how powerful and complex the
code is. Following, is an outline of the various ways of representing convolutional
codes,

< N Stages >
k Data —{1| ------- k1 ------- kl-------- "l - k
bits
.
Encoded Sequence
Figure 6.19 :

General block diagram of convolutional encoder.

Generator Matrix — The generator matrix for a convolutional code is
semi-infinite since the input is semi-infinite in length. Hence, this may not be a
convenient way of representing a convolutional code.

Generator Polynomials — Here, we specify a set of n vectors, one for
each of the n modulo-2 adders used. Each vector of dimension 2% indicates the
connection of the encoder to that modulo-2 adder. A 1 in the i th position of the
vector indicates that the corresponding shift register stage is connected and a 0
indicates no connection.

Logic Table — A logic table can be built showing the outputs of the convo-
lutional encoder and the state of the encoder for the input sequence present in
the shift register.

State Diagram — Since the output of the encoder is determined by the
input and the current state of the encoder, a state diagram can be used to repre-
sent the encoding process. The state diagram is simply a graph of the possible
states of the encoder and the possible transitions from one state to another.
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- Tree Diagram — The tree diagram shows the structure of the encoder in
the form of a tree with the branches representing the various states and the out-
puts of the coder.

Trellis Diagram — Close observation of the tree reveals that the struc-
ture repeats itself once the number of stages is greater than the constraint
length. It is observed that all branches emanating from two nodes having the
same state are identical in the sense that they generate identical output
sequences. This means that the two nodes having the same label can be merged.
By doing this throughout the tree diagram, we can obtain another diagram
called a Trellis diagram which is a more compact representation.

6.15.1 Decoding of Convolutional Codes

The function of the decoder is to estimate the encoded input information
using a rule or method that results in the minimum possible number of errors.
There is a one-to-one correspondence between the information sequence and the
code sequence. Further, any information and code sequence pair is uniquely
associated with a path through the trellis. Thus, the job of the convolutional
decoder is to estimate the path through the trellis that was followed by the
encoder. '

- There are a number of techniques for decoding convolutional codes. The
most important of these methods is the Viterbi algorithm which performs maxi-
mum likelihood decoding of convolutional codes. The algorithm was first
described by A.J. Viterbi [Vit67], [For78]. Both hard and soft decision decoding
can be implemented for convolutional codes. Soft decision decoding is superior by
about 2-3 dB.

6.15.1.1 The Viterbi Algorithm

The Viterbi algorithm can be described as follows:

Let the trellis node corresponding to state S; at time i be denoted S X
Each node in the trellis is to be assigned a value V(S ;) based on a metric. The
node values are computed in the following manner.

1 SetV(S,,) =0andi =1.

2 At time i, compute the partial path metrics for all paths entering each node.

3 Set V(S;,) equal to the smallest partial path metric entering the node cor-
responding to state S . at time i. Ties can be broken by previous node choos-
ing a path randomly. The nonsurviving branches are deleted from the trellis.
In this manner, a group of minimum paths is created from S ;.

4 Ifi<L+m,where L is the number of input code segments (& bits for each
segment) and m is the length of the longest shift register in the encoder, let
i = 1+1 and go back to step 2.
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Once all node values have been computed, start at state S,, time
i = L+ m, and follow the surviving branches backward through the trellis. The
path thus defined is unique and corresponds to the decoded output. When hard
decision decoding is performed, the metric used is the Hamming distance, while
the Euclidean distance is used for soft decision decoding.

6.15.1.2 Other Decoding Algorithms for Convolutional Codes

Fano’s Sequential Decoding

Fano's algorithm searches for the most probable path through the trellis by
examining one path at a time [Fan63]. The increment added to the metric along
each branch is proportional to the probability of the received signal for that
branch, as in Viterbi decoding, with the exception that an additional negative
constant is added to each branch metric. The value of this constant is selected
such that the metric for the correct path will increase on the average while the
metric for any incorrect path will decrease on the average. By comparing the
metric of a candidate path with an increasing threshold, the algorithm detects
and discards incorrect paths. The error rate performance of the Fano algorithm
is comparable to that of Viterbi decoding. However, in comparison to Viterbi
decoding, sequential decoding has a significantly larger delay. It's advantages
over Viterbi decoding is that it requires less storage, and thus codes with larger
constraint lengths can be employed.

The Stack Algorithm

In contrast to the Viterbi algorithm which keeps track of paths and
their corresponding metrics, the stack algorithm deals with fewer paths and
their corresponding metrics. In a stack algorithm, the more probable paths are
ordered according to their metrics, with the path at the top of the stack having
the largest metric. At each step of the algorithm, only the path at the top of the
stack is extended by one branch. This yields 2~ successors and their metrics.
These 2* successors along with the other paths are then reordered according to
the values of the metrics, and all paths with metrics that fall below some prese-
lected amount from the metric of the top path may be discarded. Then the pro-
cess of extending the path with the largest metric is repeated. In comparison
with Viterbi decoding, the stack algorithm requires fewer metric calculations,
but this computational savings is offset to a large extent by the computations
involved in reordering the stack after every iteration. In comparison with the
Fano algorithm, the stack algorithm is computationally simpler since there is no
retracing over the same path, but on the other hand, the stack algorithm
requires more storage than the Fano algorithm.

Feedback Decoding

Here, the decoder makes a hard decision on the information bit at stage j
based on the metrics computed from stage j to stage j + m, where m is a prese-
lected positive integer. Thus the decision on whether the information bit was a 1
or a 0 depends on whether the minimum Hamming distance path which begins

2(N—l)k
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at stage j and ends at stage j+m contains a 0 or 1 in the branch emanating
from stage j. Once a decision is made, only that part of the tree which stems
from the bit selected at stage j, is kept and the remainder is discarded. This is
the feedback feature of the decoder. The next step is to extend the part of the tree
that has survived to stage j + 1 + m and to consider the paths from stage j+ 1 to
J+1+m in deciding on the bit at stage j + 1. This procedure is repeated at every
stage. The parameter m is simply the number of stages in the tree that the
decoder looks ahead before making a hard decision. Instead of computing the
metrics, the feedback decoder can be implemented by computing the syndrome
from the received sequence and using a table look up method to correct errors.
For some convolutional codes, the feedback decoder can be simplified to a major-
ity logic decoder or a threshold decoder.

6.16 Coding Gain

The advantage of error control codes, whether they be block codes or convo-
lutional codes, is that they provide a coding gain for the communications link.
The coding gain describes how much-better the decoded message performs as
compared to the raw bit error performance of the coded transmission. Coding
gain is what allows a channel error rate of 107 to support decoded data rates
which are 10~ or better.

Each error control code has a particular coding gain. Depending on the par-
ticular code, the decoder implementation, and the channel BER probability, P, .
It can be shown that a good approximation for the decoded message error proba-
bility, P is given by

n
PB;% 3 i('z)PZ(l—PC)”“ (6.126)
i=t+1

where ¢t denotes the number of errors that can be corrected in an (n,k) block
code. Thus, given a known channel BER, it is possible to determine the decoded
message error rate easily. The coding gain measures the amount of additional
SNR that would be required to provide the same BER performance for an
uncoded message signal.

6.17 Trellis Coded Modulation

Trellis coded modulation (TCM) is a technique which combines both coding
and modulation to achieve significant coding gains without compromising band-
width efficiency [Ung87]. TCM schemes employ redundant nonbinary modula-
tion in combination with a finite state encoder which decides the selection of
modulation signals to generate coded signal sequences. TCM uses signal set
expansion to provide redundancy for coding and to design coding and signal
‘mapping functions jointly so as to maximize directly the free distance (minimum

NEC, EXH. 1016, Page 130 of 172



Ch. 6 « Equalization, Diversity, and Channel Coding 357

Euclidean distance) between the coded signals. In the receiver, the signals are
decoded by a soft decision maximum likelihood sequence decoder. Coding gains
as large as 6 dB can be obtained without any bandwidth expansion or reduction
in the effective information rate.

Example 6.6
Equalization .
The IS-54 standard specifies the use of decision feedback equalizers (DFE).
Diversity «
1. The U.S AMPS system makes use of spatial selection diversity.
2. The USDC standard specifies the use of polarization diversity.
Channel Coding
1. The IS-95 standard as proposed makes use of a rate 1/3, constraint length
L=9 convolutional code with block interleaving. The interleaver used is a 32*18
block interleaver.
2. The AMPS system makes use of a (40,28) BCH code for the forward channel
and a (48,30) BCH code for the reverse channel.
Equalization, diversity, and channel coding, as discussed, have the same goal
of improving the reliability and quality of the communication service. Each
technique has it’s own advantages and disadvantages. The trade-offs to be con-
sidered are those of complexity/power/cost versus system performance. Each
technique is capable of improving system performance significantly.

6.18 Problems
6.1 Use identical notation described in Section 6.3, except now let
N .
dy = ) W,4Yp, and verify that the MSE is identical for the multiple input
n=90
linear filter shown in Figure P6.1 (this structure is used for maximal ratio com-
bining diversity, RAKE receivers, and adaptive antennas).

Yo
Wo
> > d;
2 —— T
YN
Wy

Figure P6.1: Multiple input adaptive linear combiner.
6.2 Consider the two-tap adaptive equalizer shown in Figure P6.2.

(a) Find an expression for MSE in terms of wg, wy, and N.
(b) If N>2, find the minimum MSE.
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() Ifwy=0, wy=-2 and N=4 samples/cycle, what is the MSE?
(d) For parameters in (c), what is the MSE if dj=2sin(2rk/N)?

Yi= sin(2nk /N}y—t dy=2cos(2nk /N)

+
) 4
Sk Yk ¥ W1 Vk-1 —,‘fZ }—» ey, error

Figure P6.2: A two-tap adaptive linear equalizer.

6.3 For the equalizer in Figure P6.2, what weight values will produce a rms value
of £,=2? Assume N=5, and express your answer in terms of wg, and wj.

6.4 Ifa digital signal processing chip can perform 1 million multiplications per sec-
ond, determine the time required between each iteration for the following
adaptive equalizer algorithms.

(a) LMS
(b) Kalman RLS
(¢) Square root RLS DFE
(d) Gradient lattice DFE
6.5 Suppose a quick rule of thumb is that an RLS algorithm requires 50 iterations
 to converge, whereas the LMS algorithm requires 1000 iterations. For the DSP
chip in Problem 6.4 determine the maximum symbol rate and maximum time
interval before retraining if the equalizer requires 10% transmission overhead,
and the following Doppler spreads are found in a 1900 MHz channel.
(a) 100 Hz
(b) 1000 Hz
(c) 10,000 Hz
(Hint: Consider the coherence time and its impact on equalizer training).

6.6 Use computer simulation to implement a 2 stage (3 tap) LMS equalizer based
on the circuit shown in Figure 6.2. Assume each delay element offers 10 micro-
seconds of delay, and the transmitted baseband signal x(#) is a rectangular
binary pulse train of alternating 1’s and 0’s, where each pulse has a duration of
10 microseconds. Assume that x(z) passes through a time dispersive channel
before being applied to the equalizer. If the channel is a stationary 2-ray chan-
nel, with equal amplitude impulses at t=0 and t=15 microseconds, use equa-
tions (6.35) — (6.37) to verify that the original x(2) can be recreated by the
equalizer. »

(a) Provide graphical data illustrating the equalizer converges.

(b) Plot the MMSE as a function of the number of iterations.

(c) How many iterations are required to obtain convergence?

(d) What happens if the second ray is placed at =25 microseconds?

(e) What happens if the second ray is set equal to zero? (This effect is known
as equalizer noise, and is the result of using an equalizer when one is not
required by the channel).
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6.7 Consider a single branch Rayleigh fading signal has a 20% chance of being 6
dB below some mean SNR threshold. ,

(a) Determine the mean of the Rayleigh fading signal as referenced to the.
threshold.

(b) Find the likelihood that a two branch selection diversity receiver will be 6
dB below the mean SNR threshold.

(c) Find the likelihood that a three branch selection diversity receiver will be
6 dB below the mean SNR threshold.

(d) Find the likelihood that a four branch selection diversity receiver will be 6
dB below the mean SNR threshold.

(e) Based on your answers above, is there a law of diminishing returns when
diversity is used?

6.8 Using computer simulation, reconstruct Figure 6.11 which illustrates the
improvements offered by selection diversity.

6.9 Prove that the maximal ratio combining results in equations (6.66) — (6.69) are
accurate, and plot the probability distributions of SNR = y,, as a function of
v/T for 1, 2, 3, and 4-branch diversity.

6.10 Comr -re /T (selection diversity) with y,,/I" (maximal ratio combining) for 1
to 6 branches. Specifically, compare how the average SNR increases for each
diversity scheme as a new branch is added. Does this make sense? What is the
average SNR improvement offered by 6-branch maximal ratio combining as
compared to 6-branch selection diversity? If y/I" = 0.01, determine the proba-
bility that the received signal will be below this threshold for maximal ratio
combining and selection diversity (assume 6 branches are used). How does this
compare with a single Rayleigh fading channel with the same threshold?

6.11 Extending the diversity concepts in this chapter and using the flat fading BER
analysis of Chapter 5, it is possible to determine the BER for a wide range of
modulation techniques when selection diversity is applied.

Define y, as the required E}, /N to achieve a specific BER =y in a flat Rayleigh
fading channel, and let y denote the random SNR due to fading. Furthermore
let P(y) denote a function that describes the BER for a particular modulation
when the SNR = y. It follows:
-1
y = PriP(y) >x] = Prly<P (m)] = 1=~ @™
(a) Find an expression that solves v, in terms of Pl(x) and y.
(b) When M uncorrelated fading branches are used for diversity selection,
write a new expression for y.

(c) Det3ermine the required average E, /N, for BPSK in order to sustain a

10~ BER in a Rayleigh fading channel.

(d) When 4 branch diversity is used, determine the required average E,/N,

for BPSK in order to sustain a 10~ BER in a Rayleigh fading channel.
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Abbreviations and
Acronyms

AC
ACA
ACF
ACI
ACK
ADM
ADPCM
AGCH
AIN

AMPS
ANSI
APC
ARDIS
ARFCN
ARQ
ATC
ATM
AUC
AWGN

B

BER
BERSIM

Access Channel

Adaptive Channel Allocation
Autocorrelation function

Adjacent Channel interference
Acknowledge

Adaptive Delta Modulation

Adaptive Digital Pulse Code Modulation
Access Grant Channel

Advanced Intelligent Network

Amplitude Modulation

Advanced Mobile Phone System
American National Standards Institute
Adaptive Predictive Coding

Advance Radio Data Information Systems
Absolute Radio Frequency Channel Numbers
Automatic Repeat Request

Adaptive Transform Coding
Asynchronous Transfer Mode
Authentication Center

Additive White Gaussian Noise

Bit Error Rate
Bit Error Rate Simulator

607

1 X
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BCH Bose-Chaudhuri-Hocquenghem,
also Broadcast Channel
BCCH Broadcast Control Channel

BFSK Binary Frequency Shift Keying

BISDN Broadband Integrated Services Digital Network

BIU Base Station Interface Unit

BOC Bell Operating Company
"BPSK Binary Phase Shift Keying

‘BRI Basic Rate Interface

BSC Base Station Controller

BSIC Base Station Identity Code

BSS Base Station Subsystem

BT 3 dB bandwidth-bit-duration product for GMSK

BTA Basic Trading Area

BTS Base Transceiver Station

C

CAl Common Air Interface

CB Citizens Band

CCCH Common Control Channel

CCH Control Channel

CCl1 Co-channel Interference

CCIR Consultative Committee for International Radiocommunications

CCITT International Telgraph and Telephone Consultative Committee

CCS Common Channel Signaling

CD Collision Detection

CDF Cumulative Distribution Function

CDMA Code Division Multiple Access

CDPD Cellular Digital Packet Data

CDVCC Coded Digital Verification Color Code

CELP Code Excited Linear Predictor

CFP Cordless Fixed Part

C1 Carrier-to-interference Ratio

CIC Circuit Identification Code

CIU Cellular Controller Interface Unit ;
CLNP Connectionless Protocol (Open System Interconnect)
CMA Constant modulus algorithm i
CNS Comfort Noise Subsystem
CO Central Office '
codec Coder/decoder 5
CPE Customer Premises Equipment

CPFSK Continuous Phase Frequency Shift Keying

CPP Cordless Portable Part

CRC Cyclic Redundancy Code

CSMA Carrier Sense Multiple Access
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CT2
CVSDM
Cw

D

DAM
DBAS
DCA
DCCH
DCE
DCS
DCS1800
DCT
DECT
DEM
DFE
DFT
DLC

DM
DPCM
DQPSK
DRT

DS
DSAT
DSE
DS/FHMA
DSP
DS-SS
DST
DTC
DTE
DTMF
DTX
DUP

E

EIA
EIR
EIRP
Ep/Np
EOC
erf

erfc

- ERMES

Cordless Telephone -2
Continuously Variable Slope Delta Modulation
Continuous Wave

Diagnostic Acceptability Measure
Database Service Mangement System
Dynamic Channel Allocation

Dedicated Control Channel

Data Circuit Terminating Equipment
Digital Communication System

Digital Communication System — 1800
Discrete Cosine Transform

Digital European Cordless Telephone
Digital Elevation Models

Decision Feedback Equalization
Discrete Fourier Transform

Data Link Control

Delta Modulation

Differential Pulse Code Modulation
Differential Quadrature Phase Shift Keying
Diagnostic Rhyme Test

Direct Sequence

Digital Supervisory Audio Tone

Data Switching Exchange ,
Hybrid Direct Sequence/Frequency Hopped Multiple Access
Digital Signal Processing

Direct Sequence Spread Spectrum
Digital Signaling Tone

Digital Traffic Channel

Data Terminal Equipment

Dual Tone Multiple Frequency
Discontinuous Transmission Mode
Data User Part,

Electronic Industry Association
Equipment Identity Register
Effective Isotropic Radiated Power
Bit Energy-to-noise Density

Embedded Operations Channel
Error Function

Complementary Error Function
European Radio Message System
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E-SMR
ESN
E-TACS
ETSI

F
FACCH
FAF
FBF
FC
FCC

FCCH
FCDMA
FDD
FDMA
FDTC
FEC
FFF
FFSR
FH
FHMA
FH-SS
FLEX
FM

FN

' FPLMTS
FSE
FSK
FTF
FVC

G

GIS
GIU
GMSK
GOS
GSC
-GSM

HDB
HLR

App. F « Abbreviations and Acronyms

Extended — Specialized Mobile Radio

Electronic Serial Number

Extended Total Access Communication System
European Telecommunications Standard Institute

Fast Associated Control Channel

Floor Attenuation Factor

Feedback Filter

Fast Channel

Federal Communications Commission, Inc.,
also Forward Control Channel

Frequency Correction Channel

Hybrid FDMA/CDMA

Frequency Division Duplex

Frequency Division Multiple Access

Forward Data Traffic Channel

Forward Error Correction

Feedforward Filter

Feedforward Signal Regeneration

Frequency Hopping

Frequency Hopped Multiple Access

Frequency Hopped Spread Spectrum

4-level FSK-based paging standard developed by Motorola

Frequency Modulation

Frame Number

Future Public Land Mobile Telephone System

Fractionally Spaced Equalizer

Frequency Shift Keying

Fast Transversal Filter

Forward Voice Channel

Graphical Information System

Gateway Interface Unit

Gaussian Minimum Shift Keying

Grade of Service

Golay Sequential Coding (a 600 bps paging standard)
Global System for Mobile Communication

Home Database
Home Location Register
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I

IDCT
IDFT
IEEE
IF
IFFT
IGA
IIR
IM
IMSI
IMT-2000
IMTS
IP
1S-54
IS-95
IS-136
ISDN
IS1
ISM
ISUP
ITFS
ITU
IXC

J

JDC
JRC
JTACS
JTC

L
LAN
LAR
LATA
LBT
LCC
LCD
LCR
LEC
LEO
LMS
LOS
LPC

Inverse Discrete Cosine Transform

Inverse Discrete Fourier Transform

Institute of Electrical and Electronics Engineers
Intermediate Frequency

Inverse Fast Fourier Transform

Improved Gaussian Approximation

Infinite Impulse Response

Intermodulation

International Mobile Subscriber Identity

International Mobile Telecommuncation 2000
Improved Mobile Telephone Service

Internet Protocol

EIA Interim Standard for U.S. Digital Cellular (USDC)
EIA Interim Standard for U.S. Code Division Multiple Access
EIA Interim Standard 136 — USDC with Digital Control Channels
Integrated Services Digital Network

Intersymbol Interference

Industrial, Scientific, and Medical

ISDN User Part

Intructional Television Fixed Service

International Telecommunications Union
Interexchange Carrier

Japanese Digital Cellular (later called Pacific Digital Cellular)
Joint Radio Committee

Japanese Total Access Communication System

Joint Technical Committee

Local Area Network
Log-area Ratio

Local Access and Transport Area
Listen-before-talk

Lost Call Cleared

Lost Call Delayed

Level Crossing Rate
Local Exchange Carrier
Low Earth Orbit

Least Mean Square
Line-of-sight

Linear Predictive Coding
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LSSB
LTE
LTP

MAC
MAHO

‘M-ary
MDBS
MDLP
MDS
MFJ
MFSK
MIN
MIRS
ML
MLSE
MMDS
MMSE
MOS
MoU
MPE
MPSK
MSB
MSC
MSCID
MSE
MSK
MSU
MTA
MTP
MTSO
MUX

NACK
NAMPS
NBFM
NEC
N-ISDN
NMT-450
NRZ
NSP

App. F < Abbreviations and Acronyms

Lower Single Side Band
Linear Transversal Equalizer
Long Term Prediction

Medium Access Control

Mobile Assisted Handoff

Metropolitan Area Network

Multiple Level Modulation

Mobile Database Stations

Mobile Data Link Protocol

Multipoint Distribution Service

Modified Final Judgement

Minimum Frequency Shift Keying

Mobile Identification Number

Motorola Integrated Radio System (for SMR use)
Maximal Length

Maximum Likelihood Sequence Estimation
Multichannel Multipoint Distribution Service
Minimum Mean Square Error

Mean Opinion Score

Memorandum of Understanding
Multi-pulse Excited

Minimum Phase Shift Keying

Most Significant Bit

Mobile Switching Center

MSC Identification

Mean Square Error

Minimum Shift Keying

Message Signal Unit

Major Trading Area

Message Transfer Part

Mobile Telephone Switching Office
Multiplexer

Negative Acknowledge

Narrowband Advanced Mobile Phone System
Narrowband Frequency Modulation

National

Narrowband Integrated Service Digital Network
Nordic Mobile Telephone — 450

Non-return to Zero

Network Service Part
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NSS Network and Switching subsystem

NTACS Narrowband Total Access Communication System
NTT Nippon Telephone

OBS Obstructed

OFDM Orthogonal Frequency Division Multiplexing
OMAP Operations Maintenance and Administration Part

OMC Operation Maintenance Center
0QPSK Offset Quadrature Phase Shift Keying
OSI Open System Interconnect

0SS Operation Support Subsystem

P

PABX Private Automatic Branch Exchange
PACS Personal Access Communication System
PAD Packet Assembler Disassembler '
PBX Private Branch Exchange

PCH Paging Channel

PCM Pulse Code Modulation

PCN Personal Communication Network
PCS Personal Communication System
PDC Pacific Digital Cellular

pdf probability density function

PG Processing Gain

PH Portable Handset

PHP Personal Handy Phone

PHS Personal Handy Phone System

PL Path Loss

PLL Phase Locked Loop

PLMR Public Land Mobile Radio

PN Pseudo-noise

POCSAG Post Office Code Standard Advisory Group
PR Packet Radio

PRI Primary Rate Interface

PRMA Packet Reservation Multiple Access
PSD Power Spectral Density

PSK Phase Shift Keying

PSTN Public Switched Telephone Network
PTI Permanent Terminal Identifier

QAM Quadrature Amplitude Modulation
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QCELP

QMF
QPSK

RACE
RACH
RCC
RCS
RD-LAP
RDTC
RELP
RF
RFP
RLC
RLS
RMD
RPCU
RRMS
RS
RSSI
RVC
Rx

RZ

SACCH
SAT
SBC

sC
SCCP
SCH
SCM
SCORE
SCP
SDCCH
SDMA
SEIGA
SELP
SEP
SFM
S/
SID

App. F « Abbreviations and Acronyms

Qualcomm Code Excited Linear Predictive Coder
Quadrature Mirror Filter
Quadrature Phase Shift Keying

Research on Advanced Communications in Europe
Random Access Channel

Reverse Control Channel

Radar Cross Section

Radio Data Link Access Procedure
Reverse Data Traffic Channel
Residual Excited Linear Predictor
Radio Frequency

Radio Fixed Part

Resistor Inductor Capacitor
Recursive Least Square

RAM Mobile Data

Radio Port Control Unit

Radio Resource Management Protocol
Reed Solomon

Received Signal Strength Indicator
Reverse Voice Channel

Receiver

Return to Zero

Slow Associated Control Channel
Supervisory Audio Tone
System Broadcasting Channel
also Sub-band Coding
Slow Channel
Signaling Connection Control Part
Synchronization Channel
Station Class Mark
Spectral Coherence Restoral Algorithm
Service Control Point
Stand-alone Dedicated Control Channel
Space Division Multiple Access
Simplified Expression for the Improved Gaussian Approximation
Stochastically Excited Linaer Predictive coder
Switching End Points
Spectral Flatness Measure
see SIR
Station Identity
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SIM

SIR
SIRCIM
SISP
SMR
SMRCIM
SMS

S/N
SNR
SP
SQNR
SS -
SSB
SSMA
SS7
ST
STP

SYN

T

TACS
TCAP
TCDMA
TCH
TCM
TDD
TDFH
TDMA
TDN
TIA
TIU
TTIB
TUP
Tx

UF
UMTS
U.S.
USGS
USSB

Subscriber Identity Module
Signal-to-interference Ratio

615

Simulation of Indoor Radio Channel Imulse response Models

Site Specific Propagation
Specialized Mobile Radio
Simulation of Mobile Radio Channel Impulse
Short Messaging Service
also Service Management System
see SNR
Signal-to-noise Ratio
Signaling Point
Signal-to-quantization Noise Ratio
Spread Spectrum
Single Side Band
Spread Spectrum Multiple Access
Signaling System No. 7
Signaling Tone
Short Term Prediction,

also Signaling Transfer Point
Synchronization channel

Total Access Communications System
Transaction Capabilities Application Part
Time Division CDMA

Traffic Channel

Trellis Coded Modulation

Time Division Duplex 7

Time Division Frequency Hopping

Time Division Multiple

Temporary Directory Number
Telecommunications Industry Association
Trunk Interface Unit

Transparent Tone-In-Band

Telephone User Part

Transmitter

Urban Factor

Universal Mobile Telecommunication System
United States of America

United States Geological Survey

Upper Single Side Band

Response Models
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VAD
VCI
VCO
VDB
VIU
VLSI
VMAC
vQ
VSELP

WACS
WAN
WARC
WIN
WIU
WLAN
WUPE

ZF

App. F « Abbreviations and Acronyms

Voice Activity Detector

Virtual Circuit Identifier

Voltage Controlled Oscillator

Visitor Database

Visitor Interface Unit

Very Large-scale Integration

Voice Mobile Attenuation Code
Vector Quantization

Vector Sum Excited Linear Predictor

Wireless Access Communication System (later called PACS)
Wide Area Network

World Administrative Radio Conference

Wireless Information Network

Wireless Interface Unit

Wireless Local Area Network

Wireless User Premises Equipement

Zero forcing
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