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METHOD AND SYSTEM FOR 
INCREMENTAL SEARCH WITH REDUCED 

TEXT ENTRY WHERE THE RELEVANCE OF 
RESULTS IS A DYNAMICALLY COMPUTED 

FUNCTION OF USER INPUT SEARCH 
STRING CHARACTER COUNT 

CROSS REFERENCE TO RELATED 
APPLICATIONS 

This application claims benefit of the following patent 
application, assigned to the assignee of the present applica­
tion and which is incorporated by reference herein in its 
entirety: U.S. Provisional PatentApplication Ser. No. 601695, 
463 filed Jun. 30, 2005, entitled "Method And System For 
Incremental Search With Minimal Text Entry On Television 
Where The Relevance Of Results Is A Dynamically Com­
puted Function Of User Input Search String Character 
Count." 

BACKGROUND OF THE INVENTION 

2 
Additionally, there has been a significant increase in con­

tent source options for viewers. As the bandwidth for data 
transmission to homes has increased, new sources of content 
such as VOD (video-on-demand) and IPTV (Internet Proto­
col TV) have become available. This has further increased the 
available content accessible to viewers. 

The success of Google search from a desktop-based PC 
interface has established the fact that the simplicity of the 
search interface combined with the correct relevance ordering 

10 ofresults in a flat linear space are important for the ubiquitous 
adoption of a search engine. Television, PDA devices and 
other devices with limited input capabilities and display con­
straints (the display space on a television is insufficient given 
the large fonts needed to be visible at a distance) pose a 

15 challenge to create an easy interface like the desktop-based 
search, where text entry can be done using a QWERTY key­
board. Text input limitations for television-based search 
makes it important to facilitate reduced text entry. Further­
more support for dynamic retrieval of results for each char-

20 acter entered is important for increasing the likelihood of a 
user arriving at desired result without having to enter the full 
search text. The relevance ordering of results during dynamic 
results retrieval for each character entered should be such that 

The present invention relates to data search techniques, and 
more particularly, to techniques for performing searches for 25 

television content and channels and other items. 

the user sees the desired results with the entry of the first few 
characters. 

This problem is even more challenging when designing a 
non-intrusive search interface for television where the results 
display cannot accommodate more than a few results at any 
point in time, in order to remain non-intrusive. The correct 

User interfaces for finding television content in early tele­
vision systems were relatively simple. Television viewers 
could tune to a channel to locate desired content by entering 
a channel number or clicking channel navigation (up/down) 
buttons on the television or on a remote control device. User 
interfaces have evolved overtime to more complex and elabo­
rate interfaces such as interactive EPGs (Electronic Program 
Guides) now commonly used for browsing and searching for 
television content. 

30 relevance of ordering is important in this case to avoid the user 
from having to scroll down to see additional results. The 
display space constraint increases the importance of person­
alizing the results retrieval so that the user can get to the 
results with significantly reduced effort. 

35 

There has been significant recent proliferation in content 
choices for television viewers. The increase in content 
choices has resulted largely from channel proliferation, con­
tent disaggregation, and an increase in content source 
options. With this proliferation of content choices, conven- 40 

tional user interfaces, particularly EPGs, have proven inad­
equate in helping users quickly and easily find channels and 
content of interest. 

SUMMARY OF EMBODIMENTS OF THE 
INVENTION 

A method and system in accordance with one or more 
embodiments of the invention are provided for performing 
incremental searches with text entry reduced to delimited 
prefix substrings or acronyms where the relevance ordering of 
results is computed as a function of the number of characters 
entered by a user, where the characters represent one or more The number of television channels available to television 

viewers, e.g., subscribers of satellite and cable networks, has 
proliferated, in many cases beyond double digits and 
approaching triple digits. This has made it particularly diffi­
cult for users to remember the channels by their numbers. 
Users are more likely to forget the number assigned to a 
channel than the symbolic name assigned to the channel (e.g., 
CNN, NBC, PBS etc.). Moreover, when a user is mobile, i.e., 
not at his or her usual home, and desires to view a given 
channel, e.g., CNN, his or her memory of the channel number 
may not be useful since CNN would typically be assigned a 
different channel number by different operators. Addition­
ally, the growth in the number of channels has also made use 
of conventional two dimensional grid-based EPG interfaces 
tedious in finding particular programs of interest and chan­
nels. 

45 prefixes of the input query. The search space is divided into 
multiple subspaces, with the applicability or non-applicabil­
ity to incremental search at any given instant being dynami­
cally computed as a function of the number of characters 
entered by the user at that instant. This method enables selec-

50 tive relevance boosting (or suppression) of subspaces via 
configurable parameters appropriate to the application con­
text of the search, with the boosting (or suppression) of sub­
spaces occurring as a function of the number of characters 
entered by the user. Embodiments of the present invention 

55 also describe a way to allocate display space for one or more 
key subspaces in the first set of pages of results, such that a 
broad representation of a plurality of subspaces is shown to 
the user to increase the likelihood of a desired match. The 

Early VCRs (video cassette recorders) enabled users to 60 

time-shift programs so that the programs could be watched 
whenever desired. The advent of PVRs (Personal Video 
Recorders) has, however, immensely catalyzed this disaggre­
gation of programs, further diminishing the value of the chan­
nel paradigm. A direct consequence of this phenomenon is the 65 

proliferation of available content that can be viewed at any 

allocation of display space to subspaces is also a function of 
the number of characters entered by the user. This allocation 
of display space is implicitly or explicitly personalized over 
time. 

In addition to the different subspace biasing methods 
described above in embodiments of the present invention, the 
relevance contribution of any term (i.e., an individual word or 
phrase that is a part of the title, keyword or any other portion 

given time. of the meta-content) to the computed relevance of any given 
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result for a search query is governed by the information 
content of that term in relation to other terms describing the 
same content; this term relevance contribution itself varies as 
a function of the character count. The method in accordance 
with various embodiments of the present invention enables 
the rendering of results from multiple subspaces as a flat 
linear list without visible subspace partitioning, empowering 
the user to search and retrieve results across several subspaces 
without having to either explicitly specify in advance a par­
ticular subspace of interest or navigate different subspaces 
while viewing results. Embodiments of the present invention 
thus enable the user to find the desired result easily by reduc­
ing the effort involved in both the process of searching for 
results and subsequently navigating the results space. 

4 
FIG. 6B illustrates the relevance of terms as it relates to the 

popularity of the discoverable documents. 
FIG. 7 illustrates the dynamic adjustment of subspace 

biases as each character is entered in accordance with one or 
more embodiments of the invention. 

FIGS. SA-SC illustrate the ordering of results as each char­
acter is entered for various exemplary search strings in accor­
dance with one or more embodiments of the invention. 

FIG. 9 illustrates allocating display space for certain sub-
10 spaces in accordance with one or more embodiments of the 

invention. 

15 

DESCRIPTION OF THE PREFERRED 
EMBODIMENTS 

In accordance with one or more embodiments of the inven­
tion, a method and system are provided for processing a 
search request received from a user operating a text input 
device. The search request is directed at identifying a desired 
item from a set of items. Each of the items of the set of items 20 

Although many of the examples illustrated herein concern 
a television viewer searching for television content items and 
television channels, the concepts set forth in these examples 
are not limited to searching for television content items and 
channels. In general, these concepts can apply to processing 
search requests in a variety of environments in which particu-has one or more associated terms. The method includes 

receiving a query input from a user directed at identifying the 
desired item. The query input comprises one or more charac­
ters input by the user on the text input device. As each char­
acter of the query input is received from the user, a group of 
items having one or more terms matching the characters 
received thus far of the query input is dynamically identified. 
The items in this group of items are ordered based on rel­
evance values of the terms matching the characters and on the 
number of characters of the query input used in identifying 
the group of items. Identification of the group of items as 
ordered is transmitted to the user to be displayed on a device 
operated by the user. 

lar data items or content is sought in response to a user query. 
Briefly, as will be described in further detail below, in 

accordance with one or more embodiments of the invention, 
25 methods and systems are provided for identifying data items 

(such as, e.g., a television content item or channel) desired by 
a person performing a search on a device (such as, e.g., a 
television viewer using a remote control or a user of a phone, 
PDA or other mobile computing device) from a set of avail-

30 able data items. 

These and other features and advantages of the present 
invention will become readily apparent from the following 35 

detailed description, wherein embodiments of the invention 
are shown and described by way of illustration of the best 
mode of the invention. As will be realized, the invention is 
capable of other and different embodiments and its several 
details may be capable of modifications in various respects, 40 

all without departing from the invention. Accordingly, the 
drawings and description are to be regarded as illustrative in 
nature and not in a restrictive or limiting sense, with the scope 

Television content items can include a wide variety of 
video/audio content including, but not limited to, television 
programs, movies, music videos, video-on-demand, or any 
other identifiable content that can be selected by a television 
viewer. 

A user can enter into a search device having a text input 
interface a reduced text search entry directed at identifying 
the desired data item. The text can be one or more characters, 
which can be any alphanumeric character, symbol, space or 
character separator that can be entered by the user. Each data 
item has one or more associated descriptors, particularly 
names in a namespace relating to the desired data items. The 
descriptors specify information about the data item. If the 
data item is television content or channel, the information can of the application being indicated in the claims. 

BRIEF DESCRIPTION OF DRAWINGS 

FIG. 1 illustrates a reduced text entry search system in 
accordance with one or more embodiments of the invention 
being used in various device and network configurations. 

FIG. 2 illustrates various device configuration options for 
performing searching in accordance with one or more 
embodiments of the invention. 

45 include, e.g., information on titles, cast, directors, descrip­
tions, and key words. The names are composed of one or more 
words that can be either ordered or unordered. The user's 
search entry comprises one or more prefix substrings that 
represent a name or names in the namespace. A prefix sub-

50 string of a word in a name captures information from the word 
and can be a variable length string that contains fewer than all 
the characters making up the word. 

FIG. 3 illustrates the various application contexts along 
with the search terms specified by the user to retrieve different 55 

forms of content in accordance with one or more embodi-

FIG.1 shows an overall system 100 for search with reduced 
text entry using a wide range of devices in accordance with 
one or more embodiments of the invention. Although FIG. 1 
illustrates a network-based search, the concepts described 

ments of the invention. 
FIG. 4 illustrates a process of user starting a new search and 

entering text and arriving at the desired result in accordance 
with one or more embodiments of the invention. 

FIG. 5 illustrates a preprocessing step to ascribe priorities 
to searchable content and the computation of relevance for 
each term that can retrieve content in accordance with one or 
more embodiments of the invention. 

FIG. 6A illustrates the different type of terms or combina­
tions thereof that can retrieve content. The illustration depicts 
exemplary terms for a movie and a TV serial. 

herein are also applicable to a search that a particular search 
device performs locally. A server farm 101 serves as a source 
of search data and relevance updates, with the network 102 

60 functioning as the distribution framework. The composition 
of the actual distribution within the network is not critical­
the network 102 could be completely wired, completely wire­
less, or a combination of wired and wireless connections. 
Examples of possible networks can include cable television 

65 networks, satellite television networks, I.P.-based television 
networks, and networks for mobile devices such as wireless 
CDMA and GSM networks. The search devices could have a 
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wide range of interface capabilities such as a hand-held 
device 103 (e.g., a phone, PDA or other mobile device) with 
limited display size and overloaded or small QWERTY key­
pad, a television 104a coupled with a remote l04b having an 
overloaded or small QWERTY keypad, and a Personal Com­
puter (PC) 105 with a full QWERTY keyboard and large 
display. 

6 
tively be an acronym or abbreviation that represents the name 
of a TV show, TV network, etc. The relevance values associ­
ated with these strings determines the ordering of results, 
which can provide direct access to content 305 such as TV 
broadcast programming, video-on-demand (VOD), etc. 

FIG. 4 illustrates a process of the user starting anew search, 
entering characters and arriving at the desired result. A user 
enters a search string character at 401, which could be a 
variable size prefix of the intended query. For example, to 

FIG. 2 shows several possible configurations of the search 
device from the system 100 illustrated in FIG. 1. In one 
embodiment, a search device such as a PC 105 has a display 
201, a processor 202, a volatile memory 203, a text input 
interface 204 (which is either on the device itself, or is imple­
mented via a wireless remote control 104b), remote connec­
tivity 205 to a server 101 through a network 102, and a 
persistent storage 206. 

10 represent "Brad Pitt," the user may enter BP, BR P, BPI etc.). 
The system dynamically retrieves results at 402 forthe cumu­
lative substring of characters the user enters and orders the 
collected results based on (i) the relevance of the matched 
terms (explained in further detail below), and (ii) the number 

In another embodiment, a search device such as a hand­
held device 103 may not include local persistent storage 206. 
Such a hand-held device 103 would include remote connec­
tivity 205 to submit the query to a server 101 and retrieve 
results from the server 101. In yet another embodiment, the 
search device 103 may not include remote connectivity 205. 
For such an embodiment, the search database may be locally 
resident on a local persistent storage 206. The persistent stor­
age 206 may be a removable storage element such as SD, 
SmartMedia, CompactFlash card, or any of other such stor­
age elements known in the art. 

15 of characters the user entered. The results are displayed in the 
results window. If the user sees the result in the display 
window at 403, the user can scroll to the desired result within 
the displayed window and selects the desired result at 405. If 
the desired result is the first entry in the display window, it can 

20 be selected by default obviating the need to scroll through the 
display window. The ordering of results in the display win­
dow is governed by a relevance function that is a domain 
specific combination ofrelevance (e.g., popularity, temporal 
relevance, and location relevance) and the number of charac-

In one embodiment, a search device includes remote con­
nectivity 205 and persistent storage 206 for search (e.g., a 
television 104a), and the search device may use the remote 
connectivity for search relevance data update, or for the case 
where the search database is distributed on the local storage 
206 and on the server 101. In one embodiment, a television 
104a may have a set-top box with a one-way link to a satellite. 

25 ters entered by the user. In an exemplary embodiment, when 
a user is searching for a restaurant using a phone or Personal 
Digital Assistant (PDA) with GPS capabilities, the listings are 
ordered in descending order of the most popular restaurants in 
that area. If the user entered "NBA," the system lists the 

In this embodiment, some or all search data, including rel­
evance updates, may be downloaded to the search device 
through the satellite link so that a search can be performed 
locally. 

30 games in order of temporal relevance such as those in 
progress or are scheduled to begin in the near future are listed 
first. If the desired result is not in the display window, the user 
could decide at step 404 to either scroll down the display 
window linearly or page by page to reveal more results at 406 

35 or enter more characters at 401. If the user does not reach the 

FIG. 3 illustrates the various application contexts 301 
along with the search string elements 304a-304e used to 
retrieve different forms of content. In one embodiment, the 40 

application context for search is a non-intrusive interface 302 
(an interface that occupies a small portion of the screen and 
preferably does not significantly occlude or interfere with the 
simultaneous viewing of content) to search for a program that 
is available for instant gratification (available for instant 45 

viewing) and perform an action on it such as tuning to the 
program (if it is being broadcast), initiate a recording, or 
download/stream (if it is an internet based content). One 
challenge imposed by a non-intrusive interface is that because 

result due to a misspelled entry or due to the case of a word 
whose uniqueness (e.g., Tom Brown, Michael Brown) is 
embedded in the suffix of the words of the query (as opposed 
to the prefix), the user either goes back to the first word and 
enters more characters, or erases one or more of the typed 
characters and re-enter characters in order to reach the desired 
result. The dynamic update of results for each character entry 
enables the user to recover from an error during the text entry 
process itself, in contrast to discovering there are no results 
match after typing the entire text. 

FIG. 5 illustrates various steps in the pre-processing phase 
for ascribing content priorities and term relevance in accor­
dance with one or more embodiments of the invention. The 
input to this phase is a semi-structured space of any size 
composed of entities (e.g., titles, cast, directors, description, 
key words) with associated metadata. This semi-structured 
search space could range in size from the size of a PDA phone 
book to a large subspace obtained by a focused web crawl 
followed by relevant text processing to derive entities. In 
scenarios where the search space size is large, it is possible to 
organize the space into smaller sub-spaces based on a catego-
rization scheme. In the example shown in FIG. 5, the first step 
501 is the breaking up of entities into terms (e.g., Tom Hanks, 
Secret Discoveries in Ancient China). As used herein, a 

of its generally small size, there is a limited space available 50 

for displaying results, e.g., two to three lines, with the rest of 
the results being accessible by scrolling down. An intrusive 
search interface 303 for a television display (an interface that 
occupies the full screen or a large part of it) poses challenges 
too, since the number of results that can be displayed with a 55 

font that is visible at 10 feet distance, is limited to around 8 
results. In the case of the intrusive interface, the application 
context could be further diversified into smaller context 
search such as search for a movie or a TV show. Searching for 
results in any of these application contexts can use search 
strings 304 that identify the desired content or channel. The 
text strings include information such as the channel names, 
TV show names, TV casts and keywords, movie names, casts 
and/or keywords. The input text strings do not necessarily 
include complete information blocks. For example, the input 
text string could be variable size prefix substrings from one or 
more of these subspaces. The input text string could alterna-

60 "term" is a set of one or more ordered or unordered words. In 
one embodiment, the system 100 considers multiple permu­
tations of the words in the entity as candidate terms (e.g., 
Secret Discoveries of Ancient China, Discoveries of Ancient 
China, Ancient China, China). Considering multiple permu-

65 tations allows searching a given entity using variable prefixes 
of any of the candidate terms. The content item (also referred 
to herein as a document, e.g., a particular movie) is itself 
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composed of items from other subspaces. The relevance of 
elements in this subspace would be a function of the both 
time, content availability and popularity. For example, a user 
may type "C" in the mornings to access the children's pro­
gram "Caillou", but in the evening user may type "C" to 
access the news network "CNN." The key role of subspace 
biasing is to facilitate access to the desired results on the 
visible results list within the entry of a small number of 
characters, e.g., the first 3 to 4 characters. Beyond this, the 

assigned a popularity value 502. In the next step 503, for each 
term identifying a document, a relevance value is computed 
based on the information content of term. The instantaneous 
relevance of any given document to a query string depends on 
the absolute popularity of that document and the relative 
relevance contributions of the associated terms matched by 
the search query. Also, the relevance of that term is not a 
constant, but is rather a function of the number of characters 
that forms a prefix of that term. For example, the prefix string 
"ev" of the term "events" in a TV show "Live Summer 
Events" would not only have a lower relevance value than that 
ascribed to the full term "events," it would also have a lower 
relevance value in comparison to the term "everybody" in 
"Everybody Loves Raymond." The relevance of a prefix of a 
one word term may have a higher relevance than that of a 
prefix of a multi-word term. (For example, the prefix "ev" 
may have a higher relevance to represent a movie called 
"Eve" than that of the relevance of "ev" to represent "Live 
Summer Events"). The next step 504, involves identifying 
various subspaces of interest. The creation of subspaces may 20 

be based on a wide range of criteria including, but not limited 

10 entered string generally becomes sufficiently unique for the 
result to percolate up to the top of the shelf, regardless of the 
subspace the term belongs. A static character count indepen­
dent of any subspace biasing would relegate some subspaces 
to always be occluded by results from the boosted subspace 

15 results. For example, ifthe channel space were given a suffi­
ciently large bias over other subspaces such that even the 
lowest relevance channel is higher than any other subspace 
element, then even when the user enters "SE", low popularity 
channels such as SETANT or SEASON would occlude 

to, (1) broad genre based subspace categorization, (2) indi­
vidual term weighting-based categorization, or (3) personal 
search history (time sensitive and/or user specific) based cat­
egorization. These subspaces may be optionally exposed as 25 

filters (although with the proper ordering, the user would not 
need to use this filter) for search and can be explicitly applied 
by the user before, during, or after a search string entry. The 
categorization into subspaces enables a flattened linear output 
of results even on a system with small display space, since 30 

each subspace can be selectively biased on a per character 
basis as described below, to enable optimal ordering of results 
on the display. 

The final phase 505 involves ascribing a subspace-specific 
bias. This bias is a function of the number of characters 35 

"SEINFELD" from showing up on the displayed results-the 
user would have to scroll down to get to Seinfeld, if only two 
characters were entered. The selective biasing of the 
described embodiment enables the "TV show" subspace to 
get a boost after the first character is entered so that it can 
contend and supersede the low popularity channel names, or 
even all the channel names, if the biasing is appropriately set. 
The character-based relevance biasing of subspaces provides 
the flexibility in controlling what is displayed in an easily 
configurable and scalable manner. 

As used herein, the biasing of one subspace over another 
refers to the relative preferential positioning of subspaces by 
boosting or suppression. 

One advantage of a user-entered character count based 
subspace relevance biasing in accordance with one or more 
embodiments of the invention is described further below: 

Consider an example in which the user enters a prefix string 
P=Cu C2 , C3 , ... C, ... CN" where 1 ~i~N. One or more of 
the characters C, (1 ~i~N), could be a word separator (e.g., 
space character)-the query string could thus be a multi-

entered. This bias causes certain subspace results to have a 
higher relevance than other subspaces. As is illustrated in 
greater detail below, a channel name subspace may have a 
relevance boost forthe first character to ensure, e.g., that only 
channels appear first in the results space when only one char­
acter is entered. 

FIG. 6A illustrates a searchable document 601, in this case 
a movie (The Gods Must Be Crazy), along with the terms that 
lead to its discovery by search. Each term set (title 602, casts 
603, and keywords 604) belongs to a separate subspace, so 
that the relevance for a subspace can be selectively biased. 
FIG. 6A also illustrates an example of a TV serial (Seinfeld 
605) shown with episode title terms 606, cast terms 607 and 
keyword terms 608. 

40 prefix query string. Let P, denote a multi-prefix string where 
1 ~i~N. Letthe subspaces be Su S2 , ... SMand the initial bias 
of the subspaces be Simin~srax, l~i,j~M, i.e., the lowest 
relevance element in S, has a higher relevance than the most 
relevant element in SJ" Consider the display space size to be 

45 Dmax· The user would have to scroll down if the number of 
results exceeds Dmax· 

Case 1: P,(l~i<N) has a no match (Match[P,,S1]=0, 
l~j~K-1) with strings from subspaces sl, ... SK-1 
(1 <K~M) but P,+1 has a match (Match[P,+1,SK]= 

50 {mK1, mK
2 

... mif} where l~r~n(SK) (withnstandingforthe 
cardinality of SK, l~i~N), with strings from subspace SK, 
1 ~K~M. In this case "the character count based subspace 
biasing" system offers no distinct advantage in comparison to 

FIG. 6B illustrates two documents 610, 612 having popu­
larity values Dl and D2. The documents are discoverable by 
terms 616 (Tl through T7). The relevance values 614 (Rl 
through R9) are computed as a function of the document 
relevance it links to. A term may have different relevance 
values for different documents 610, 612 as illustrated by 55 

terms T3 (R3 and R4) and T6 (R7 and RS). For example, the 
term "lost" in "lost in translation" could have a different 
relevance in "raiders of the lost ark." The discoverability of a 
document relies on the relevance of its terms. The search 
query string 618 is shown linking to the term Tl through 
different relevance values 620, depending upon the numberof 
characters entered. 

a static character count independent biasing of subspaces. 
Case 2: Pi(l ~i<N) has a match with strings from sub-

spaces Sl, ... SK-1 (Match[Pi,Sj]={m/, m/ ... m/} where 
l~r~n(S), n standing forthe cardinality ofS1 and l~j~K-
1) andP,+1 has a match with strings from Subspace SK(Match 
[P,+1,SK]={mK1, MK2 

... mif} where l~r~n(SK), n 
60 standing for the cardinality of SK). In this case if~ n(Match 

[P,,S1])~DmaxCl~j~K-1), then the result from SK would be 
occluded by the matched elements from the subspace Su ... 
SK-l (note it may be occluded even for a value ofj<K-1, if 
multiple results from a subspace match). The user would have 

FIG. 7 illustrates this selective biasing of different sub­
spaces 701-705 as a function of the number of characters 
entered. In this exemplary embodiment, the bias value of a 
subspace is the output of a nonlinear function. A personalized 
search history subspace 706 is dynamically created and is 

65 to scroll down to view the result from SK. It is this occlusion 
that character count based biasing in accordance with one or 
more embodiments of the invention addresses. The biasing 
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allows for selective occlusion for a certain number of initial 
characters, and then makes the relevance space a level playing 
field for all subspaces gradually as the entered character count 
increases. By modifying the subspace biasing for each char­
acter, in this case, by increasing the bias of SD the result of SK 
has some likelihood of showing up within the top Dmax 
results. This promotion to the display list, might have hap­
pened at the exclusion of a result from one of the subspaces 

10 
household demographics, or implicitly with usage (i.e., infor­
mation about tuning and recording usage patterns). 

Methods of processing search queries from users in accor­
dance with various embodiments of the invention are prefer­
ably implemented in software, and accordingly one of the 
preferred implementations is as a set of instructions (program 
code) in a code module resident in the random access memory 
of a computer. Until required by the computer, the set of 
instructions may be stored in another computer memory, e.g., Sv ... SK_ 1 . This may be a preferred behavior, i.e., no result 

is allowed to hold on to the precious display estate beyond a 
particular character count. As the subspaces are all made 
equal with the increase in character count, preference could 
be given for the results from the new subspaces, since the 
others would have been monopolizing the display space in 
this scenario. Also note that an excluded result that fell from 
its position in the top displayed set, would work its way back 
again into view if sufficient characters that form a larger 
prefix of that result is entered. This reclamation oflost posi­
tion will naturally occur, with the entry of more characters­
the uniqueness of the string would help bring it back up. 

10 in a hard disk drive, or in a removable memory such as an 
optical disk (for eventual use in a CD ROM) or floppy disk 
(for eventual use in a floppy disk drive), or downloaded via the 
Internet or some other computer network. In addition, 
although the various methods described are conveniently 

15 implemented in a general purpose computer selectively acti­
vated or reconfigured by software, one of ordinary skill in the 
art would also recognize that such methods may be carried out 
in hardware, in firmware, or in more specialized apparatus 

20 

constructed to perform the specified method steps. 
The invention may be embodied in other specific forms 

without departing from the spirit or essential characteristics 
thereof. The present embodiments are therefore to be consid­
ered in respects as illustrative and not restrictive, the scope of 
the invention being indicated by the appended claims rather 

The other two cases, (1) both P, and P,+1 having no match 
with subspaces and (2)P,(1 ~i<N) has a match with strings 
from subspaces S1 , ... SK-l but P,+1 has no match, are not 
examined since they are uninteresting boundary cases offer­
ing no more information than the cases described above. 

FIGS. SA-SC illustrate examples of the ordering ofresults 
25 than by the foregoing description, and all changes which 

come within the meaning and range of the equivalency of the 
claims are therefore intended to be embraced therein. Method 
claims set forth below having steps that are numbered or 

as each character is entered for various search strings. The 
first example (FIG. SA) illustrates the case of a low popularity 
channel being superseded by a popular TV show "Everybody 
loves Raymond" on the entry of the second character. How- 30 

ever, the first character entry only brings up channels since the 
subspace biasing for the first character as shown in FIG. 7 
boosts the majority of channel names over all other sub­
spaces. The second example (FIG. SB) illustrates the user 
finding CNBC after entering three characters. The figure 35 

illustrates the scenario where the user is entering CNBC for 
the first time-the search history subspace has not been popu­
lated with this search yet. After regular sustained access to 
CNBC, over a period of time this term is added to the personal 
search history, and the relevance of this term continues to 40 

increase. At some point, the relevance of this item is boosted 
sufficiently to even supersede the popular channels with the 
same prefix as shown in FIG. SC. Character count based 
biasing is independent of the number of terms represented by 
the input characters. For example, in the case of"Everybody 45 

Loves Raymond" user could have entered "EL" (E <space>L) 
instead of the query "EV". The biasing logic is the same in 
both cases and is independent of the fact that in one case the 
input characters represented one prefix (Everybody 
Loves ... ), while the other represented two prefixes ("Every- 50 

Body Loves ... ") 
FIG. 9 illustrates an embodiment where instead of biasing 

subspaces, certain number of rows on the display space 902 
are allocated for certain subspaces 904. One advantage ofthis 
scheme is that regardless of the number of the results that 55 

match the term entered in text entry field 906, results from 
each subspace are guaranteed space in the display in the first 
set of pages of results, if any results qualify from these sub­
spaces. This method enables the displayed results to represent 
a cross-section of the results, thereby increasing the likeli- 60 

hood that a particular result may be of interest to the user. The 
choice of subspaces that are allocated shelf space may change 
dynamically over time and usage of the system. For example, 
when a user enters "S" in the morning, the results display may 
be populated with "Sesame street" (for kids), "SBX morning 65 

news", etc., representing children and adults. The choice of 
subspaces to be used may be determined by knowledge of the 

designated by letters should not be considered to be neces­
sarily limited to the particular order in which the steps are 
recited. 

The invention claimed is: 
1. A method of processing a search request received from a 

user operating a hand-held text input device, the search 
request directed at identifying a desired item from a set of 
items, each of the items having one or more associated terms, 
the method comprising: 

providing the set of items, the items having assigned popu­
larity values to indicate a relative measure of a likelihood 
that the item is desired by the user; 

for each item, associating a set of terms to describe the item 
and assigning a relevance value for each term based on a 
relevance of the term in identifying the item, the terms 
associated with the items being organized into search­
able subspace categories, each subspace category hav­
ing a relevance bias value; 

receiving text on the hand-held text input device entered by 
the user, the text having one or more text characters of 
one or more prefixes for terms the user is using to iden­
tify a desired item; 

in response to receiving a text character, performing a first 
incremental find to compare the one or more user-en­
tered prefixes with the terms associated with the items 
and to retrieve the relevance values for the one or more 
user-entered prefixes matching terms associated with 
the items; 

determining a first ranking order of items found in the first 
incremental find based at least in part on the retrieved 
relevance values and the assigned popularity values of 
the items found in the first incremental find; 

ordering and presenting one or more items to the user found 
in the first incremental find based on the first ranking 
order; 

in response to receiving at least one subsequent text char­
acter, performing a second incremental find to compare 
the one or more user-entered prefixes, including the at 
least one subsequent text character and any preceding 
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text characters, with the terms associated with the items 
and to retrieve the relevance values for said one or more 
user-entered prefixes matching terms associated with 
the items; 

determining a count of the number of characters of text 
received from the user; 

adjusting the relevance value assigned to at least one of the 
terms associated with one or more of the items retrieved 
in response to the one or more user-entered prefixes, 
wherein the adjusting of the relevance value is based on 10 

the count of the number of text characters received from 
the user; 

determining a second ranking order of the items found in 
the second incremental find based at least in part on the 
adjusted relevance values and the assigned popularity 15 

values of the items found in the second incremental find; 
and 

ordering and presenting one or more items to the user based 
on the second ranking order so that the relative order of 
the items found in both the first and second incremental 20 

finds is adjusted as characters are entered; 
wherein at least one of determining the first ranking order 

and determining the second ranking order is further 
based on the relevance bias values of the subspace cat-
egories. 25 

2. The method of claim 1, wherein the relevance bias values 
are based on the count of the number of text characters 
received from the user. 

3. The method of claim 1, wherein the subspace categories 
include a personalized history category containing terms 30 

associated with items identified from previous incremental 
finds conducted by the user. 

4. The method of claim 1, wherein the ordering and pre­
senting of one or more items is limited to items having asso-
ciated terms of one or more selected subspace categories. 35 

5. The method of claim 4, wherein the one or more selected 
subspace categories are selected based on the count of the 
number of text characters received from the user. 

6. The method of claim 1, wherein the ordered and pre­
sented one or more items are presented on a display device, 40 

the display device having display space allocated according 
to the subspace categories. 

7. The method of claim 1, wherein the hand-held text input 
device includes a set of overloaded keys generating an 
ambiguous text input. 45 

8. The method of claim 7, wherein the hand-held text input 
device is a phone, a mobile computing device, or a remote 
control device for a television. 

9. The method of claim 1, wherein the ordered and pre­
sented one or more items are presented on a display con- 50 

strained device. 
10. The method of claim 9, wherein the display device is a 

phone, a mobile computing device, or a non-intrusive inter­
face display area of a television. 

11. The method of claim 1, wherein the assigned popularity 55 

values of one or more items of the set of items is based on a 
relative measure of popular opinion of the item. 

12. The method of claim 1, wherein the assigned popularity 
values of one or more items of the set of items is based on a 
temporal relevance of the items or a location relevance of the 60 

items. 
13. The method of claim 1, wherein at least one of deter­

mining the first ranking order and determining the second 
ranking order is further based on the numberof prefixes of the 
received text. 65 

14. The method of claim 1, wherein a portion of the set of 
items resides on a computer remote from the user. 

12 
15. The method of claim 1, wherein a computer remote 

from the user performs at least one of the steps of receiving 
text entered by the user, performing the first incremental find, 
determining the first ranking order, performing the second 
incremental find, determining the count of the number of 
characters of text received, adjusting the relevance values of 
the terms associated with the items, and determining the 
second ranking order. 

16. A system for processing a search request received from 
a user operating a hand-held text input device, the search 
request directed at identifying a desired item from a set of 
items, each of the items having one or more associated terms, 
the system comprising: 

a first memory for storing at least a first portion of the set of 
items, the items having assigned popularity values to 
indicate a relative measure of a likelihood that the item is 
desired by the user, and each item being associated with 
a set of terms to describe the item, each term being 
assigned a relevance value based on a relevance of an 
informational content of the term in identifying the item, 
the terms associated with the items being organized into 
searchable subspace categories, each subspace category 
having a relevance bias value; 

a device input for receiving text entered by the user on a 
hand-held text input device, the text having two or more 
text characters of one or more prefixes for terms the user 
is using to identify a desired item, the two or more text 
characters including a first text portion and a second text 
portion, the second text portion being received subse­
quent to the first text portion; 

a processor for performing a first incremental find in 
response to receiving the first text portion and for order­
ing one or more items found in the first incremental find 
based on a first ranking order, the first incremental find 
comparing the one or more user-entered prefixes with 
the terms associated with the items and retrieving the 
relevance values for the one or more user-entered pre­
fixes matching terms associated with the items, the first 
ranking order of the one or more items found in the first 
incremental find being based on the assigned popularity 
values of the items and being based on the retrieved 
relevance values for the one or more user-entered pre­
fixes matching terms associated with the items, so that 
relatively more popular and more relevant items appear 
earlier in the order for user selection or activation, the 
processor also for performing a second incremental find 
in response to receiving the second text portion and for 
ordering one or more items found in the second incre­
mental find based on a second ranking order, the second 
incremental find comparing the one or more user-en­
tered prefixes with the terms associated with the items 
and retrieving the relevance values for the one or more 
user-entered prefixes matching terms associated with 
the items, the second ranking order of the one or more 
items found in the second incremental find being based 
on the assigned popularity values of the items and being 
based on adjusted relevance values for the one or more 
user-entered prefixes matching terms associated with 
the items, the relevance values of the terms associated 
with the items being adjusted in response to the count of 
the number of text characters received from the user, the 
order of at least a portion of the one or more items being 
changed based on the adjusted relevance values of the 
terms, and at least one of the first ranking order and the 
second ranking order being further based on the rel­
evance bias values of the subspace categories; and 
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a device output for presenting at least one of the first and the 
second ordered one or more items to the user. 

17. The system of claim 16, wherein the relevance bias 
values are based on the count of the number of text characters 
received from the user. 

18. The system of claim 16, wherein the subspace catego­
ries include a personalized history category containing terms 
associated with items identified from previous incremental 
finds conducted by the user. 

19. The system of claim 16, wherein the incremental find is 10 
limited to items having associated descriptive terms of one or 
more selected subspace categories. 

14 
24. The system of claim 16, further comprising a display 

constrained device for presenting the at least one of the first 
and the second ordered one or more items. 

25. The system of claim 24, wherein the display device is a 
phone, a mobile computing device, or a non-intrusive inter­
face display area of a television. 

26. The system of claim 16, wherein the assigned popular­
ity value of one or more items of the set of items is based on 
a relative measure of popular opinion of the item. 

27. The system of claim 16, wherein the assigned popular­
ity value of one or more items of the set of items is based on 
a temporal relevance of the item or a location relevance of the 
item. 20. The system of claim 19, wherein the one or more 

selected subspace categories are selected based on the count 
of the number of text characters received from the user. 

21. The system of claim 16, further comprising a display 
device for presenting the at least one of the first and the second 
ordered one or more items, the display device having display 
space allocated according to the subspace categories. 

28. The system of claim 16, wherein at least one of the first 
15 ranking order and the second ranking order of the one or more 

items is further based on a count of the number of prefixes of 
the received text. 

22. The system of claim 16, wherein the text entered by the 20 
user on the hand-held text input device includes a set of 
overloaded keys generating an ambiguous text input. 

23. The system of claim 22, wherein the hand-held text 
input device is a phone, a mobile computing device, or a 
remote control device for a television. 

29. The system of claim 16, further comprising a second 
memory on a computer remote from the user for storing at 
least a second portion of the set of items. 

30. The system of claim 16, wherein the processor is dis­
posed in a computer remote from the user. 

* * * * * 
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