
Comcast, Exhibit-1106

1



2



3



4



5



6



7



8



9



10



11



12



13



14



15



16



17



18



19



20



21



22



23



24



25



26



27



28



29



30



31



32



33



34



35



36



37



38



39



40



41



42



43



44



45



46



47



48



49



50



51



52



53



54



55



56



57



58



59



60



61



62



63



64



65



66



67



68



69



70



71



72



73



74



75



76



77



78



79



80



81



82



83



84



85



86



87



88



89



90



91



92



93



94



95



96



97



98



99



100



101



102



103



104



105



106



107



108



109



110



111



112



113



114



115



116



117



118



119



120



121



122



123



124



125



126



127



128



129



130



131



132



133



134



135



136



137



138



139



140



141



142



143



144



145



146



147



148



149



150



151



152



153



154



155



156



157



158



159



160



161



162



163



164



165



166



167



168



169



170



171



172



173



174



175



176



177



178



179



180



181



182



183



184



185



186



187



188



189



190



191



192



193



194



195



196



197



198



199



200



201



202



203



204



205



206



207



208



209



210



211



212



213



214



215



216



217



218



219



220



221



222



223



224



225



226



227



228



229



230



231



380 SEARCHING THE WEB

The user can also refine the query by constructing more complex queries based
on the previous answer.

The Web pages retrieved by the search engine in response to a user query
are ranked, usually using statistics related to the terms in the query. In some
cases this may not have any meaning, because relevance is not fully correlated

ith statistics about term occurrence within the collection. Some search engines
also taking into account terms included in metatags or the title, or the popularity
of a Web page to improve the ranking. This topic is covered ne t.

13.4.4 Ranking

Most search engines use variations of the Boolean or vector model (see Chapter 2)
to do ranking. As with searching, ranking has to be performed without accessing
the text, just the index. There is not much public information about the specific
ranking algorithms used by current search engines. Further, it is difficult to
compare fairly different search engines given their differences, and continuous
improvements. More important, it is almost impossible to measure recall, as the
number of relevant pages can be quite large for simple queries. Some inconclusive
studies include [327, 498].

Yuwono and Lee [844] propose three ranking algorithms in addition to the
classical tf-idf scheme (see Chapter 2). They are called Boolean spread, vector
spread, and most-cited. The first two are the normal ranking algorithms of the
Boolean and vector model extended to include pages pointed to by a page in
the answer or pages that point to a page in the answer. The third, most-cited,
is based only on the terms included in pages having a link to the pages in the
answer. A comparison of these techniques considering 56 queries over a collection
of 2400 Web pages indicates that the vector model yields a better recall-precision
curve, with an average precision of 75%.

Some of the new ranking algorithms also use hyperlink information. This
is an important difference between the Web and normal IR databases. The
number of hyperlinks that point to a page provides a measure of its popularity
and quality. Also, many links in common between pages or pages referenced
by the same page often indicates a relationship between those pages. We now
present three examples of ranking techniques that exploit these facts, but they
differ in that two of them depend on the query and the last does not.

The first is WebQuery [148], which also allows visual browsing of Web
pages. WebQuery takes a set of Web pages (for example, the answer to a query)
and ranks them based on how connected each Web page is. Additionally, it
extends the set by finding Web pages that are highly connected to the original
set. A related approach is presented by Li [512].

A better idea is due to Kleinberg [444] and used in HITS (Hypertext In¬
duced Topic Search). This ranking scheme depends on the query and considers
the set of pages S that point to or are pointed by pages in the answer. Pages
that have many links pointing to them in S are called authorities (that is, they
should have relevant content). Pages that have many outgoing links are called
hubs (they should point to similar content). A positive two-way feedback exists:
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SEARCH ENGINES 381

better authority pages corue from, incoming edges from good  ubs and better
hub pages come from outgoing edges to good authorities. Let H(p) and A(p) be
the hub and authority  alue of page p. These values are defined such that the
following equations are satisfied for all pages p 

H(p) = A(u) ,  (p) = 5  H(v)
u(zS | p > u v(zS | v >p

where H(p) and A(p) for all pages,are normalized (in the original paper, the sum
of the squares of each measure is set to one). These values can be determined
through an iterative  lgorithm, and they converge to the principal eigenvector
of the link matrix of S. In the case of the Web, to avoid an e plosion of the size
of S: a maximal number of pages pointing to the answer can be defined. This
technique does not work with non-existent, repeated, or automatically generated
links. One solution is to weight each link based on the surrounding content. A
second problem is that the topic of the result can become diffused. For example,
a particular query is enlarged by a more general topic that contains the original
answer. One solution to this problem is to analyze the content of each page
and assign a score to it, as in traditional IR ranking. The link weight and the
page score can be included on the previous formula multiplying each term of the
summation [154, 93, 153]. Experiments show that the recall and precision on
the first ten answers increases significantly [93]. The order of the links can also
be used by dividing the links into subgroups and using the HITS algorithm on
those subgroups instead of the original Web pages [153].

The last example is PageRank, which is part of the ranking algorithm used
by Google [117]. PageRank simulates a user navigating randomly in the Web
who jumps to a random page with probability q or follows a random hyperlink
(on the current page) with probability 1   q  It is further assumed that this
user never goes back to a previously visited page following an already traversed
hyperlink backwards. This process can be modeled with a Markov chain, from
where the stationary probability of being in each page can be computed. This
value is then used as part of the ranking mechanism of Google. Let C(a) be the
number of outgoing links of page a and suppose that page a is pointed to by
pages pi to pn.. Then, the PageRank, PR(a) of a is defined as

PR(a) = g + (1 - g) J  PR ti/Cipi)
i~X

where q must be set by the system (a typical value is 0.15). Notice that the
ranking (weight) of other pages is normalized by the number of links in the
page. PageRank can be computed using an iterative algorithm, and corresponds
to the principal eigenvector of the normali ed link matrix of the Web (which
is the transition matrix of the Markov chain). Crawling the Web using this
ordering has been shown to be better than other crawling schemes [168] (see
next section).
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