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TOOLS AND TECHNIQUES FOR 
DIRECTING PACKETS OVER DISPARATE 

NETWORKS 

RELATED APPLICATIONS 

This application claims priority to commonly owned 
copending US. provisional patent application serial No. 
60/355,509 ?led Feb. 8, 2002, which is also incorporated 
herein by reference. This application is a continuation-in 
part of US. patent application Ser. No. 10/034,197 ?led 
Dec. 28, 2001, which claims priority to US. provisional 
patent application serial No. 60/259,269 ?led Dec. 29, 2000, 
each of which is also incorporated herein by reference. 

FIELD OF THE INVENTION 

The present invention relates to computer network data 
transmission, and more particularly relates to tools and 
techniques for communications using disparate parallel 
networks, such as a virtual private network (“VPN”) or the 
Internet in parallel with a point-to-point, leased line, or 
frame relay network, in order to help provide bene?ts such 
as load balancing across network connections, greater 
reliability, and increased security. 

TECHNICAL BACKGROUND OF THE 
INVENTION 

Organizations have used frame relay networks and point 
to-point leased line networks for interconnecting geographi 
cally dispersed of?ces or locations. These networks have 
been implemented in the past and are currently in use for 
interoffice communication, data exchange and ?le sharing. 
Such networks have advantages, some of which are noted 
below. But these networks also tend to be expensive, and 
there are relatively few options for reliability and redun 
dancy. As networked data communication becomes critical 
to the day-to-day operation and functioning of an 
organiZation, the need for lower cost alternatives for redun 
dant back-up for wide area networks becomes important. 

Frame relay networking technology offers relatively high 
throughput and reliability. Data is sent in variable length 
frames, which are a type of packet. Each frame has an 
address that the frame relay network uses to determine the 
frame’s destination. The frames travel to their destination 
through a series of switches in the frame relay network, 
which is sometimes called a network “cloud”; frame relay is 
an eXample of packet-switched networking technology. The 
transmission lines in the frame relay cloud must be essen 
tially error-free for frame relay to perform well, although 
error handling by other mechanisms at the data source and 
destination can compensate to some eXtent for lower line 
reliability. Frame relay and/or point-to-point network ser 
vices are provided or have been provided by various carriers, 
such as AT&T, Qwest, X0, and MCI WorldCom. 

Frame relay networks are an eXample of a network that is 
“disparate” from the Internet and from Internet-based virtual 
private networks for purposes of the present invention. 
Another eXample of such a “disparate” network is a point 
to-point network, such as a T1 or T3 connection. Although 
the underlying technologies differ somewhat, for purposes 
of the present invention frame relay networks and point-to 
point networks are generally equivalent in important ways, 
such as the conventional reliance on manual switchovers 
when traf?c must be redirected after a connection fails, and 
their implementation distinct from the Internet. A frame 
relay permanent virtual circuit is a virtual point-to-point 
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connection. Frame relays are used as eXamples throughout 
this document, but the teachings will also be understood in 
the conteXt of point-to-point networks. 
A frame relay or point-to-point network may become 

suddenly unavailable for use. For instance, both MCI World 
Com and AT &T users have lost access to their respective 
frame relay networks during major outages. During each 
outage, the entire network failed. Loss of a particular line or 
node in a network is relatively easy to work around. But loss 
of an entire network creates much larger problems. 

Tools and techniques to permit continued data transmis 
sion after loss of an entire frame relay network that would 
normally carry data are discussed in US. patent application 
Ser. No. 10/034,197 ?led Dec. 28, 2001 and incorporated 
herein. The ’197 application focuses on architectures involv 
ing two or more “private” networks in parallel, whereas the 
present application focuses on architectures involving dis 
parate networks in parallel, such as a proprietary frame relay 
network and the Internet. Note that the term “private net 
wor ” is used herein in a manner consistent with its use in 

the ’197 application (which comprises frame relay and 
point-to-point networks), eXcept that a “virtual private net 
work” as discussed herein is not a “private network”. Virtual 
private networks are Internet-based, and hence disparate 
from private networks, i.e., from frame relay and point-to 
point networks. To reduce the risk of confusion that might 
arise from misunderstanding “private network” to comprise 
“virtual private networ ” herein, virtual private networks 
will be henceforth referred to as VPNs. Other differences 
and similarities between the present application and the ’197 
application will also be apparent to those of skill in the art 
on reading the two applications. 

Various architectures involving multiple networks are 
known in the art. For instance, FIG. 1 illustrates prior art 
con?gurations involving two frame relay networks for 
increased reliability; similar con?gurations involve one or 
more point-to-point network connections. Two sites 102 
transmit data to each other (alternately, one site might be 
only a data source, while the other is only a data destination). 
Each site has two border routers 105. Two frame relay 
networks 106, 108 are available to the sites 102 through the 
routers 105. The two frame relay networks 106, 108 have 
been given separate numbers in the ?gure, even though each 
is a frame relay network, to emphasiZe the incompatibility of 
frame relay networks provided by different carriers. An 
AT&T frame relay network, for instance, is incompatible— 
in details such as maXimum frame siZe or switching 
capacity—with an MCI WorldCom frame relay network, 
even though they are similar when one takes the broader 
view that encompasses disparate networks like those dis 
cussed herein. The two frame relay providers have to agree 
upon information rates, switching capacities, frame siZes, 
etc. before the two networks can communicate directly with 
each other. 

Acon?guration like that shown in FIG. 1 may be actively 
and routinely using both frame relay networks A and B. For 
instance, a local area network (LAN) at site 1 may be set up 
to send all traf?c from the accounting and sales departments 
to router A1 and send all traf?c from the engineering 
department to router B1. This may provide a very rough 
balance of the traffic load between the routers, but it does not 
attempt to balance router loads dynamically in response to 
actual traffic and thus is not “load-balancing” as that term is 
used herein. 

Alternatively, one of the frame relay networks may be a 
backup which is used only when the other frame relay 
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network becomes unavailable. In that case, it may take even 
skilled network administrators several hours to perform the 
steps needed to switch the traffic away from the failed 
network and onto the backup network, unless the invention 
of the ’197 application is used. In general, the necessary 
Private Virtual Circuits (PVCs) must be established, routers 
at each site 102 must be recon?gured to use the correct serial 
links and PVCs, and LANs at each site 102 must be 
recon?gured to point at the correct router as the default 
gateway. 

Although two private networks are shown in FIG. 1, three 
or more such networks could be employed, with similar 
considerations coming into play as to increased reliability, 
limits on load-balancing, the efforts needed to switch traf?c 
when a network fails, and so on. Likewise, for clarity of 
illustration FIG. 1 shows only two sites, but three or more 
sites could communicate through one or more private net 
works. 

FIG. 2 illustrates a prior art con?guration in which data is 
normally sent between sites 102 over a private network 106. 
A failover box 202 at each site 102 can detect failure of the 
network 106 and, in response to such a failure, will send the 
data instead over an ISDN link 204 while the network 106 
is down. Using an ISDN link 204 as a backup is relatively 
easier and less expensive than using another private network 
106 as the backup, but generally provides lower throughput. 
The ISDN link is an example of a point-to-point or leased 
line network link. 

FIG. 3 illustrates prior art con?gurations involving two 
private networks for increased reliability, in the sense that 
some of the sites in a given government agency or other 
entity 302 can continue communicating even after one 
network goes down. For instance, if a frame relay network 
A goes down, sites 1, 2, and 3 will be unable to communicate 
with each other but sites 4, 5, and 6 will still be able to 
communicate amongst themselves through frame relay net 
work B. Likewise, if network B goes down, sites 1, 2, and 
3 will still be able to communicate through network A. Only 
if both networks go down at the same time would all sites be 
completely cut off. Like the FIG. 1 con?gurations, the FIG. 
3 con?guration uses two private networks. Unlike FIG. 1, 
however, there is no option for switching traf?c to another 
private network when one network 106 goes down, although 
either or both of the networks in FIG. 3 could have an ISDN 
backup like that shown in FIG. 2. Note also that even when 
both private networks are up, sites 1, 2, and 3 communicate 
only among themselves; they are not connected to sites 4, 5, 
and 6. Networks A and B in FIG. 3 are therefore not in 
“parallel” as that term is used herein, because all the traf?c 
between each pair of sites goes through at most one of the 
networks A, B. 

FIG. 4 illustrates a prior art response to the incompatibil 
ity of frame relay networks of different carriers. A special 
“network-to-network interface” (NNI) 402 is used to reli 
ably transmit data between the two frame relay networks A 
and B. NNIs are generally implemented in software at 
carrier of?ces. Note that the con?guration in FIG. 4 does not 
provide additional reliability by using two frame relay 
networks 106, because those networks are in series rather 
than in parallel. If either of the frame relay networks A, B in 
the FIG. 4 con?guration fails, there is no path between site 
1 and site 2; adding the second frame relay network has not 
increased reliability. By contrast, FIG. 1 increases reliability 
by placing the frame relay networks in parallel, so that an 
alternate path is available if either (but not both) of the frame 
relay networks fails. Someone of skill in the art who was 
looking for ways to improve reliability by putting networks 
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4 
in parallel would probably not consider NNIs pertinent, 
because they were used for serial con?gurations rather than 
parallel ones, and adding networks in a serial manner does 
not improve reliability. 

Internet-based communication solutions such as VPNs 
and Secure Sockets Layer (SSL) offer alternatives to frame 
relay 106 and point-to-point leased line networks such as 
those using an ISDN link 204. These Internet-based solu 
tions are advantageous in the ?exibility and choice they offer 
in cost, in service providers, and in vendors. Accordingly, 
some organiZations have a frame relay 106 or leased line 
connection (a.k.a. point-to-point) for intranet communica 
tion and also have a connection for accessing the Internet 
500, using an architecture such as that shown in FIG. 5. 

But better tools and techniques are needed for use in 
architectures such as that shown in FIG. 5. In particular, 
prior approaches for selecting which network to use for 
which packet(s) are coarse. For instance, all packets from 
department X might be sent over the frame relay connection 
106 while all packets from department Y are sent over the 
Internet 500. Or the architecture might send all traffic over 
the frame relay network unless that network fails, and then 
be manually recon?gured to send all traf?c over a VPN 502. 

Organizations are still looking for better ways to use 
Internet-based redundant connections to backup the primary 
frame relay networks. Also, organiZations wanting to change 
from frame relay and point-to-point solutions to Internet 
based solutions have not had the option of transitioning in a 
staged manner. They have had to decide instead between the 
two solutions, and deploy the solution in their entire network 
communications system in one step. This is a barrier for 
deployment of Internet-based solutions 500/502, since an 
existing working network would be replaced by a yet 
untested new network. Also, for organiZations with several 
geographically distributed locations a single step conversion 
is very complex. Some organiZations may want a redundant 
Internet-based backup between a few locations while main 
taining the frame relay network for the entire organiZation. 

It would be an advancement in the art to provide new tools 
and techniques for con?guring disparate networks (e.g., 
frame relay/point-to-point WANs and Internet-based VPNs) 
in parallel, to obtain bene?ts such as greater reliability, 
improved security, and/or load-balancing. Such improve 
ments are disclosed and claimed herein. 

BRIEF SUMMARY OF THE INVENTION 

The present invention provides tools and techniques for 
directing packets over multiple parallel disparate networks, 
based on addresses and other criteria. This helps organiZa 
tions make better use of frame relay networks and/or point 
to-point (e.g., T1, T3, ?ber, OCx, Gigabit, wireless, or 
satellite based) network connections in parallel with VPNs 
and/or other Internet-based networks. For instance, some 
embodiments of the invention allow frame relay and VPN 
wide area networks to co-exist for redundancy as well as for 
transitioning from frame relay/point-to-point solutions to 
Internet-based solutions in a staged manner. Some embodi 
ments operate in con?gurations which communicate data 
packets over two or more disparate WAN connections, with 
the data traf?c being dynamically load-balanced across the 
connections, while some embodiments treat one of the 
WANs as a backup for use mainly in case the primary 
connection through the other WAN fails. 

Other features and advantages of the invention will 
become more fully apparent through the following descrip 
tion. 
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BRIEF DESCRIPTION OF THE DRAWINGS 

To illustrate the manner in which the advantages and 
features of the invention are obtained, a more particular 
description of the invention will be given with reference to 
the attached drawings. These drawings only illustrate 
selected aspects of the invention and its context. In the 
drawings: 

FIG. 1 is a diagram illustrating a prior art approach having 
frame relay networks con?gured in parallel for increased 
reliability for all networked sites, in con?gurations that 
employ manual switchover between the two frame relay 
networks in case of failure. 

FIG. 2 is a diagram illustrating a prior art approach having 
a frame relay network con?gured in parallel with an ISDN 
network link for increased reliability for all networked sites. 

FIG. 3 is a diagram illustrating a prior art approach having 
independent and non-parallel frame relay networks, with 
each network connecting several sites but no routine or 
extensive communication between the networks. 

FIG. 4 is a diagram illustrating a prior art approach having 
frame relay networks con?gured in series through a 
network-to-network interface, with no consequent increase 
in reliability because the networks are in series rather than 
in parallel. 

FIG. 5 is a diagram illustrating a prior art approach having 
a frame relay network con?gured in parallel with a VPN or 
other Internet-based network that is disparate to the frame 
relay network, but without the ?ne-grained packet routing of 
the present invention. 

FIG. 6 is a diagram illustrating one system con?guration 
of the present invention, in which the Internet and a private 
network are placed in parallel for increased reliability for all 
networked sites, without requiring manual traf?c 
switchover, and with the option in some embodiments of 
load balancing between the networks and/or increasing 
security by transmitting packets of a single logical connec 
tion over disparate networks. 

FIG. 7 is a diagram further illustrating a multiple disparate 
network access controller of the present invention, which 
comprises an interface component for each network to 
which the controller connects, and a path selector in the 
controller which uses one or more of the following as 
criteria: destination address, network status (up/down), net 
work load, use of a particular network for previous packets 
in a given logical connection or session. 

FIG. 8 is a ?owchart illustrating methods of the present 
invention for sending packets using a controller such as the 
one shown in FIG. 7. 

FIG. 9 is a ?owchart illustrating methods of the present 
invention for combining connections to send traf?c over 
multiple parallel independent disparate networks for reasons 
such as enhanced reliability, load balancing, and/or security. 

FIG. 10 is a diagram illustrating another system con?gu 
ration of the present invention, in which the Internet and a 
frame relay network are placed in parallel, with a VPN 
tunnel originating after the source controller and terminating 
before the destination controller, and each known site that is 
accessible through one network is also accessible through 
the other network unless that other network fails. 

FIG. 11 is a diagram illustrating a system con?guration 
similar to FIG. 10, eXcept the VPN tunnel originates before 
the source controller and terminates after the destination 
controller. 

DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENTS 

The present invention relates to methods, systems, and 
con?gured storage media for connecting sites over multiple 
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6 
independent parallel disparate networks, such as frame relay 
networks and/or point-to-point network connections, on the 
one hand, and VPNs or other Internet-based network 
connections, on the other hand. “Multiple” networks means 
two or more such networks. “Independent” means routing 
information need not be shared between the networks. 
“Parallel” does not rule out all use of NNIs and serial 
networks, but it does require that at least two of the networks 
in the con?guration be in parallel at the location where the 
invention distributes traf?c, so that alternate data paths 
through different networks are present. “Frame relay net 
works” or “private networks” does not rule out the use of an 
ISDN link or other backup for a particular frame relay or 
point-to-point private network, but it does require the pres 
ence of multiple such networks; FIG. 2, for instance, does 
not meet this requirement. A “frame relay network” is 
unavailable to the general public and thus disparate from the 
Internet and VPNs (which may be Internet-based), even 
though some traf?c in the Internet may use public frame 
relay networks once the traf?c leaves the location where the 
invention distributes traf?c. 

FIG. 6 illustrates one of many possible con?gurations of 
the present invention. Comments made here also apply to 
similar con?gurations involving only one or more frame 
relay networks 106, those involving only one or more 
point-to-point networks 204, and those not involving a VPN 
604, for eXample. Two or more disparate networks are 
placed in parallel between two or more sites 102. In the 
illustrated con?guration, the Internet 500 and a VPN 604 are 
disparate from, and in parallel with, frame relay/point-to 
point network 106/204, with respect to site A and site B. No 
networks are parallel disparate networks in FIG. 6 with 
regard to site C as a traffic source, since that site is not 
connected to the Internet 500. Access to the disparate 
networks at site A and and site B is through an inventive 
controller 602 at each site. Additional controllers 602 may 
be used at each location (i.e., controllers 602 may be placed 
in parallel to one another) in order to provide a switched 
connection system with no single point of failure. 
With continued attention to the illustrative network topol 

ogy for one embodiment of the invention shown in FIG. 6, 
in this topology the three locations A, B, and C are con 
nected to each other via a frame relay 106 or leased line 
network 204. Assume, for eXample, that all three locations 
are connected via a single frame relay network 106. Loca 
tions A and B are also connected to each other via a VPN 
connection 604. VPN tunnels are established between loca 
tions A and B in the VPN, which pairs line 1 to line 3 and 
also pairs line 2 to line 3. There can be only one VPN tunnel 
between locations A and B. There is no VPN connection 
between location C and either location A or location B. 

Therefore, locations A, B, and C can communicate with 
each other over the frame relay network 106, and locations 
A and B (but not C) can also communicate with each other 
over the VPN connection 604. Communication between 
locations A and C, and communication between locations B 
and C, can take place over the frame relay network 106 only. 
Communication between locations A and B can take place 
over frame relay network 106. It can also take place over one 
of the lines 1-and-3 pair, or the lines 2-and-3 pair, but not 
both at the same time. Traffic can also travel over lines 2 and 
4, but without a VPN tunnel. When the source and destina 
tion IP address pairs are the same between locations A and 
B but different types of networks connect those locations, as 
in FIG. 6 for instance, then a traffic routing decision that 
selects between network types cannot be made with an 
eXisting commercially available device. By contrast, the 
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invention allows an organization to deploy an Internet-based 
solution between locations A and B While maintaining the 
frame relay netWork 106 betWeen locations A, B, and C, and 
alloWs traf?c routing that selects betWeen the Internet and 
the frame relay netWork on a packet-by-packet basis. 

The invention may thus be con?gured to alloW the orga 
niZation to achieve the folloWing goals, in the context of 
FIG. 6; similar goals are facilitated in other con?gurations. 
First, the organiZation can deploy an Internet-based second 
connection betWeen only locations A and B, While main 
taining frame relay connectivity betWeen locations A, B, and 
C. Later the organiZation may deploy an Internet-based 
solution at location C as Well. Second, the organiZation can 
use the Internet-based connection betWeen locations A and B 
for full load-balancing or backup, or a combination of the 
tWo. Third, the organiZation can use the frame relay con 
nection betWeen locations A and B for full load-balancing or 
backup, or a combination of the tWo. Fourth, the organiZa 
tion can load-balance traf?c in a multi-homing situation 
betWeen tWo ISPs or tWo connections to the Internet at 
locations A and/or B. 

To better understand the invention, consider the operation 
of controller device 602 at location A. The controller 602 
examines the IP data traf?c meant to go through it and makes 
determinations and takes steps such as those discussed 
beloW. 

If the traffic is destined for the Internet 500, send the 
traf?c over the Internet using lines 1 and/or 2. Load balanc 
ing decisions that guide the controller 602 in distributing 
packets betWeen the lines can be based on criteria such as the 
load of a given netWork, router, or connection relative to 
other netWorks, routers, or connections, to be performed 
dynamically in response to actual traf?c. Load-balancing 
may be done through a round-robin algorithm Which places 
the next TCP or UDP session on the next available line, or 
it may involve more complex algorithms that attempt to 
measure and track the throughput, latency, and/or other 
performance characteristics of a given link or path element. 
Load-balancing is preferably done on a per-packet basis for 
site-to-site data traf?c over the Internet or frame relay net, or 
done on a TCP or UDP session basis for Internet traf?c, as 
opposed to prior approaches that use a per-department 
and/or per-router basis for dividing traf?c. Load-balancing 
algorithms in general are Well understood, although their 
application in the context of the present invention is believed 
to be neW. 

If the traf?c is destined for location B, then there are at 
least three paths from the current location (A) to location B: 
frame relay line 5, VPN line 1, or Internet line 2. In some 
embodiments, the invention determines Whether the three 
connections are in load-balance mode or on-failure backup 
mode or a combination thereof. For a load-balance mode, 
the controller 602 chooses the communication line based on 
load-balancing criteria. For backup mode, it chooses the 
communication line that is either the preferred line or (if the 
preferred line is doWn) the currently functional (backup) 
line. 
By contrast With the preceding, if the traf?c is destined for 

location C, then the controller 602 at site A sends the traf?c 
on the frame relay line, line 5. 
NoW let us look at the operation of the controller device 

602 at location B. The device examines the IP data traf?c 
sent to it and makes determinations like the folloWing: 
1. Is the traffic destined for the Internet, as opposed to one 

of the three “knoWn” locations A, B, and C? If so, send the 
traf?c over the Internet lines (line 3 and/or line 4). Load 
balancing decisions can be based on the criteria described 
above. 
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2. Is the traf?c destined for location A? If so, then there are 

at least tWo paths to location A: the frame relay line 6, or 
VPN line 3. The controller 602 decides Whether the tWo 
connections are in load-balance or on-failure backup 
mode, and chooses line(s) accordingly as discussed 
above. 

3. Is the traf?c destined for location C? If so, then send the 
traf?c on the frame relay line, line 6. 
To operate as discussed herein, the invention uses infor 

mation about the IP address ranges in the locations reside as 
input data. For instance, a packet destined for the Internet 
500 is one Whose destination address is not in any of the 
address ranges of the knoWn locations (e.g., locations A, B, 
and C in the example of FIG. 6). In some con?gurations, this 
is the same as saying that a packet destined for the Internet 
is one Whose address is not in the address range of any of the 
organiZation’s locations. HoWever, although all the knoWn 
locations may belong to a single organiZation, that is not a 
necessary condition for using the invention. KnoWn loca 
tions may also belong to multiple organiZations or individu 
als. LikeWise, other locations belonging to the organiZation 
may be unknoWn for purposes of a given embodiment of the 
invention. 

Address ranges can be speci?ed and tested by the con 
troller 602 using subnet masks. The subnet masks may be of 
different lengths (contain a different number of one bits) in 
different embodiments and/or in different address ranges in 
a given embodiment. For instance, class B and class C 
addresses may both be used in some embodiments. 
As another example, consider the illustrative netWork 

topology shoWn in FIG. 10. This con?guration has tWo 
locations A and B Which are connected by a frame relay 
netWork 106 and by the Internet 500, through a frame relay 
router 105 and an Internet router 104, at each location. For 
convenience, all routers are designated similarly in the 
Figures, but those of skill in the art Will appreciate that 
different router models may be used, and in particular and 
Without limitation, different routers may be used to connect 
to a private netWork than are used to connect to the Internet. 
Also, the controllers 602, routers (and in FIG. 6 the VPN 
interfaces 604) are shoWn separately in the Figures for 
convenience and clarity of illustration, but in various 
embodiments the softWare and/or hardWare implementing 
these devices 602, 104, 105, 604 may be housed in a single 
device and/or reside on a single machine. 

Suppose that the address ranges used by the routers in the 
FIG. 10 con?guration are the folloWing: 

Location LAN IP Internet Frame Relay 

A 192.168.x.x 200.x.x.x 196.x.x.x 
B 10.0.x.x 210.x.x.x 198.x.x.x 

Without the invention, a topology like FIG. 10 (but 
Without the controllers 602) requires some in?exible method 
of assigning packets to paths. Thus, consider a packet from 
location A that is meant for location B that has a destination 
address in the 10.0.x.x range. The netWork devices are 
pre-con?gured to such that all such packets With the 10.0.x.x 
destination address must be sent to the frame relay router 
(router Y), even though there is Internet connectivity 
betWeen the tWo locations. LikeWise, Without the invention 
a packet from location A meant for location B Which has a 
destination address not in the 10.0.x.x. range must be sent to 
the Internet router (router X) even though there is frame 
relay connectivity betWeen the tWo locations. 
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Traditionally, such necessary match-ups of packets With 
routers Were done by in?exible approaches such as sending 
all traf?c from a given department, building, or local area 
network to a speci?ed router. Manual and/or tedious recon 
?guration Was needed to change the destination address used 
in packets from a given source LAN such as one at site A, 
so this approach alloWed load-balancing only on a very 
broad granularity, and did not load-balance dynamically in 
response to actual traf?c. In particular, difficult recon?gu 
ration of netWork parameters Was needed to redirect packets 
to another router When the speci?ed router Went doWn. 
By placing inventive modules 602 betWeen locations and 

their routers as illustrated in FIG. 10, hoWever, the invention 
alloWs load-balancing, redundancy, or other criteria to be 
used dynamically, on a granularity as ?ne as packet-by 
packet, to direct packets to an Internet router and/or a frame 
relay/point-to-point router according to the criteria. For 
instance, With reference to the illustrative netWork topology 
of FIG. 10, if the inventive module 602 at location A 
receives a packet With a destination address in the 10.0.X.X 
range and the Internet router X is either doWn or over 
loaded, then the inventive module 602 can change the 
destination address so that it is in the 198.X.X.X range (the 
rest of the address may be kept) and then send the modi?ed 
packet to the frame relay router Y. Similarly, if the frame 
relay path is doWn, overloaded, or insecure, then the con 
troller 602 can direct packets to the Internet after making the 
necessary destination address changes to let the Internet 
router 104 operate successfully on those packets. 

Unlike the con?guration shoWn in FIG. 1, the inventive 
con?gurations in FIGS. 6 and 10 do not require manual 
intervention by network administrators to coordinate traf?c 
?oW over parallel netWorks. The disparate netWorks are 
independent of each other. When one attached netWork fails, 
the failure is sensed by the controller 602 and traf?c is 
automatically routed through one or more other netWorks. 
Unlike the con?guration in FIG. 2, the inventive con?gu 
ration combines tWo or more disparate netWorks. Unlike the 
con?guration in FIG. 4, the inventive con?guration requires 
tWo or more disparate netWorks be placed in parallel 
(although additional netWorks may also be placed in series). 
Unlike the con?guration in FIG. 3, the inventive con?gu 
ration does not merely partition sites betWeen unconnected 
netWorks—With the invention, most or all of the connected 
sites get the bene?t of parallel netWorks, so they can 
continue transceiving even if one of the netWorks goes 
doWn. 

Another difference betWeen the inventive approach and 
prior approaches is the narroW focus of some prior art on 
reliability. The present document takes a broader vieW, 
Which considers load balancing and security as Well as 
reliability. Con?gurations like those shoWn in FIG. 2 are 
directed to reliability (Which is also referred to by terms such 
as “fault tolerance”, “redundancy”, “backup”, “disaster 
recovery”, “continuity”, and “failover”). That is, one of the 
netWork paths (in this case, the one through the frame relay 
netWork) is the primary path, in that it is normally used for 
most or all of the traf?c, While the other path (in this case, 
the one through the ISDN link) is used only When that 
primary path fails. Although the inventive con?gurations 
can be used in a similar manner, With one netWork being on 
a primary path and the other netWork(s) being used only as 
a backup When that ?rst netWork fails, the inventive con 
?gurations also permit concurrent use of tWo or more 
disparate netWorks. With concurrent use, elements such as 
load balancing betWeen disparate netWorks, and increased 
security by means of splitting pieces of a given message 
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betWeen disparate netWorks, Which are not considerations in 
the prior art of FIG. 2, become possibilities in some embodi 
ments of the present invention. 

In some embodiments, a netWork at a location T is 
connected to a controller 602 for a location R but is not 
necessarily connected to the controller 602 at another loca 
tion S. In such cases, a packet from location T addressed to 
location S can be sent over the netWork to the controller at 
location S, Which can then redirect the packet to location T 
by sending it over one or more parallel disparate netWorks. 
That is, controllers 602 are preferably, but not necessarily, 
provided at every location that can send packets over the 
parallel independent netWorks of the system. 

In some embodiments, the controller 602 at the receiving 
end of the netWork connection betWeen tWo sites A and B 
has the ability to re-sequence the packets. This means that if 
the lines are of dissimilar speeds or if out-of-sequence 
transmission is required by security criteria, the system can 
send packets out of order and re-sequence them at the other 
end. Packets may be sent out of sequence to enhance 
security, to facilitate load-balancing, or both. The TCP/IP 
packet format includes space for a sequence number, Which 
can be used to determine proper packet sequence at the 
receiving end (the embodiments are dual-ended, With a 
controller 602 at the sending end and another controller 602 
at the receiving end). The sequence number (and possibly 
more of the packet as Well) can be encrypted at the sending 
end and then decrypted at the receiving end, for enhanced 
security. Alternately, an unused ?eld in the TCP/IP header 
can hold alternate sequence numbers to de?ne the proper 
packet sequence. 

In the operation of some embodiments, the controller 602 
on each location is provided With a con?guration ?le or other 
data structure containing a list of all the LAN IP addresses 
of the controllers 602 at the locations, and their subnet 
masks. Each controller 602 keeps track of available and 
active connections to the remote sites 102. If any of the 
routes are unavailable, the controller 602 preferably detects 
and identi?es them. When a controller 602 receives IP traf?c 
to any of the distant netWorks, the data is sent on the active 
connection to that destination. If all connections are active 
and available, the data load is preferably balanced across all 
the routers. If any of the connections are unavailable, or any 
of the routers are doWn, the traf?c is not forWarded to that 
router; When the routes become available again, the load 
balancing across all active routes preferably resumes. 

In some embodiments, load balancing is not the only 
factor considered (or is not a factor considered) When the 
controller 602 determines Which router should receive a 
given packet. Security may be enhanced by sending packets 
of a given message over tWo or more disparate netWorks. 
Even if a packet sniffer or other eavesdropping tool is used 
to illicitly obtain data packets from a given netWork, the 
eavesdropper Will thus obtain at most an incomplete copy of 
the message because the rest of the message traveled over a 
different netWork. Security can be further enhanced by 
sending packets out of sequence, particularly if the sequence 
numbers are encrypted. 

FIG. 7 is a diagram further illustrating a multiple disparate 
netWork access controller 602 of the present invention. Asite 
interface 702 connects the controller 602 to the LAN at the 
site 102. This interface 702 can be implemented, for 
instance, as any local area netWork interface, like 
10/100Base-T ethernet, gigabit ATM or any other legacy or 
neW LAN technology. 
The controller 602 also includes a packet path selector 

704, Which may be implemented in custom hardWare, or 
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implemented as software con?guring semi-custom or 
general-purpose hardware. The path selector 704 determines 
Which path to send a given packet on. In the con?guration 
of FIG. 6, for instance, the path selector in the controller at 
location A selects betWeen a path through the router on line 
1 and a path through the router on line 2. In different 
embodiments and/or different situations, one or more of the 
folloWing criteria may be used to select a path for a given 
packet, for a given set of packets, and/or for packets during 
a particular time period: 

Redundancy: do not send the packet(s) to a path through 
a netWork, a router, or a connection that is apparently 
doWn. Instead, use devices (routers, netWork sWitches, 
bridges, etc.) that Will still carry packets after the 
packets leave the selected netWork interfaces, When 
other devices that could have been selected are not 
functioning. Techniques and tools for detecting net 
Work path failures are generally Well understood, 
although their application in the conteXt of the present 
invention is believed to be neW. 

Load-balancing: send packets in distributions that balance 
the load of a given netWork, router, or connection 
relative to other netWorks, routers, or connections 
available to the controller 602. This promotes balanced 
loads on one or more of the devices (routers, frame 
relay sWitches, etc.) that carry packets after the packets 
leave the selected netWork interfaces. Load-balancing 
may be done through an algorithm as simple as a 
modi?ed round-robin approach Which places the neXt 
packet on the neXt available line, or it may involve 
more compleX algorithms that attempt to measure and 
track the throughput, latency, and/or other performance 
characteristics of a given link or path element. Load 
balancing is preferably done on a per-packet basis for 
site-to-site data traf?c or on a TCP or UDP session basis 

for Internet traf?c, as opposed to prior art approaches 
Which use a per-department and/or per-router basis for 
dividing traf?c. Load-balancing algorithms in general 
are Well understood, although their application in the 
conteXt of the present invention is believed to be neW. 

Security: divide the packets of a given message (session, 
?le, Web page, etc.) so they travel over tWo or more 
disparate netWorks, so that unauthoriZed interception of 
packets on feWer than all of the netWorks used to carry 
the message Will not provide the total content of the 
message. Dividing message packets betWeen netWorks 
for better security may be done in conjunction With 
load balancing, and may in some cases be a side-effect 
of load-balancing. But load-balancing can be done on 
a larger granularity scale than security, e.g., by sending 
one entire message over a ?rst netWork A and the neXt 
entire message over a second, disparate netWork. Secu 
rity may thus involve ?ner granularity than load 
balancing, and may even be contrary to load balancing 
in the sense that dividing up a message to enhance 
security may increase the load on a heavily loaded path 
even though a more lightly loaded alternate path is 
available and Would be used for the entire message if 
security Was not sought by message-splitting betWeen 
netWorks. Other security criteria may also be used, e.g., 
one netWork may be vieWed as more secure than 

another, encryption may be enabled, or other security 
measures may be taken. 

The controller 602 also includes tWo or more disparate 
netWork interfaces 706, namely, there is at least one interface 
706 per netWork to Which the controller 602 controls access. 
Each interface 706 can be implemented as a direct interface 

10 

15 

25 

35 

40 

45 

55 

65 

12 
706 or as an indirect interface 706; a given embodiment may 
comprise only direct interfaces 706, may comprise only 
indirect interfaces 706, or may comprise at least one of each 
type of interface. 
An indirect interface 706 may be implemented, for 

instance, as a direct frame relay connection over land line or 
Wireless or netWork interfaces to Which the frame relay 
routers can connect, or as a point-to-point interface to a 
dedicated T1, T3, or Wireless connection. One suitable 
implementation includes multiple standard Ethernet cards, 
in the controller 602 and in the router, Which connect to each 
other. An external frame relay User-NetWork Interface 
(UNI) resides in a router 105 of a netWork 106; a similar 
Ethernet card resides in the Internet router 104. Each such 
Ethernet card Will then have a speci?c IP address assigned 
to it. The controller can also have a single Ethernet card With 
multiple IP addresses associated With different routers and 
LAN s. An indirect interface 706 may connect to the netWork 
over ?ber optic, T1, Wireless, or other links. 
A direct interface 706 comprises a standard connection to 

the Internet 500, While another direct interface 706 com 
prises a standard connection to a VPN. One direct interface 
706 effectively makes part of the controller 602 into a UNI 
by including in the interface 706 the same kind of special 
purpose hardWare and softWare that is found on the frame 
relay netWork side (as opposed to the UNI side) of a frame 
relay netWork router. Such a direct frame relay netWork 
interface 706 is tailored to the speci?c timing and other 
requirements of the frame relay netWork to Which the direct 
interface 706 connects. For instance, one direct interface 706 
may be tailored to a QWest frame relay netWork 106, While 
another direct interface 706 in the same controller 602 is 
tailored to a UUNet network 106. Another direct interface 
706 comprises standard VPN components. 
An indirect interface 706 relies on special purpose hard 

Ware and connectivity/driver softWare in a router or other 
device, to Which the indirect interface 706 of the controller 
602 connects. By contrast, a direct interface 706 includes 
such special purpose hardWare and connectivity/driver soft 
Ware inside the controller 602 itself. In either case, the 
controller provides packet sWitching capabilities for at least 
redundancy Without manual sWitchover, and preferably for 
dynamic load-balancing betWeen lines as Well. FIG. 7 shoWs 
three interfaces 706; other controllers may have a different 
number of interfaces. The three interfaces 706 (for instance) 
may be implemented using a single card With three IP 
addresses, or three cards, each With one IP address. The site 
interface 702 may or may not be on the same card as 

interface(s) 706. The controller 602 in each case also option 
ally includes memory buffers in the site interface 702, in the 
path selector 704, and/or in the netWork interfaces 706. 
An understanding of methods of the invention Will folloW 

from understanding the invention’s devices, and vice versa. 
For instance, from FIGS. 6, 7, 10, and 11 one may ascertain 
methods of the invention for combining connections for 
access to multiple disparate netWorks, as Well as systems and 
devices of the invention. As illustrated in FIG. 8, methods of 
the invention use a device such as controller 602. The 
controller 602 comprises (a) a site netWork interface 702, (b) 
at least tWo WAN netWork interfaces 706 tailored as nec 

essary to particular netWorks, and (c) a packet path selector 
704 Which selects betWeen netWork interfaces 706 according 
to a speci?ed criterion. Path selection criteria may be 
speci?ed 800 by con?guration ?les, hardWare jacks or 
sWitches, ROM values, remote netWork management tools, 
or other means. Variations in topology are also possible, e. g., 
in a variation on FIG. 10 the VPNs could sWap position With 
their respective routers. 
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One then connects the site interface 702 to a site 102 to 
receive packets from a computer (possibly via a LAN) at the 
site 102. Likewise, one connects a ?rst network interface 
706 to a ?rst router for routing packets to a ?rst network, and 
a second network interface 706 to a second router for routing 
packets to a second network, with the networks being 
disparate to each other. A third, fourth, etc. network may be 
similarly connected to the controller 602 in some embodi 
ments and/or situations. 

The connected disparate networks are parallel to one 
another (not serial, although additional networks not directly 
connected to the controller 602 may be serially connected to 
the parallel disparate networks). The connected disparate 
networks are independent of one another, in that no routing 
information need be shared between them, to make them 
parallel (NNIs can still be used to connect networks in serial 
to form a larger independent and parallel network). A 
mistake in the routing information for one network will thus 
not affect the other network. 

After the connections are made (which may be done in a 
different order than recited here), one sends 802 a packet to 
the site interface 702. The controller 602 then sends the 
packet through the one (or more—copies can be sent 
through multiple networks) network interface 706 that was 
selected by the packet path selector 704. The packet path 
selector 704 can maintain a table of active sessions, and use 
that table to select a path for packets in a given session. The 
packet path selector 704 does not need a session table to 
select paths for site-to-site traf?c, because the controller 602 
on the other site knows where to forward the site-to-site 
packets. 

FIG. 9 is a ?owchart further illustrating methods of the 
present invention, which send packets over multiple parallel 
independent disparate networks for enhanced reliability, 
load balancing and/or security; frame relay networks and the 
Internet are used as an example, but point-to-point networks 
and VPNs may be similarly employed according to the 
discussion herein. 

During an address range information obtaining step 900, 
address ranges for known locations are obtained. Address 
ranges may be speci?ed as partial addresses, e.g., partial IP 
addresses in which some but not all of the address is 
speci?ed. Thus, “198.x.x.x” indicates an IP address in which 
the ?rst ?eld is 198 and the other three address ?elds are not 
pinned down, corresponding to the range of addresses from 
1980.0.0 to 198.255.255.255. Each address range has an 
associated network; a network may have more than one 
associated contiguous range of addresses which collectively 
constitute the address range for that network. The locations 
reachable through the network have addresses in the address 
range associate with the network. Since part of the address 
speci?es the network, a location reachable through two 
networks has two addresses, which differ in their network 
identifying bits but are typically the same in their other bits. 
Address ranges may be obtained 900 by reading a con?gu 
ration ?le, querying routers, receiving input from a network 
administrator, and/or other data gathering means. 

During a topology information obtaining step 902, topol 
ogy information for the system of parallel disparate net 
works is obtained. The topology information speci?es which 
one or more networks can be used (if functioning) to reach 
which known locations. With regard to FIG. 6, for instance, 
the topology information could be represented by a table, 
list, or other data structure which speci?es that: the VPN 
connects sites A and B; the Internet connects sites A and B; 
and the private (frame relay/point-to-point) network con 
nects sites A, B, and C. Topology information may be 
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obtained 902 by reading a con?guration ?le, querying 
routers, receiving input from a network administrator, and/or 
other data gathering means. 

If necessary, a connection forming step is performed, e.g., 
to obtain a virtual circuit between two sites 102. The 
controller 602 then checks the status of each connection and 
updates the information for available communication paths. 

The controller 602 at each location will go through the 
address range information obtaining step, topology infor 
mation obtaining step and connection forming step. More 
generally, the steps illustrated and discussed in this docu 
ment may be performed in various orders, including 
concurrently, except in those cases in which the results of 
one step are required as input to another step. Likewise, 
steps may be omitted unless required by the claims, regard 
less of whether they are expressly described as optional in 
this Detailed Description. Steps may also be repeated, or 
combined, or named differently. 

During a packet receiving step 904, the controller 602 at 
a given source location receives a packet to be sent from that 
location to the destination site 102. In some cases, multiple 
packets may be received in a burst. The packet comes into 
the controller 602 through the site interface 702. 

During a determining step 906, the controller 602 (or 
some other device used in implementing the method) looks 
at the packet destination address to determine whether the 
destination address lies within a known address range. That 
is, the destination address is compared to the known location 
address ranges that were obtained during step 900, in order 
to see whether the destination location is a known location. 
Only packets destined for known locations are potentially 
rerouted by the invention to balance loads, improve security, 
and/or improve reliability. Packets destined for unknown 
locations are simply sent to the network indicated in their 
respective destination addresses, which is the Internet 500 in 
the examples given herein but could also be some other 
“catch-all” network. Although they are not rerouted, such 
packets may nonetheless be counted as part of the load 
balancing calculation. 

During a path selecting step 908, the path selector 704 
selects the path over which the packet will be sent; selection 
is made between at least two paths, each of which goes over 
a different network 106 than the other. The disparate net 
works are independent parallel networks. This path selecting 
step 908 may be performed once per packet, or a given 
selection may pertain to multiple packets. In some 
embodiments, selecting a network will also select a path, as 
in the system shown in FIG. 10. In other cases, there may be 
more than one path to a given network, as discussed in 
connection with the line pairs shown in FIG. 6. Packet path 
selection 908 is shown as following packet receipt 904, but 
in some embodiments and/or some situations, it may pre 
cede packet receipt 904. That is, in some cases the path for 
the next packet may be determined by the packet path 
selector before the packet arrives, e.g., in a round-robin 
manner, while in other cases the path is determined after the 
packet arrives, e.g., using per-packet dynamic load balanc 
ing. 
As indicated, the path selection may use 910 load bal 

ancing as a criterion for selecting a path, use 912 network 
status (up/down) and other connectivity criteria (e.g., router 
status, connectivity status) as a criterion for selecting a path, 
and/or use 914 division of packets between disparate net 
works for enhanced security as a criterion for selecting a 
path. These steps may be implemented in a manner consis 
tent with the description above of the path selector 704 given 
in the discussion of FIG. 7. More generally, unless it is 
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otherwise indicated, the description herein of systems of the 
present invention extends to corresponding methods, and 
vice versa. 

The description of systems and methods likewise extend 
to corresponding computer-readable media (e.g., RAM, 
ROM, other memory chips, disks, tape, Iomega ZIP or other 
removable media, and the like) Which are con?gured by 
virtue of containing softWare to perform an inventive 
method, or softWare (including any data structure) Which is 
uniquely suited to facilitate performance of an inventive 
method. Articles of manufacture Within the scope of the 
present invention thus include a computer-readable storage 
medium in combination With the speci?c physical con?gu 
ration of a substrate of the computer-readable storage 
medium, When that substrate con?guration represents data 
and/or instructions Which cause one or more computers to 
operate in a speci?c and prede?ned manner as described and 
claimed herein. 
No change to packet source IP address or destination IP 

address need by done by the controller in a topology like that 
shoWn in FIG. 10. The controller 602 sends the packet to 
router X or router Y as determined by the packet path 
selector. This is illustrated in the folloWing summary 
example: 

Packet Destination 
IP Address 

Packet Source 
Packet location IP Address 

Site A’s IP address 
Leaving controller A Site A’s IP address 
Leaving VPN/Router VPN/Router/Site A 
<packet travels over Internet/frame relay net/etc.> 

Site B’s IP address 
Site B’s IP address 

VPN/Router/Site B 

Leaving site A 

Arrival VPN/Router VPN/Router/Site A VPN/Router/Site B 
Arrival controller B Site A Site B 
<controller may need to resequence packets> 

Arrival at site B Site A Site B 

HoWever, packet addresses are modi?ed during operation 
of a con?guration like that shoWn in FIG. 11. An example is 
provided in the folloWing summary example: 

Packet Destination 
IP Address 

Packet Source 
Packet Location IP Address 

Site A’s IP address 
VPN A’s IP address 
A controller A IP 
address 

<packet travels over Internet/frame relay net/etc.> 

Site B’s IP address 
VPN B’s IP address 
A controller B IP 
address 

Leaving site A 
Leaving VPN A 
Leaving controller A 

Arrival controller B The controller A IP 
address 

<controller may need to resequence packets> 

The controller B IP 
address 

Arrival at VPN B VPN A’s IP address VPN B’s IP address 
<note that the controllers are transparent to the VPNs> 

Arrival at site B Site A 
<the VPNs are transparent to the sites> 

Site B 

During an address modifying step 916, the packet desti 
nation address is modi?ed as needed to make it lie Within an 
address range (obtained during step 900) Which is associated 
With the selected path to the selected netWork (selected 
during step 908). For instance, if a packet is received 904 
With a destination address corresponding to travel through 
the Internet but the path selection 908 selects a path for the 
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packet through a frame relay netWork 106 to the same 
destination, then the packet’s destination IP address is 
modi?ed 916 by replacing the IP address With the IP address 
of the appropriate interface of the controller at Site B. Also 
the packet’s source IP address is replaced With the IP address 
of the appropriate interface of the source controller. This 
modifying step may be vieWed as optional, in the sense that 
it need not be performed in every embodiment. But it is 
required in the sense that a system embodiment of the 
invention Which is claimed With a limitation directed to 
destination address modi?cation must be at least capable of 
performing the modifying step, and a method embodiment 
Which is claimed With a limitation directed to the modifying 
step must perform the modifying step on at least one packet. 
With regard to both FIG. 10 and FIG. 11, during a packet 

transmission step 918, the packet is sent on the selected 908 
path. This is done by sending the packet over the netWork 
interface 706 for the path selected. As indicated in FIG. 9, 
the method may then loop back to receive 904 the next 
packet, select 908 a netWork for that packet, send 918 it, and 
so on. As noted, other speci?c method instances are also 
possible. One example is the inventive method in Which load 
balancing or reliability criteria cause an initial path selection 
to be made 908, and then a loop occurs in Which multiple 
packets are received 904 and then sent 918 over the selected 
path Without repeating the selecting step 908 for each 
receive 904—send 918 pair. Note that some embodiments of 
the invention permit packets of a given message to be sent 
over tWo or more disparate netWorks, thereby enhancing 914 
security. An ending step may be performed as needed during 
an orderly shutdoWn for diagnostic or upgrade Work, for 
instance. 
The controller 602 at the destination site goes through the 

steps described above in reverse order as needed. The 
controller 602 receives the packet from the source location 
through one of the netWork interfaces. Packet resequencing 
may be needed in either the FIG. 10 or the FIG. 11 
con?guration, While address changes are needed in the FIG. 
11 con?guration only. 
Conclusion 
The present invention provides methods and devices for 

placing frame relay and other private netWorks in parallel 
With VPNs and other Internet-based netWorks, thereby pro 
viding redundancy Without requiring manual sWitchover in 
the event of a netWork failure. Load-balancing betWeen lines 
and/or betWeen netWorks may also be performed. For 
instance, the invention can be used to provide reliable, 
ef?cient, and secure point-to-point connections for private 
netWorks 106 in parallel With a VPN and an SSL Internet 
connection. Some prior art approaches require netWork 
recon?guration each time a frame relay circuit fails, and 
some have complex router con?gurations to handle load 
balancing and netWork failures. This requires substantial 
effort by individual netWork customers to maintain 
connectivity, and they Will often receive little or no help 
from the frame relay carriers, or not receive prompt service 
from a VPN provider. Instead, Well-trained staff are needed 
at each location, as are expensive routers. By contrast, these 
requirements are not imposed by the present invention. 
As used herein, terms such as “a” and “the” and item 

designations such as “connection” or “netWork” are gener 
ally inclusive of one or more of the indicated item. In 
particular, in the claims a reference to an item normally 
means at least one such item is required. 
The invention may be embodied in other speci?c forms 

Without departing from its essential characteristics. The 
described embodiments are to be considered in all respects 
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only as illustrative and not restrictive. Headings are for 
convenience only. The claims form part of the speci?cation. 
The scope of the invention is indicated by the appended 
claims rather than by the foregoing description. All changes 
which come within the meaning and range of equivalency of 
the claims are to be embraced within their scope. 
What is claimed and desired to be secured by patent is: 
1. A controller which controls access to multiple inde 

pendent disparate networks in a parallel network 
con?guration, the disparate networks comprisinig at least 
one private network and at least one network based on the 
Internet, the controller comprising: 

a sit interface connecting the controller to a site; 
at least two network interfaces which send packets toward 

the disparate networks; and 
a packet path selector which selects between network 

interfaces according to at least: 
a destination of the packet, an optional presence of 

alternate paths to that destination, and at least one 
speci?ed criterion for selecting between alternate 
paths when such alternate paths are present; 

wherein the controller receives a packet through the site 
interface and sends the packet through the network 
interface that was selected by the packet path selector; 
and 

wherein the packet path selector selects between network 
interfaces according to a security criterion, thereby 
promoting use of multiple disparate networks to carry 
different pieces of a given message so that unauthoriZed 
interception of packets on fewer than all of the dispar 
ate networks used to carry the message will not provide 
the total content of the message. 

2. The controller of claim 1, wherein the controller sends 
packets out of sequence over the parallel disparate networks. 

3. The controller of claim 2, wherein the controller places 
an encrypted sequence number in at least some of the 
packets which are sent out of sequence. 

4. Acontroller which controls access to multiple networks 
in a parallel network con?guration, suitable networks com 
prising Internet-based networks and private networks from 
at least one more provider, in combination, the controller 
comprising: 

a site interface connecting the controller to a site; 
at least two network interfaces which send packets toward 

the networks; and 
a packet path selector which selects between network 

interfaces on a per-packet basis according to at least: a 
destination of the packet, an optional presence of 
alternate paths to that destination, and at least one 
speci?ed criterion for selecting between alternate paths 
when such alternate paths are present; 

wherein the controller receives a packet through the site 
inter-face and sends the packet through the network 
interface that was selected by the packet path selector. 

5. A method for combining connections for access to 
multiple parallel disparate networks, the method comprising 
the steps of: 

obtaining at least two known location address ranges 
which have associated networks; 

obtaining topology information which speci?es associ 
ated networks that provide, when working, connectiv 
ity between a current location and at least one desti 
nation location; 

receiving at the current location a packet which identi?es 
a particular destination location by specifying a desti 
nation address for the destination location; 
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18 
determining whether the destination address lies within a 
known location address range; 

selecting a network path from among paths to disparate 
associated networks, said networks being in parallel at 
the current location, each of said networks speci?ed in 
the topology information as capable of providing con 
nectivity between the current location and the destina 
tion location; 

forwarding the packet on the selected network path. 
6. The method of claim 5, further comprising the step of 

modifying the packet destination address to lie within a 
known location address range associated with the selected 
network before the forwarding step. 

7. The method of claim 5, wherein the forwarding step 
forwards the packet toward the Internet when the packet’s 
destination address does not lie within any known location 
address range. 

8. The method of claim 5, wherein the destination address 
identi?es a destination location to which only a single 
associated network provides connectivity from the current 
location, and the forwarding step forwards the packet to that 
single associated network. 

9. The method of claim 5, wherein repeated instances of 
the selecting step make network path selections on a packet 
by-packet basis. 

10. The method of claim 5, wherein repeated instances of 
the selecting step make network path selections on a per 
session basis. 

11. The method of claim 5, wherein the selecting step 
selects the network path at least in part on the basis of a 
dynamic load-balancing criterion. 

12. The method of claim 11, wherein repeated instances of 
the selecting step select between network paths at least in 
part on the basis of a dynamic load-balancing criterion 
which tends to balance line loads by distributing packets 
between lines. 

13. The method of claim 11, wherein repeated instances of 
the selecting step select between network paths at least in 
part on the basis of a dynamic load-balancing criterion 
which tends to balance network loads by distributing packets 
between disparate networks. 

14. The method of claim 5, wherein the selecting step 
selects the network path at least in part on the basis of a 
reliability criterion. 

15. The method of claim 5, wherein the selecting step 
selects the network path at least in part on the basis of a 
security criterion. 

16. The method of claim 6, wherein the modifying step 
modi?es a packet destination address which was in a known 
location address range associated with a private network 
such that the modi?ed packet destination address lies instead 
in a known location address range associated with a VPN. 

17. The method of claim 6, wherein the modifying step 
modi?es a packet destination address which was in a known 
location address range associated with a VPN such tat the 
modi?ed packet destination address lies instead in a known 
location address range associated with a private network. 

18. The method of claim 6, wherein the modifying step 
modi?es a packet destination address corresponding to one 
of: the Internet, a private network, thereby making the 
modi?ed packet destination address correspond to the other 
of: the Internet, a private network. 

19. A method for combining connections for access to 
parallel networks, the method comprising the steps of: 

sending a packet to a site interface of a controller, the 
controller comprising the site interface which receives 
packets, at least two network interfaces to parallel 
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networks, and a packet path selector which selects 
between the network interfaces on a per-session basis 
to promote load-balancing; and 

forwarding the packet-through the network interface 
selected byte packet path selector; 

wherein the step of sending a packet to the controller site 
interface is repeated as multiple packets are sent, and 
the controller sends different packets of a given mes 
sage to different parallel networks. 

20. A method for combining connections for access to 
parallel networks, the method comprising the steps of: 

receiving at a ?rst controller a packet which has a ?rst site 
IP address as source address and a second site IP 
address as destination address; 

modifying the packet to have an IP address of the ?rst 
controller as the source address and an IP address of a 
second controller as the destination address; and 

forwarding the modi?ed packet along a selected path 
toward the second site. 

21. A method for combining connections for access to 
parallel networks, the method comprising the steps of: 

receiving at a ?rst controller a packet which has a ?rst 
VPN IP address as source address and a second VPN IF 

address as destination address; 

modifying the packet to have an IP address of the ?rst 
controller as the source address and an IP address of a 

second controller as the destination address; and 

forwarding to modi?ed packet along a selected path 
toward the second VPN. 

22. A computer storage medium having a con?guration 
that represents data and instructions which will cause per 
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formance of a method for combining connections for access 
to multiple parallel disparate networks, the method com 
prising the steps of: 

obtaining at least two known location address ranges 
which have associated networks; 

obtaining topology information which speci?es associ 
ated networks that provide, when working, connectiv 
ity between a current location and at least one desti 

nation location; 
receiving at the current location a packet which identi?es 

a particular destination location by specifying a desti 
nation address for the destination location; 

determining whether the destination address lies within a 
known location address range; selecting a network path 
from among paths to disparate associated networks, 
said networks being in parallel at the current location, 
each of said networks speci?ed in the topology infor 
mation as capable of providing connectivity between 
the current location and the destination location; 

modifying the packet destination address to lie within a 
known location address range associated with the 
selected network if it does not already do so; and 

forwarding the packet on the selected network path. 
23. The con?gured storage medium of claim 22, wherein 

the selecting step selects the network path at least in part on 
the basis of a dynamic load-balancing criterion. 

24. The con?gured storage medium of claim 22, wherein 
repeated instances of the selecting step make network path 
selections on a packet-by-packet basis. 
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