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Anatomy of MPEG-2

After many fits and starts, the era of Digital Televi-
sion?” is finally here. Although a variety of audio
and video coding standards predate MPEG stan-
dardization activity, the MPEG-1 and the
MPEG-2 standards are truly unique integrated
audio-visual standards.”?*

Neither the MPEG-1 nor the MPEG-2 stan-
dards prescribe which encoding methods to use,
the encoding process, or details of encoders. These
standards only specify formats for representing
data input (o the decoder, and a sct of rules for
interpreting these data, These formats for repre-
senting data are referred to as syntax and can be
used to comstruct various kinds of valid data
streams referred to as bitstreams. The rules for inter-
preting the data are called decoding semantics; An
ordered set of decoding semantics is referred to as
a decoding process. Thus, we can say that MPEG
standards specify a decoding process; However,
this is still different than specifying a decoder
implementation.

Given audio or video data to be compressed, an
encoder must follow an ordered set of steps called
the encoding process. This encoding process, however,
is not standardized and typically varies, since
encoders of different complexities may be used in
different applications. Also, since the encoder is

not standardized, continuing improvements in
quality are still possible because of encoder opti-

mizations even after the standard is complete. The
only constraint is that the output of the encoding
process result in a syntactically correct bitstream
that can be interpreted by following the decoding
semantics by a standards compliant decoder.

2.1 MPEG-]

Although we plan to discuss the anatomy of
MPEG-2, we first need to understand the anatomy
of MPEG-1. This will allow us to make compar-
isons between the standards to clearly show simi-
larities and differences, and wherever appropriate,
compatibilities between the two standards.

The MPEG-1 standard is formally referred to
as ISO 11172 and consists of the following parts:

+  11172-1: Systems

+ 11172-2: Video

+ 11172-3: Audio

+  11172-4: Conformance
+ 11172-5: Software

Initially, the MPEG-1 standard was imench
for video coding at bitrates of about 1.2 Mbit/s
with stereo audio coding at bitrates of around 250
kbits/s.

2.1.1 MPEG-1 Systems

The MPEG-1 Systems' part specifies a system
coding layer for combining coded audio and video
data and to provide the capability for combining
with it user-defined private data streams as well as
streams that may be specified at a later time. To be
more specific,’? the MPEG-1 Systems standard
defines a packet structure for multiplexing coded
audio and video data into one stream and keeping
it synchronized. It thus supports multiplexing of
multiple coded audio and vidco streams where
each stream is referred to as an elementary stream.
The systems syntax includes data fields to assist in
parsing the multiplexed stream after random
access and to allow synchronization of elementary
streams, management of decoder buffers contain-
ing coded data, and identification of timing infor-
mation of coded program. The MPEG-1 Systems
thus specifies syntax to allow generation of systems
bitstreams and semantics for decoding these bit-
streams.

Since the basic concepts of timing employed in
MPEG-1 Systems are also common to MPEG-2
Systems, we briefly introduce the terminology
employed. The Systems Time Clock (STC) is the
reference time base, which operates at 90 kHz, and
may or may not be phase locked to individual
audio or video sample clocks. It produces 33-bit
time representations that are incremented at 90
kHz. In MPEG Systems, the mechanism for gener-
ating the timing information from decoded data is
provided by the Systems Clock Reference (SCR) fields
that indicate the current STC time and appear
intermittently in the bitstream spaced no further
than 700 ms apart. The presentation playback or
display synchronization information is provided by
f‘f&'entaﬁon Time Stamps (PTSs), that represent the
ntended time of presentation of decoded video
Pictures or audio frames. The audio or video PTS
are sampled to an accuracy of 33 bits.

To ensure guaranteed decoder bufler behavior,
MPEG Systemns  cmploys a  Systems Target
_I)"fl'-ucl(:r (STD) and Decoding Time Stamp (DTS).

l_he DTS differs from PTS only in the casc of
Video pictures that require additional reordering
“lay during the decoding process.

Anatomy of MPEG-2 15
2.1.2 MPEG-1Video

The MPEG-1 Video? standard was originally
aimed at coding of video of SIF resolution (352 X
240 at 30 noninterlaced frames/s or 352 X 288 at
25 noninterlaced frames/s) at bitrates of about 1.2
Mbit/s. In reality it also allows much larger picture
sizes and correspondingly higher bitrates. Besides
the issue of bitrates, the other significant issue is
that MPEG includes functions to support interac-
tivity such as fast forward (FF), fast reverse (FR),
and random access into the stored bitstream.
These functions exist since MPEG-1 was originally
aimed at digital storage media such as video com-
pact discs (CDs).

The MPEG-1 Video standard basically specifies
the video bitstream syntax and the corresponding
video decoding process. The MPEG-1 syntax sup-
ports encoding methods'3 %5 that exploit both the
spatial redundancies and temporal redundancies.
Spatial redundancies are exploited by using block-
based Discrete Cosine Transform (DCT) coding of
8 X 8 pel blocks followed by quantization, zigzag
scan, and variable length coding of runs of zero
quantized indices and amplitudes of these indices.
Moreover, quantization matrix allowing perceptu-
ally weighted quantization of DCT coefficients
can be used to discard perceptually irrelevant
information, thus increasing the coding efficiency
further. Temporal redundancies are exploited by
using motion compensated prediction, which
results in a significant reduction of interframe pre-
diction error.

The MPEG-1 Video syntax supports three types
of coded pictures, Intra (I) pictures, coded separate-
ly by themselves, Predictive (P) pictures, coded with
respect to immediately previous I- or P-pictures,
and Bidirectionally Predictive (B) pictures coded
with respect to the immediate previous I- or P-pic-
ture, as well as the immediate next I- or P-picture.
In terms of coding order, P-pictures are causal,
whereas B-pictures are noncausal and use two sur-
rounding causally coded pictures for prediction. In
terms of compression efficiency, I-pictures are least
efficient, P-pictures are somewhat better, and B-pic-
tures are the most efficient. In typical MPEG-1
encoding'®'® an input video sequence is divided
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into units of group-of-pictures (GOPs), where each
GOP consists of an arrangement of one I-picture,
P-pictures, and B-pictures. A GOP serves as a basic
access unit, with the [-picture serving as the entry
point to facilitate random access. Each picture is
divided further into one or more slizes that offer a
mechanism for resynchronization and thus limit the
propagation of crrors. Each slice is composed of a
number of macroblocks; each macroblock is basi-
cally a 16 X 16 block of luminance pels (or alterna-
tively, four 8 X 8 blocks) with corresponding
chrominance blocks. MPEG-1 Video encoding is
performed on a macroblock basis. In P-pictures
each macroblock can have one motion vector,
whereas in B-pictures each macroblock can have as
many as ftwo motion vectors.

2.1.3 MPEG-1 Audio

The MPEG-1 Audio® standard basically speci-
fies the audio bitstream syntax and the correspond-
ing audio decoding process. MPEG-1 Audio is a
generic standard and does not make any assump-
tions about the nature of the audio source, unlike
some vocal-tract-model coders that work well for
speech only. The MPEG syntax permits exploita-
tion of perceptual limitations of the human audi-
tory system while encoding, and thus much of the
compression comes from removal of perceptually
irrelevant parts of the audio signal. MPEG-1
Audio coding'®®* allows a diverse assortment of
compression modes and in addition supports fea-
tures such as random access, audio fast forwarding,
and audio fast reverse.

The MPEG-1 Audio standard consists of three
Layers—TI, TI, and IIL. These Layers also represent
increasing complexity, delay, and coding efficiency.
In terms of coding methods, these Layers are some-
what related, since a higher Layer includes the
building blocks used for a lower Layer. The sam-
pling rates supported by MPEG-1 Audio are 32,
449, and 48 kHz. Several fixed bitrates in the
vange of 32 to 224 kbits/s per channel can be used.
In addition, Layer 11T also supports variable bitrate
coding. Good quality is possible with Layer I above
128 kbits/s, with Layer IT around 128 kbit/s, and
with Layer III at 64 kbit/s. MPEG-1 Audio has
four modes: mono, stereo, dual with two separate

channels, and joint stereo. The optional joint stereo
mode exploits interchannel redundancies.

A polyphase filter bank is common to all Layers
of MPEG-1 Audio coding, This filter bank subdi-
vides the sudio signal into 32 equal-width frequency
subbands. The filters are relatively simple and pro-
vide good time-resolution with a reasonable fre-
quency-resolution. To achieve these characteristics,
some exceptions had to be made, First, the equal
widths of subbands do not precisely reflect the
human auditory system’s frequency-dependent
behavior, Second, the filter bank and its inverse are
not completely lossless transformations. Third,
adjacent filter bands have significant frequency
overlap, However, these exceptions do not impose
any noticeable limitations, and quite good audio
quality is possible. The Layer I algorithm codes
audio in frames of 384 samples by grouping 12
samples from each of the 32 subbands, The Layer
11 algorithm is a siraightforward enhancement of
Layer 1; it codes audio data in larger groups (1 152
samples per audio channel) and imposes some
restrictions on possible bit allocations for values
from the middle and higher subbands. The Layer TI
cader gets better quality by redistributing bits (o
better represent quantized subband values. The
Layer IIT algovithm is more sophisticated and uses
audio spectral perceptual entropy coding and opti-
mal coding in the frequency domain. Although
based on the same filter bank as used in Layer Tand
Layer II it compensates for some deficiencies by
processing the filter outputs with a modified DCT.

2.2 MPEG-2

After this brief overview of the parts of the
MPEG-1 standard, we are now well prcparcd to
delve into a discussion of the various parts of the
MPEG-2 standard. This standard is formally
veferred 1o as 1SO 13818 and consists of the fol-
lowing parts:

+  113818-1: Systems

« 113818-2: Video

+ 113818-3: Audio

+ 113818-4: Conformance
+ 113818-5: Software

+ 113818-6: Digital Storage Media—Command
and Control (DSM-CC)
113818-7: Non Backward Compatible (NBC)
Audio

+ 113818-8: 10-Bit Video (This work item has
been dropped!)

+ 113818-9: Real Time Interface
113818-10: Digital Storage Media—Command
and Control (DSM-CC) Conformance

We now present a brief overview of the afore-
mentioned parts of the MPEG-2 standard.

2.2.1 MPEG-2 Systems

Since the MPEG-1 standard was intended for
audio-visual coding for Digital Storage Media
(DSM) applications and since DSMs typically have
very low or negligible transmission bit error rates,
the MPEG-1 Systems part was not designed to be
highly robust to bit errors. Also, the MPEG-1 Sys-
tems was intended for software oriented process-
ing, and thus large variable length packets were
preferred to minimize software overhead.

The MPEG-2 standard on the other hand is
more generic and thus intended for a varicty of
audio-visual coding applications. The MPEG-2
Systems* was mandated to improve error resilience
plus the ability to carry multiple programs simulta-
neously without requiring them to have a common
time base. Additionally, it was required that
MPEG-2 Systems should support ATM networks.
Furthermore, MPEG-2 Systems was required to
solve the problems addressed by MPEG-1 Systems
and be somewhat compatible with it.

The MPEG-2 Systems'”!® defines two types of
streams: the Program Stream and the Transport
Stream. The Program Stream is similar to the
MPEG-1 Systems stream, but uses a modified syn-
tax and new functions to support advanced func-
"O“H‘li?i<?s. Turther, it provides compatibility with
mizlf:(.f-‘l Systems streams. The requirements of
e EG-9 Program Stream decoders are similar o
llw:(‘ of MPEG-1 System Stream decoders. Fur-
o ‘b‘:“-;-f(‘, Program .Str.mm tl_('(‘oclcrs are expected
Sire: orward cofnpaublc with MPEG-1 System

am decoders, Le., capable of decoding MPEG-

System  Swreams. Like MPEG-] Systems

Anatomy of MPEG-2 17

decoders, Program streams decoders (typically
employ long and variable-length packets. Such
packets arc well suited for software based process-
ing and error-free environments, such as when the
compressed data are stored on a disk. The packet
sizes are usually in range of 1 to 2 kbytes chosen to
match disk sector sizes (typically 2 kbytes); howev-
er, packet sizes as large as 64 kbytes are also sup-
ported. The Program Stream includes features not
supported by MPEG-1 Systems such as scrambling
of data; assignment of different priorities to pack-
ets; information to assist alignment of clementary
stream packets; indication of copyright; indication
of fast forward, fast reverse, and other trick modes
for storage devices; an optional field for network
performance testing; and optional numbering of
sequence of packets.

The second type of stream supported by
MPEG-2 Systems is the Transport Stream, which
differs significantly from MPEG-1 Systems as well
as the Program Stream. The Transport Stream
offers robustness necessary for noisy channels as
well as the ability to include multiple programs in a
single stream. The Transport Stream uses fixed
length packets of size 188 bytes, with a new header
syntax. It is therefore more suited for hardware
processing and for error correction schemes. Thus
the Transport Stream stream is well suited for
delivering compressed video and audio over error-
prone channels such as coaxial cable television net-
works and satellite transponders. Furthermore,
multiple programs with independent time bases
can be multiplexed in one Transport Stream. In
fact the Transport Stream is designed to support
many functions such as asynchronous multiplexing
of programs, fast access to desired program for
channel hopping, multiplex of programs with
clocks unrelated to transport clock, and correct
synchronization of elementary streams for play-
back. It also allows control of decoder buflers dur-
ing startup and playback for both constant bitrates
and variable bitrate programs.

A basic data structure that is common to the
organization of both the Program Stream and
Transport Stream data is called the Packetized Ele-
mentary Stream (PES) packet PES packets are
generated by packetizing the continuous strcams of
compressed data generated by video and audio
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Fig. 2.1 MPEG-2 Systems Multiplex showing Program and Transport Streams.

(i.e., elementary stream) encoders. A Program
Stream is generated simply by stringing together
PES packets from the various encoders with other
packets containing necessary data to generate a
single bitstream. A Transport Stream consists of
packets of fixed length consisting of 4 bytes of
header followed by 184 bytes of data, where data is
obtained by chopping up data in PES packets.

In Fig 2.1 we illustrate both types of MPEG-2
Systems, the ones using Program Stream multiplex
and the ones using Transport Stream multiplex.
An MPEG-2 System is also capable of combining
multiple sources of user data along with the
MPEG encoded audio and video. The audio and
video streams are packetized to form audio and
video PES packets that are then sent to cither a
Program Multiplexer or a Transport Multiplexer,
resulting in a Program Stream or Transport
Stream, respectively. As mentioned earlier, Pro-
gram Streams are intended for error-free environ-
ments such as DSMs, whereas Transport Streams
are intended for noisier environments such as ter-
restrial broadcast channels.

Transport Streams are decoded by 2 Transport
Demultiplexer (which includes a clock extraction
mechanism), unpacketized by a DePacketizer, and

sent for audio and video decoding to Audio and
Video Decoders. The decoded signals are sent to
respective Buffer and Presentation units that out-
put them to a display device and speaker at the
appropriate times. Similarly, if’ Program Streams
are cmployed, they are decoded by a Program
Stream Demultiplexer, DePacketizer, and sent for
decoding to Audio and Video Decoders. The
decoded signals are sent to respective Buffer and
Present and await presentation. Also, as with
MPEG-1 Systems, the information about systcms
timing is carried by Clock Reference fields in the
bitstream that are used to synchronize the decoder
Systems Time Clock (STC). The presentation of
decoded output is controlled by Presentation '[‘in'n'
Stamps (PTSs) that are also carried by the bit-
stream.

2.2.2 MPEG-2Video

This part of MPEG-2, part 2, addresses coding

of video and is referred to as MPEG-2 Videfi’:

Originally the MPEG-2 Video® standard was P

v - - s . > s )
marily intended for coding of interlaced video ]'

g . . LYt ¢

standard TV resolution with good quality 10 ‘,r
hitrate range of 4 to 9 Mbit/s. However, the sco]

of MPEG-2 Video was considerably revised® to
include video of higher resolutions such as HDTV
at higher bitrates as well as hierarchical video cod-
ing for a range of applications. Furthermore, it
also supports coding of interlaced video of a vari-
ety of resolutions.

Actually, MPEG-2 Video does not standardize
video encoding; only the video bitstream syntax
and decoding semantics are standardized. The
standardization process for MPEG-2 Video con-
sisted of a competitive phase followed by a collabo-
rative phase. First an initial set of requirements for
MPEG-2 video was defined and used as the basis
for a “Call for Proposals” which invited candidate
coding schemes for standardization. These
schemes underwent formal subjective testing and
analysis to determine if' they met the listed require-
ments. During the collaborative phase, the best ele-
ments of the top performing schemes in the com-
petitive phase were merged to form an initial Zest
Model. A Test Model contains a description of an
encoder, bitstream syntax, and decoding seman-
tics. The encoder description is not to be standard-
ized, but only needed for experimental evaluation
of proposed techniques.

Following this, a set of Core Experiments were
defined that underwent several iterations until con-
vergence was achieved. During the time that vari-
ous iterations on the Test Model'® were being per-
formed, the requirements for MPEG-2 Video also
underwent further iterations. !

In Fig. 2.2 we show a simplified codec'%*! for
MPEG-2 Nonscalable Video Coding. The MPEG-
2 Video Encoder shown for illustration purposes
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consists of an Inter frame/field DCT Encoder, a
Frame/ficld Motion Estimator and Compensator,
and a Variable Length Encoder (VLE). Earlier we
had mentioned that MPEG-2 Video is optimized
for coding of interlaced video, which is why both
the DCT coding and the motion estimation and
compensation employed by the Video Encoder are
frame/field adaptive. The Frame/field DCT
Encoder exploits spatial redundancies, and the
Frame/field Motion Compensator exploits tempo-
ral redundancies in interlaced video signal. The
coded video bitstrcam is sent to a systems multi-
plexer, Sys Mux, which outputs either a Transport
or a Program Stream.

The MPEG-2 Decoder in this codec consists of
a Variable Length Decoder (VLD), Inter frame/
field DCT Decoder, and the Frame/field Motion
Compensator. Sys Demux performs the comple-
mentary function of Sys Mux and presents the
video bitstream to VLD for decoding of motion
vectors and DCT coefficients. The Frame/field
Motion Compensator uses a motion vector decod-
ed by VLD to generate motion compensated pre-
diction that is added back to a decoded prediction
error signal to generate decoded video out. This
type of coding produces video bitstreams called
nonscalable, since normally the full spatial and tem-
poral resolution coded is the one that is expected to
be decoded. Actually, this is not quite true, since, if
B-pictures are used in encoding, because they do
not feedback into the interframe coding loop, it is
always possible to decode some of them, thus
achieving temporal resolution scaling even for non-
scalable bitstreams. However, by nonscalable cod-

— —
vid . - video
ineo Inter frame/field - \li:mtt:e ) Z:“‘l;'c ) Inter frame/field out
DCT Encoder "8 5 5 Dcicg:de DCT Decoder

Encoder S - E r
I 2 & r
[ 2
Fram'clﬁcld Motion - @\ Frame/field Motion
Estimator and mv
Compensator Compensator

MPEG-2 Nonscalable Video Encoder

MPEG-2 Nonscalable Video Decoder

Fig,
82.2 A generalized codec for MPEG-2 Nonscalable Video Coding.
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Fig. 2.3 A gencralized codec for MPEG-2 Scalable Video Coding.

ing we usually mean that we have not gone out of
our way to facilitate scalability.

As you may have guessed by this time, the
MPEG-2 Video standard specifies the bitstream
syntax and decoding process not only for single
layer (MPEG-1 like} video coding but also for scal-
able video coding Scalability is the property that
allows decoders of various complexities to be able
to decode video of resolution/quality commensu-
rate with their complexity from the same bit-
stream. We will discuss a lot more about MPEG-2
scalable video coding in Chapter 9, but for now we
illustrate the general principle by introducing the
generalized scalable codec structure shown in Fig.
2.3. In MPEG-2 Video there are many different
types of scalability and thus it is difficult to repre-
sent all of them with a single generalized codec.
Our generalized codec structure basically implies
spatial and temporal resolution scalability.

Input video goes through a Pre-Processor that
produces two video signals, one of which (the Base
Layer) is input to an MPEG-1 or MPEG-2 Nonscal-
able Video Encoder and the other (the Enhancement
Layer) input to an MPEG-2 Enhancement Video
Encoder. Some processing of decoded video from
MPEG-1 or MPEG-2 Nonscalable Video Encoder
may be needed in the Mid-Processor depending on
specific scalability. The two bitstreams, one from
each encoder, are multiplexed in Sys Mux (along
with coded audio and user data). Thus it becomes
possible for two types of decoders to be able to
decode a video signal of quality commensurate
with their complexity, from the same encoded bit-
stream. For example, if an MPEG-1 or MPEG-2
Nonscalable Video Decoder is employed, a basic

video signal can be decoded. If in addition, an
MPEG-2 Enhancement Video Decoder is
employed, an enhanced video signal can be decod-
ed. The two decoded signals may undergo further
processing in a Post-Processor.

Since the MPEG-2 Video standard, to be truly
generic, had to include a bitstream and semantics
description for a variety of coding methods and
tools, the implementation of all its features in every
decoder was considered too complex and thus the
standard was partitioned into Profiles. In MPEG-2
Video, applications with somewhat related require-
ments arc addressed via Profiles; a Profile typically
contains a collection of coding techniques (or
tools) designed to address a set of such applica-
tions, We will discuss a lot more about Require-
ments and Profiles in Chapter 11.

The MPEG-2 Video standard is a syntactic
superset of the MPEG-1 Video standard and is
thus able to meet the requirement of forward com-
patibility, meaning that an MPEG-2 video decoder
should be capable of decoding MPEG-1 video bit-
streams. The requirement of backward compatibil-
ity, meaning that subsets of MPEG-2 bitstreams
should be decodable by existing MPEG-1 decoders,
is achieved via the use of scalability and supported
in specific profiles. To confirm that the Ml’ﬁf.?"l
Video standard met its quality objective for various
Profiles and for individual applications within 2
profile, a series of verification tests have been con
ducted in association with other international ftil"'
dardization bodies and a number of organizatio>
Thus far, these tests confirm that MPEG-2 Video
does indeed meet or exceed the }wrli'n‘ln:"l“‘:"
bounds of its target applications, MPEG-2 Video

quality has also been judged sufficient for HDTV**
Recently, newer applications of MPEG-2 Video
have also emerged, necessitating combinations of
coding tools requiring new Profiles.

At the time of writing of this chapter in early
1996, two new amendments in MPEG-2 video,
each adding a new profile, are in progress. One of
the two amendments is nearly complete, and the
second one is expected to be completed by the end
of 1996. Although MPEG-2 video already
includes various coding techniques (decoding tech-
niques, really), in reality, these techniques must be
included in one of the agreed Profiles also (these
profiles can even be defined after completion of
the standard). Next, we briefly introduce what
application areas are being targeted by these two
amendments.

The first amendment to MPEG-2 Video
involves a Profile that includes tools for coding of a
higher resolution chrominance format called the
4:2:2 format. We will discuss more about this for-
mat in Chapter 5; for now, we need to understand
why it was relevant for MPEG-2 video to address
applications related to this format. When work on
MPEG-2 Video was close to completion, it was felt
that MPEG-2 video was capable of delivering fair-
ly high quality, and thus it could be used in profes-
sional video applications. In sorting out needs of
such applications, besides higher bitrates, it was
found that some professional applications require
higher than normal chrominance spatial {or spatio-
temporal) resolution, such as that provided by the
4:2:2 format while another set of applications
required higher amplitude resolution for lumi-
nance and chrominance signal. Although coding of
the 4:2:2 format video is supported by existing
tools in the MPEG-2 Video standard, it was neces-
sary to verify that its performance was equal to or
l)‘f-":lcl' than that of other coding schemes while ful-
f"“lng additional requirements such as coding qual-
'ty after multiple codings and decodings.
inv(ﬂhe. second amcnfhnent32 to M‘PEG-Q‘ Video
huml‘;? a }’rphl(‘ that mch!dcs Lr?nls for coding ol‘a
i nfrnl simultaneous video sllgnal.s gmcrat(;‘_d in
it ’f/li ga seenc, t‘a(‘I.I representing a shgh.lly differ-
‘?nusti:"v{mm; .Ill:lflgllls of %uch scenes is said t
oy ,_‘"lt n}ulnv]cwpoml video. An example of

Miewpoint video is stereoscopic video which
I ;

Anatomy of MPEG-2 21

uses two slightly different views of a scene. Anoth-
er example is generalized 3D video where a large
number of views of a scene may be used. We will
discuss more about this profile in Chapter 5 and a
lot more about 3D/stereoscopic video in Chapter
15; for now, as in the case of 4:2:2 coding we need
to understand why it was relevant to address multi-
viewpoint coding applications. As mentioned earli-
er, MPEG-2 Video already includes several Scala-
bility techniques that allow layered coding which
exploits correlations between layers. As the result
of a recent rise in applications in video games,
movies, education, and entertainment, efficient
coding of multiviewpoint video such as stereoscop-
ic video is becoming increasingly important. Not
surprisingly, this involves exploiting correlations
between different views, and since scalability tech-
niques of MPEG-2 Video already included such
techniques, it was considered relatively straightfor-
ward to enable use of such techniques via defini-
tion of a Profile (which is currently in progress).

2.2.3 MPEG-2 Audio

Digital multichannel audio systems employ a
combination of p front and ¢ back channels; for
example, three front channels—left, right, cen-
ter—and two back channels—surround left and
surround right—to create surreal experiences. In
addition, multichannel systems can also be used to
provide multilingual programs, audio augmenta-
tion for visually impaired individuals, enhanced
audio for hearing impaired individuals, and so
forth.

The MPEG-2 Audio® standard consists of two
parts, one that allows coding of multichannel
audio signals in a forward and backward compati-
ble manner with MPEG-1 and one that does not.
Part 3 of the MPEG-2 standard is forward and
backward compatible with MPEG-1. Here for-
ward compatibility means that the MPEG-2 multi-
channel audio decoder can decode MPEG-1 mono
or sterco audio signals. Backward compatibility
(BC) mcans that an MPEG-1 stereo decoder can
reproduce a meaningful downmix of the original
five channels from the MPEG-2 audio bitstream.

While forward compatibility is not as hard to
achieve, backward compatibility is a much more
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