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• 4 Protocol Engines 
- C Incorporated 

PE Chlpset 

1. Features 
• provides up to 200 Mbps end-to-end 

throughput 

• hardware support fm XTP, TCP, ISO, and 
XNS checksums 

• programmable support for multiple protocols 

• supports multicast, priority sorting, and other 
advanced features. 

2. General Description 
The Protocol Engine• chipset offers real-time protocol 
processing for high-speed networks. A wide range of 
cost-performance subsystem solutions are available 
through various configurations based on the PE 
ChipseL The chipset (shown in Figure 1) consists of 
four chips: MPORT, HPORT, BCIL, and CP. A 
basic configuration consists of MPORT, HPORT, and 
BCIL 
MPORT (MAC Port) provides an intelligent medium 
iK:cess control (MAC) layer interface to FDDI and 
other generic MACs. MPORT performs various tasks 
in its datapatb, including checksumming, protocol 
ilentification, and address recognition. One to three 
MAC interfaces are supp<Xted by the architecture. A 
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PRELIMINARY 
(subject to change without notice) 

high-speed MAC, such as FDDI, requires a dedicated 
MPORT. Lower-speed MACs, such as Ethernet, can 
share an MPORT with the aid of external logic and 
buffering. 

HPORT (Host Port) provides an intelligent direct 
memory access (DMA) engine with a synchronous 
bus inttrface (HBus) to the hosL The· HBus is 
C<IDpab°ble with industry standard buses (e.g., SBus, 
VME) and is easily intafaced to others. HPORT can 
interface to a data soun:e (e.g., sensor) or a data sink 
(e.g., image buffer). One or two HPORT chips can 
be used in the PE subsystem. The architecture 
supports combinations of MPORT and HPORT chips 
up to a combined maximum of four. 

BCIL (Buffer Controller) manages the external direct 
random access memory (DRAM) for buffering frames 
and storing state infonnation. The chipset assumes the 
use of generic, page-mode DRAM chips. 

CP (Control Processor) provides low latency, high 
perfonnance processing for management functions, 
error recovery. and protocol processing functions not 
handled by MPORT, HPORT, or BCIL components. 
The multi-thread instruction architecture of this chip 
minimizes context switching. and branching overhead, 
and maximizes processm- efficiency. 

oa.. 

Figure 1. PE Chlpaet. 
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3. Basic Configuration 

A basic configuration of the PE Chipset uses the 
HPORT, MPORT, and BCIL chips. (Figure 2 
illusttates a basic configuration.) In addition to these 
three chips, two memory blocks are required: Control 
Memory (CM) and Network Buffer Memory (NBM). 
Control Memory is based on static, random access 
memory (SRAM); Network Buffer Memory is based 
on dynamic, random access memory (DRAM). 

3.1 HPORT 

Data arriving from the host is processed by Host Port 

(HPOR'l). HPORT packetizes the dala into proper 
packet si7.e and inserts proper values into the 
header/ttailer fields (e.g., sequence number, 
checksum). The packets are temporarily stcred in 
Network Buffer Memory before they are sent to the 
MAC layer by MPORT, when the next service 
opportunity arrives. 

3.2 MPORT 

MAC Port (MPOR'l) provides a duplex interface to 
one medium access control (MAC) device. Each 
received frame is processed appropriately depending 
on its. address and protocol type. Various address 

types are supported, including local, broad<:aSt. and 
multicast addresses, as well as a number of wild card 
conditions. MPORT executes checksumming, byte 
swapping, and other data manipulations, while data 
flows through the datapath. The header/trailer 
information is filtered to an on-chip Packet Processor. 
The packet processor is a programmable micro­
engine. It processes the header/ttailer dala and 
decides the disposition of the packet. 

The received packets are stored in Network Buffer 
Memory. A number of programmable modes are 
provided for deciding if and how packets will be 
further processed. "Raw data" mode causes packets to 
be delivered to the host via HPORT without further 
processing. This allows the use of existing protocol 
codes with ·minimum or no modification. Otbec modes 
activate further processing of the packets in order to 
achieve faster end-to-end throughpuL The chipset acts 

as a fasapath protocol ~r. Software must be 
provided (in CP, in the host. or in another nearby 
CPU) to do non-faslpath processing. 

3.3 BCTL 

The Buffer Controller (BCIL) both manages Network 
Buffer Memory and arbittates access to iL BCIL 
generates DRAM control signals and address signals 
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for reading from and writing to Network Buffer 
Memory. BCIL also performs periodic DRAM 
refresh cycles. 

3.4 Control Memory 

Control Memory (CM) is used for storing control 
infmnation. It is accessed by the MPORT, HPORT, 
and BCIL chips for storing/retrieving various dala 
structures, including tables, maps, control blocks, and 
com~d blocks. The locations where the dala 
structures reside are programmable through on-chip 
registers. The structures are accessed through page 
registers and pointers. 

Control Memory is accessible by words only. (Each 
word is 32 bits.) Optional byte parity can be included. 
The maximum Control Memory si7.e supported by the 
chipset is 256k words. For an end-host with two 
thousand active connections, a minimum of 32k words 
of Control Memory is recommended. 

3.5 Network Buffer Memory 

Network Buffel" Memory (NBM) is used to buffer 
network traffic. Both received frames and transmitting 
frames are buffered in Network Btiffer Memory. 

Like Control Memory, Network Buffer Memory is 
accessible by 32-bit words only. Network Buffer 
Memory can be constructed by 256kx4 or 1Mx4 
DRAMs. It is organized by modules. Each module is 
32-bits wide with four bits of optional byte .parity. Up 
to four modules are supported in each bank of 
memory. Up to two banks are supported by this 
architecture. In a non-interleaved NBM (Network 
Buffer Memory) structure, one bank of memory is 
used. In an interleaved memory, two are used. The 
minimum Network Buffer Memory si7.e is 256k words 
(1 MByte) and the maximum size is SM words (32 
MBytes). 

In addition to being a temporary repositay for frame 
data, Network Buffer Memory is also used for stming 
the bulk of context-related information fOI' each 
connection. Various dala structures reside in Network 
Duffel" Memory to facilitate storing, organizing, and 
moving data. The dala structures, their locations, and 
their si7.es are programmable via the on-chip registers 
in MPORT, HPORT, and BCIL. 

3.6 OPTIONS 

BCIL can have optional Instruction Memory (BIM) 
connected to it direcdy. This memory provides an 
expansion area for firmware that overflows the on­
chip instruction memory. 
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Figure 3. An Extended Configuration for Dual-attach FDDI. 
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4. Extended Configurations 
A number of extended configuratims are available. 
These involve adding a CP chip and/ol inaeasing the 
number of MPORT and/or HPORT chips. 

4.1 CP 

Addition of a CP chip to the basic configuration 
provides significant performance enhancement. As 
shown in Figures 3. 4, and s. CP is connected to CBus 
and DBus. These two buses provide CP direct access 
to the memories that store pertinent information for 
protocol processing. With multi-thread architecture, 
CP is able to attend to multiple processes without 
incmring context switching overhead. CP also bas 
dedicated hardware to perform routine network 
processing functions. 

Like the chips of the basic configmation, CP can own 
some of the dara structures in Network Buffer 
Memory (NBM). 

4.2 Two MPORTs 

A second MPORT can be added to the basic 
configuration. It could be connected to a second MAC 

CP 
CP­-

PEChipset 

layer device that may be the same type as the first one, 
or may be different This configmation could be ~ 
to construct a dual MAC. dual aaacb FDDI station in 
orda to off a a higher level of redlUldancy. (See 
Figure 3.) Or, the second MPORT could be used as a 
gateway to connect two networks as illusarated in 
Figure 4. In this configuration. the packets received 
from one MAC go to Network Buffer Memory and 
then are delivered to the other MPORT. which 
tmnsfers the data to the other MAC. 1be packets are 
not~ by HPORT and are not passed over the 
HBus. ·and hence do not require any host intervention. 
A third use for a second MPORT could be to consttuct 
a bridge. This cooJd be done by connecting the 
second MPORT to a different type of MAC than the 
first 

4.3 Three MPORTs 

A third MPORT can be added thus making it possible 
to implement any ccmbination of the above. For 
example. a three MPORT system can be configured 
for both dual MAC FDDI and a bridge/gateway 
application. 

NIM 
iiiWe ... --

Dllua 

Figure 4. An Extended Configuration for an FDDI Gateway. 
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4.4 Two HPORTs 

A se.cond HPORT can be adde.d to the basic 
configuratian. This HPORT can be connected to a 
data sink m a data source. or both. Typical data 

somces include sensors and analog-to-digital 

converters with adequate buffers. A typical data sink 
is an image buffer. A typical data sink and source is a 
frame buffer m ~ storage device. Data can be fed 

directly into the data sink/source device via the second 
HPORT without ttaversing the host bus. This 

significantly improves the data throughput to these 

devices. 

The seccnd HPORT could also be connected to the 

router backplane. 1bis configuration provides high 

pe.rformance routing fer high bandwidth network 
media. (See Figure 5.) 

--
1=--= I 

cu 
Rub -

CP 

8CTL t!!! ----
Figure 5. Extended ConftguraUon with two HPORTL 
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r zc Protocol Engines 
- 2Q l1IC0f710'tlled 

MPORT 

1. Features 
• one micron CMOS technology 

• 33MHz system clock 

• synchroni7.ation to external MAC device clock. 
upto2SMHz 

• asyncbronous MAC device clock and system 
clock 

• two simplex. 9-bit channels: one to and one 
from MAC device 

• handles peak dala rate to 200M bitSt's for each 
simplex channel 

• separate. on-chip receiver and ttansmitter 
FIFOs 

• 32-bit packet processing engine 

• hardware support for XlP, TCP, ISO. and 
XNS checksums 

• pogrammable support for multiple protocols 

2. General Description 
MAC Port (MPOR1) of the Protocol Engine• chipset 
is a programmable controller that supports high-speed 

CP 

8C1L 

PRELIMINARY 
(subject to change wi1hout notice) 

protocol processing. It provides hardware interfaces 
to the medium access control (MAC) device, the dala 
bus (DBus). and the con1rol bus (CBus). 

The MAC interface provides a b~wide, duplex dala 
channel to the MAC device. This channel is operated 
by the MAC device clock, up to 2S MHz. The MAC 
device clock may be asynchronous to the PB Cbipset's 
system clock. 

11uough the DBus interlace, MPORT accesses 
Netwolt Buffer Memory to stme received frames and 
to retrieve frames for transmission. 

Through the CBus intaface, MPORT accesses 
, Conlrol Memory and sencWreceives conlrol messages 

to peer devices. 

With these three interfaces. an on-chip pogrammable 
processor. and datapath functional units, MPORT 
performs checksumming. header processing, packet 
demultiplexing, and other functions. The user has the 
freedom to program a variety of protocols and 
policies. limited to the on-chip hardware resources. 

Te lllAC "- lllAC 

Flglft 1. PE Chlpaet. 
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MPORT 

PIN Function Type #ofpins 

CAD CBm~ LtO 32 

CDP CBm~pmy LtO 4 

ems- CBm eddlaa lbObe LtO 

am CBuanm LtO 

CWi"' CBmwrile LtO 

CRQ CBmn:qaat 0 

arr- CBmgnnt I 

CEii" CBmemir LtO 1 

ar CBu ac1ec:t in I 1 

CSCM CBm aelect OUl for CM (cmbOl memory) 0 1 

CSBCTL CBm aelect OUl for BCll. (bufferc:mmler) 0 1 

CSCP'" CBm IClecl out for CP (cmbOl poceuor) 0 

DDATA Dlluadala LtO 32 

DDP DBua dala p.my LtO 4 

~ 
DTG DButag LtO 4 

DRQ Dlluaiequat 0 

oor Dlluagna I 

i5WR DBuwrila 0 

Ma.IC MAC cllMce dock I 1 

MDO MACdalaoalpUl 0 8 

MPO MAC pmy OUlplll 0 1 

MDI MAC dala input I 8 

MPI MAC pmy input I 

Olben TBD 

ax Clock I 

RESiff" Reset I 

fiS Test inrcrm1 scm I 

TCK Testcloc:k I 
1MS Test mode select I 

m1 Testdalain I 

TDO Test dala out 0 

TRST Test reset I 

Table 1. llPORT Pin SUmmary. 
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MPORT 

CBusPins 

Symbol J/O Descripdon 

CAD[31:0] J/O Address/data bus. It is ai-stared when CBus is not granted. When CBus is granted, 
address is driven onto this bus dming address cycle, and dala is driven onto this bm 
during dala cycle. 1be data is driven by MPORT in a write transfer, or it is driven by 
a slave device in a read 1ransfer. 

CDP[3:0] J/O Byte parity for the CAD(31:0] bus. CDP has the same timing as CAD[31:0]. CDP[3] 
covezs the CAD(31:24], and so on. 

CADS J/O Address Slrobe. When CBus is granted, it is an· outpuL lls assertion indicates that 
address is being driven onto CAD[31:0] by MPORT. 

When CBus is not granted, it is an inpuL lls assertion along with the assertion of 
CSI indicates that CAD[31:0] carries ~ driven by the current CBus master to 
address a slave register on MPORT. 

CiID I/O Read strobe. When CBus is granted, it is an outpUL Its assertion indicates a read 
transfer. 

When CBus is not granted, it is an inpuL Its assertion indicates that the cmrent CB us 
master is making a read transfer. 

CWR" I/O Write sttobe. When CBus is granted, it is an outpuL Its assertion indicates a write 
transfer. 

When CBus is not granted, it is an input. Its asSC21ion indicates that the current CBus 
master is making a write transfer. 

CRQ 0 CBus request. This signal is asserted to request CBus mastership. It may remain 
asserted to request multiple transactions fm a bm tenure. 

CGT I CBus granL This input indicates the granting of CBus mastership. 

CBRR J/O CBus error. This pin is both input and output. The~ drain, active low output 
reports CBus error to the peer devices which have CERR pins connected together. 
The input circuitry deteclS CBus errors reported by any device connected on CBus. 

csr I Olip select input 1be assertion of this pin indicates that the current CBus master is 
making a transaction with MPORT, as a slave deviee. 

CSCM 0 Control Memmy sele.ct It is ai-stated when CBus is not granted. It is asserted when 
CBus is granted and MPORT is addreaing Control Memory. 

CSBC'IL 0 Ben. select It is ai-stated when CBus is not granted. It is asserted when CBus is 
granted and MPORT is addressing BC'IL. 

CSCP 0 CP select. It is ai-stated when CBus is not granted. It is asserted when CBus is 
granted and MPORT is addressing CP. 

12 
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Symbol 

DDATA[31:0} 

DDP[3:0] 

DTG[3:0] 

DRQ 

DGT 

i5WR" 

MAC Interface Pins 

Symbol 

MCLK 

M00[7:0] 

MPO 

MD1[7:0] 

MPI 

TBD 

to..ai.1'!10 

I/O 

I/O 

I/O 

I/O 

0 

I 

0 

I/O 

I 

0 

0 

I 

I 

MPORT 

Description 

Data bus. It is tti-stated when DBus is not granted. When DBus is granted, 
data is driven ODID this bus in a write transaction ID the Netwodc Buffe.r Memory. 
Data is driven by the Network Buffer Memory in a read transaction. 

Byte parity fm' the DDATA[31:0]. It has the same timing as DDATA[31:0]. DDP[3] 
covers the DDATA[31:24], and so on. 

Tags. These tag bits are tti-stated when DBus is not granted. When DBus is granted, 
they are outputs in a write transaction, driven with the same timing as 
DDATA[31:0]. ~ tag bits are sensed by BC'IL to determine the data typeS and 
the status on DDATA[31:0]. 

They are inputs in a read transaction. MPORT senses these tag bits to determine the 
data typeS and status on DDATA[31:0], indicated by BC'IL. 

DBus request. This signal is asserted to request DBus masteisbip. It may remain 
asserted to request multiple transactions f<r a bus tenure. 

DBus granL This input indicates the granting of DBus mastaship. 

DBus write sttobe. This signal, when negated, indicates the requested DBus 
transactions are reads. When asserted, it indicates the requested DBus transactions 
are writes. 

DescriptioD 

MAC clock. This clock is used ID synchroni7.e with the extanal MAC device. 
It may be asynchronous to the system clock, Cl.IC. The on-chip dual-clock FIFO 
synchronizes MCLK and CLK. 

Data oulpUt ID MAC device. 

Parity for the data output to MAC device. 

Data input from MAC device. 

Parity for the data input from MAC device. 

The cmtrol signals f<r the MAC device interface are to-be-determined. 

13 
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MPORT 

c System Control Pins 

Symbol l/O Description 

CLK I System clock. This input signal provides synchronization for the on-chip circuitry. 

RESET I System reset. This input signal resets on-chip circuitry to a known stare. It should 
remain as.ated for at least 512 CLK cycles to assure proper reset of the chip. 

Test Pins 

Symbol l/O Description 

TiS I Test internal scan. Assertion of this signal selects the internal scan test. 

TCK I Test clock. This input signal is used to synchronize on-chip testing circuitry. 

TMS I Test mode selecL This signal is used to select among various test modes. 

IDI I Test data inpuL This pin is used for input test data. 

TOO 0 Test data OUlpDL This pin is used for OUlpnt test data. 

(
•. 

-· 

\ 

TRST I Test reset. This pin is used to reset test modes. 

Power Pins 

1: 

(_ 
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4. Functional Description 

MPORT (MAC Port) transfers fiames between the 

extemal MAC device and Network Buffer Memory 
(NBM). When the input tiame passes ~ 
MPORT, processing is done in the datapatb. This 
processing includes checksumming, byte swapping, 
header/trail« parsing, protOCOl identification, 
demultiplexing. etc. 

The processing is done in various functional blocks 
that are illustrated in Figure 3. 

There are six map functional blocks in MPORT: 
MAC Intaface Unit (MIU), Receive Pipeline Unit, 
Transmit Pipeline Unit, DBus Interface Unit {DIU), 

Packet Processing Unit (PPU) and CBus lntaface 
Unit(CRJ). . 

4.1 MAC Interface Unit (MIU} 

The MAC Interface Unit contains the state machines 
to interface to the external MAC devices. It has an 
eight bit data input bus and an eight bit data oulpUt bus 
to connect to the MAC. Both buses have parity bits. 
The parity can be optionally tmned off. The conttol 
signals interfacing to the MAC device have not been 
finali7.ed. 

4.2 Receive Plpellne Unit 

The Receive Pipeline Unit lw a single directional data 

flow. The data flow starts from MIU. It is fed into a 
Receive MAC FIFO. The data coming out of the 
Receive MAC FIFO flows into a Receive Da&apadl, 
then goes to a Receive DBus FIFO. The data coming 
out of Receive DBus FIFO goes to a DBus Inraface 
Unit (DIU). DIU will store the data into Network 
Buffer Memory via DBus. 

The Receive MAC FIFO is opaated by both MCLK 
and O.K. MCLK is used to feed data into the FIFO 
and CLK is used to retrieve data from FIFO. This 
scheme allows the MAC device, running oo MCLK, 
to be asyncluonous to the system clock, O.K. 

The data, embodied in frames, flows into the Receive 
Datapath to obtain a series of processing steps. The 

data are word aligned, padded with fill-paami if 
necessary, byte swapped if necessary to become big­
endian. These pocessing steps are controlled by a 
Proto Parser. Proto Parser is a programmable 
proces.90f'. Its micro program is down-loaded at boot 

time. It can be programmed to adapt to various media 
and various protocols. Proto Parsec counts the bytes in 
frames and examines their header to determine further 
action. Proto Parser recogni7.Cs the profOCOl used by 

9 Oclalm 19'0 15 
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the packet in the frame, extracts certain information, 

and delivers it to the Packet Processing Unit 

A Checksummer validales the checksum on the packet 
flowing through the Receive Pipeline Unit Packet 
Processm finnware determines the actions to be taken 
in the event of checksum failure or other failure. 

4.3 Transmit Plpellne Unit 

Like the Receive Pipeline Unit, the Transmit Pipeline 
Unit is a single directional datapath. The data flow 
starts from DIU. The data flows into a Transmit DBus 
FIFO, through a Transmit Datapath and a Transmit 
MAC FIFO and ends at the MAC Interface Unit 
(MIU). 

The Transmit MAC FIFO is similar to the Receive 
MAC FIFO with opposite data flow directioo. The 

data flow into the FIFO is clocked by CLK and the 
data flow out of the FIFO is clocked by MCLK to 
provide synchroni7.ation between two clock systems. 

4.4 DBus Interface Unit (DIU) 

The DBus Interface Unit contains state machine· for 
DBus control. It performs burst read/write on the 
DBus to maximize DBus efficiency. Two operating 
modes are available: the non-interleaved mode and the 
interleaved mode. 

The non-interleaved mode works with non-interleaved 
Netwmk Buffer Memory to deliver 320 Mbps 

bandwidth on DBus. The interleaved mode wmks with 
interleaved Network. Buffer Memory to deliver 700 

Mbpsbandwidth on DBus. 

4.5 Packet Processing Unit (PPU) 

The Packet Processing Unit contains a Packet 
Processor and Instruction Memory. The pogram for 
the Packet Processor is down-loaded into Instruction 
Memory at boot time. The Packet Processor processes 
the information received from the Receive Pipeline 
Unit As a result of the processing in Packet Processor, 
the receiving packets are demultiplexed to each 
context They are also propezly disposed accmling to 
the information retrieved from the header/trailer in the 
packet. 

4.6 CBus Interface Unit (CIU) 

The CBus Interface Unit interfaces to CBus to access 
the Conttol Memory and other devices in the PE 

Chipset. The Packet Proces.u' may access the data 

7 
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base stored in Control Memory, or request slave 
access to the other devices attached oo CBus. These 
uansactioos provide information for the Packet 
Proceaor to decide the disposition of the packet being 
proc:essed, updates information in Control Mrmay to 
facilitate pnx:eaing for the following packets, and 
receives and provides commands to peer devices. 

16 
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C. 

• < Protocol Engines 
P C Incorporated 

HPORT 

1. Features 
• one micron CMOS te.chnology 

• 33MHz system clock 

• syncbrmi7.ation to external host bus clock. up 
to25MHz 

• asynchronous host bus clock and system clock 

• separate receiver and transmiuer intemal 
FIFOs 

• 32-bit host interface with parity 

• performs checksum generatioo, packetization, 
byte swapping. word alignment, and other 
functions ' 

• hardware support for XTP, TCP, ISO, and 
XNS checksums 

• pogrammable support for multiple protocols 

• supports both big- and little-endian hosts. 

2. General Description 
Host Port (HPORT) of the Protocol Engine• chipset is 
a programmable controller that supports high-speed 
protocol processing: It provides three extmUil 

CP 

llCTL 

Te llAC Fw.- llAC 

PRELIMINARY 
(subject to change without notice) 

hardware interfaces: host bus (HBus), data bus 
(DBus), and control bus (CBus). 

11uough HBus, HPORT provides DMA and slave 
intelfaces to the host bus or to a dedicated bus 
coonecting to a data sinlc/soun::e device, such as image 
buffer and sellS<X'. HBus is opezated by a separate 

clock. HCLK, to synchronize to the host bus. 

11uough · DBus. HPORT accesses Netwodt Buffer 
Memory to store output pactets, to retrieve received 
packets, and to update the buffer management data 
structures. 

Through CBus, HPORT accesses Control Memory 
and sends/receives control messages to peer devices. It 

also povides a datapath for the host to make slave 
accesses to HPORT's peer devices.. 

11uough these buses, an on-chip pogrammable 
processor, and the datapath functiooal unit. the 
HPORT perfonns checksum generation, packetization, 
intelligent DMA. and other functions. HPORT can 
support a variety of protoeols and custom host 
interfaces. 

Flgan 1. PE Chlpaet. 
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3. Pin Description 

HAD P1:oJ 
HOP P:OI 
lmz~ 
Rm(~ 

tllD 
HA P:oJ 

IDl 
fml'Tllm 

AD 
ACEllR 

RRa 
RaT 

HCUC 
AllllEI' 
HllODE 

CUC 
llQI 11:111 ,. 

TCK 
TUS 
TDI 

TOO 
TRST 

Figure 2. HPORT Symbol Dl-aram. 

--
Rx 

Ra ..... 
FFO 

-T 

All ,.. 

D8US D8US 
FIFO FFO 

- - ---
Figure 3. HPORT Block Diagram. 
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HPORT 

CBusPins 

Symbol 110 Description 

CAD[31:0] I&O Address/data bus. It is bi-stated when CBus is not granted. When CBus is granted. 
address is driven onto thiS bus during address cycle. and data is driven onto this 
bus during dala cycle. The data is driven by HPORT in a write ttansfer, er it is 
driven by a slave device in a read ttansfC'l'. 

CDP[3:0] I/O Byte parity fer the CAD[31:0] bus. It has the same timing as the CAD[31:0]. 
CDP[3] covas the CAD[31:24], and so on. 

CADS I/O Address strobe. When CBus is granted. it is an outpuL Its assertion indicates that 
address is being driven onto CAD[31:0] by HPORT. 
When CBus is not granted, it is an inpuL Its assertion along with the assertion of 
CSI indicates that CAD[31:0] carries address driven by the current CBus master 
to address a slave register on HPORT. 

CiID IJO Read strobe. When CBus is granted. it is asserted to indicate a read b30Sfer. 
When CBus is not granted. it is an inpuL Its assertion indicates that the current 
CBus master is making a read ttansfer. 

CWR J/O Write strobe. When CBus is granted, it is asserted to indicate a write ttansfer. 
When CBus is not granted, it is an inpUL Its assertion indicates that the current 
CBus masta' is making a write transfC'l'. 

CRQ 0 CBus request. This signal is asserted to request CBus mastership. It may remain 
asserted to iequest multiple transactions fer a bus tenure. 

COT" I CBus granL This input indicates the granting of CBus mastership. 

CERR I/O CBus enor. This pin is both input and oulpUL The open drain, active low output 
reports CBus error to the peer devices which have CERR pins connected 
togethez. The ~put circuiuy detects CBus emrs repmt.ed by any device 
connected on CBus. 

CSI I Olip select in. The assertion of this pin indicates that the current CBus master is 
making a transaction with HPORT, as a slave device. 

CSCM 0 Conuol Memory selecL It is bi-stated when CBus is not granted. It is asserted 
when CBus is granted and HPORT is addressing Conuol Memory. 

CSBCTL 0 BCIL selecL It is bi-stated when CBus is not granted. It is asserted when CBus is 
granted and HPORT is addressing BCTL. 

CSCP 0 CP select It is tri-stated when CBus is not granted. It is asserted when CBus is 
granted and HPORT is addressing CP. 

( 
'-----
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DBusPins 

Symbol 110 Description 

DDATA[31:0] J/O Data bus. It is tri-stared when DBus is not granted. When DBus is granted, data is driven mto 
this bus in a write transaction to the Netwmk Buff« Memory. Data is driven by the Netwodc 
Buffer Memory in a read aansaction. 

DDP [3:0) J/O Byte parity for the DDATA[31:0]. It bu the same timing as DDATA[31:0]. DDP(3] covers 
the DDATA[31:24), and so on. 

DTG[3:0) J/O Tags. These tag bits are tri-stared when DBus is not granted. When DBus is granted, they are 
oulpUts in a write aansaction, driven with the same timing as DDATA[3l:OJ. These tag bits 
are sensed by BCil. to determine the data typeS and the slalUS on DDATA[31:0]. 

They are inputs in a read transactim. HPORT senses these tag bits to determine the data 
typeS and status on DDATA[31:0], indicated by BCil.. 

DRQ 0 DBus requesL This signal is aaerted to request DBus mastership. It may remain a.w.rted to 
request multiple ttansactkms for a bus tenure. 

DOT I DBus granL This input indicates the granting of DBus mastership. 

DWR I DBus write sttobes. This signal, when negated, indicates the requested DBus ttansactions are 
reads. When merted, it indicates the requested DBus ttansactions are writes. 

HBusPins 

Symbol 110 Description 

HAD[31:0] J/O HBus addresB/dara. Data and addresses are transferred over these lines. When HPORT is HBus master, 
these lines are inputs in reads and outputs in writes for data transfers. When HPORT is HBus slaw, 
they are the other way around. 

HDP[3:()] IJO HBus data byte parity. These signals provide byte parity for HAD[31:0]. HDP(3] coven HAD[31:24), 
and so on. They can be optionally turned off. 

HSJZ[2:0} IJO HBus si7.e. These encoded lines indicate the transfer size of HAD[31:0). They are outputs~ 
HPORT is HBus muter. They are inputs when it is not. 

The coding of these signals are as follows. 

HSJZ[2:0} Function 
()()() WMI (four byte) ttansfer 
001 Byte transf« 
010 Half-word (two byte) ttansfer 
011 Reserved 
100 Four wMI burst (16 bytes) 
101 Eight word burst (32 bytes) 
110 Sixteen word burst (64 bytes) 
111 Two word burst (8 bytes) 

Continwd on nut page 
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HBus Pins continued 

Symbol 110 Description 

HACK [2:0) J/O HBus acknowledgment These encoded acknowledgment signals are used to terminate 
HBus cycles. They are inputs when HPORT is HBus master. They are oulputs when it is DOL 

The coding of these signals are as follows. 

HACK (2.-0) Function 

000 Idle/wait 
001 Error acknowledgment 
010 Byte (data) acknowledgment 
011 Rerun acknowledgment 
100 Word (data) acknowledgment 
101 Reserved 
110 Half.;word (data) acknowledgment 
111 Reserved 

HRD J/O HBus read. This signal indicates HBus data transfer direction. When it is asserted, it indicates a 
read cycle. Else, it indicates a write cycle. 

This line is an oulpUt when HPORT is HBus master. It is input when HPORT is not. 

HA[7:0] I HBus slave address. These addrea lines presents physical addresses during slave cycles. 

HCsr I HBus slave select. This si~ when asserted and qualified by HAS , indicates that the current 
HBus master is accessing HPORT as a slave device. 

HINTREQ 0 HBus intmupt. This line is used to signal host CPU that interrupt conditions occurred. 

HAS" I HBus addrea strobe. This input signal indicates that HA[7:0) and HCSI are in valid Slate. The 
assertion of HCSI and HAS causes HPORT to respond as a slave. 

HI.ERR I HBus lale enor. When HPORT is HBus master, the assertion of this line indicates the addressed 
slave device is acknowledging a bus eaor. 

HRQ 0 HBus request. This signal is asserted to request HBus mastership. Once a§elfed, it must be left 
asserted until grant is received. 

HGT'" I HBus grant This signal indicates the granting of HBus mastmhip. 

HCLK I HBus clock. This signal synchronizes to the external host bus. The maximum clock rare is 2S MHz. 
It can be asynchronous to the Protocol Engine system clock, CLK. 

HRESET I System reset. This input signal resets on-chip cin:uilry to a known stare. It should remain asserted 
for at least 512 HCLK cycles to assure proper reset of the chip. 

HMO DE I HBus mode. This signal selects HBus modes. When it is strapped to VCC, the HBus behaves in 
conformance to SBus specification. When it is strapped to GND, it behaves as a generic host bus. 

/ ... 
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SJStem Control Pins 

Symbol 

ClJ{ 

IRQl[S:O} 

Test Pins 

Symbol 

TiS 

TCK 

TMS 

TDI 

TOO 

'IRST 

.-·· 
\ _ -- - Power Pins 

'I ........ -· 

( 
~----

110 Description 

I System clock. This input signal provides synchronmtion for the on-chip circuitry. 

I Interrupt request in. These signals detect intmupt conditiom in the system. 

110 Description 

I Test internal scan. Assation of this signal selects the internal scan test. 

I Test clock. This input signal is used to synchronize on-chip testing circuitry. 

I Test mode select. This signal is used to select among various test modes. 

I Test data inpuL This pin is used for shifting input test data. 
-

0 Test data output This pin is used for shifting output test data. 

I Test reseL This pin is used to reset test modes. 

24 
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4. Functional Description 

HPORT transfers data between Network Buffer 

Memary and a host memory or data sink/source 
device, such as a scanner or a frame buffer. Data 

passing through HPORT is processed in several ways. 

On output to a network. the procemng includes packet 
beadez/llailer genemtion, checksum insertion, 

sequence number insertion, byte swapping, word 

alignment, and padding. For received packets, the 

processing includes byte swapping, word alignment 

and beada/ trailer stripping. Many of these funcdons 
can be optionally turned off. 

This processing is performed in various functional 
bJocks u illustrated in the HPORT block diagram 

~gure3). 

There are six major functional blocks in HPORT: 
HBus Interface Unit (lllU), Receive Pipeline Unit, 
Thmsmit Pipeline Unit, DBus Interface Unit (DIU), 

Packet Proc:esmng Unit (PPU) and CBus Interlace 
Unit(CIU). 

4.1 HBus Interface Unit (HIU) 

The HBus lnrerface Unit contains the state machines 

to interface to an external host bus (HBus) or data 

sint/source device. HIU has a 32-bit bi-directional 
data bus. There are byte parity bits for the data bus, 

which can be disabled. HPORT bas both master and 

slave interlaces to the HBus. An external HBus 
conttolla' is required to arbittate the HBus mastership. 

The mu master interlace does burst mode DMA on 

HBus with various burst sizes to get high throughput 

with low HBus occupancy. An intelligent DMA 

controller further enhances DMA efficiency. 

The mu slave interface is used to initialize HPORT 

and other pe« devices in Proroco1 Engine subsystem. 

It is also used to down-load instructions to the oo-cbip 
RAMs in the subsystem. · 

4.2 Transmit Plpellne Unit 

The Transmit Pipeline Unit has a single din:ctional 
data flow. The data flow starts from mu and is fed 

into a Transmit HBus FIFO. The data coming out of 
the Transmit HBus FIFO flows into a Transmit 

Datapath, then goes to a Transmit DBus FIFO. The 

data coming out of Transmit Dbus FIFO goes to a 
DBus Interface Unit (DIU). DIU stores the data into 

Network Buffer Memory via DBus. 

The Transmit HBus FIFO is operated by both HCLK 

and CI.It HCLK is used to feed data into the FIFO 

and CLK is used to retrieve data from FIR>. This 

scheme allows the host or the data sink/soun:e device. 

25 

HPORT 

running on HCLK, to be asynchronous to the system 
clock, CUC. 

The transmitting data are obtained by DMA read 
cycles. A user definable data sttuclure, Host Conlrol 
Block (HCB), is used to detennine the size and the 

location of the data blocks within host memory. The 

degree of packm:iation of data in the host Varies from 
fully packeti7.ed (i.e., header/trailer are appended, with 

conect checksum and sequence number) to raw data. 

The Transmit Pipeline Unit performs the remaining 

packetiution pocess based on the information 

obtained through the Host Control Block. 

A Transmit Datapath Controller controls the data flow 

within the datapadl. It manages the insertion of 
header/trailer informatioo, the injection of sequence 
number, checksum and other information to the 

packers. A checksum generator generates checksum 
for the transmitting packets. 

4.3 Receive Plpellne Unit 

Like the Transmit Pipeline Unit, Receive Pipeline Unit 

is a single directional datapath. The data flow starts 
from the DBus Interface UniL The data flows into a 

Receive DBus FIFO, through a Receive Datapath and 

a Receive HBus FIFO and ends at HIU. 

The Receive HBus FIFO is similar to the Transmit 

HBus FIFO, with opposite data ftow direction. The 

data flow into the FIFO is clocked by CLK and the 

data flow out of the FIFO is clocked by HCLK to 

provide synchronization between two clock systems. 

The data going through Receive Datapath will be 

byte-swapped and word-aligned if necessary. 

4.4 DBus Interface Unit (DIU) 

The DBus Interlace Unit contains the state machine 
for DBus access. It performs burst read/write on the 

DBus to maximize DBus efficiency. There are two 

operating modes available: non-interleaved mode and 
the interleaved mode. 

The non-interleaved mode works with non-interleaved 

Nctwmk Buffer Memory to deliver 320 Mbp9 

bandwidth on DBus. The interleaved mode works with 

interleaved Network Buffer Memory to deliver 700 
Mbps. 

4.5 Packet Processing Unit (PPU) 

The Packet Processing Unit consists of a Packet 
Processor and an Instruction Memory. The programs 
for the Packet Proce5.D' are down-loaded into the 

Instruction Memory at boot time. The Packet 
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Processor manages the Host Control Block and odJel' 
HPORT-owned data structures. It also executes host 
interface policies to achieve high efficiency on the 

host bus and to make minimum interrupt to the bosL 

4.6 CBus Interface Unit (CIU) 

the CBus Interface Unit intedaces to CBus to accea 
the Control Memory {CM) and other devices in the PE 
Chipset. Packet Processor uses Ibis inlaface to accea 
the data .sttuctmes stored in CM and to accea the 

slave iegisters in the pea devices. This intaface is 
also used to down-load micro code to peel' devices. 

26 
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> zc Protocol Engines 
b ZQ Incorporated 

BCTL 

1. Features 
• one micron CMOS technology 

• 33MHz system clock 

• pogrammable selectioo of DRAM: eidler 
2S6kx4 or 1Mx4 

• pogrammable selection of DRAM operation: 

eidler interleaved m non-interleaved 

• q>tional, external, additional instruction 
memory, up to 32k x 24 bits. 

• support for wide range of Network Buffer 
Memory: 1 to 32 MBytes 

• provides DRAM control fwtCtions 

• 32-bit on-chip Buffer Control Processor 

• on-chip instrUction and data memory 

• manages data structures in Network Buffer 
Memory 

CP 

To IMC Fr-. MAC 

PRELIMINARY 
(subject to change wilhout~tice) 

2. General Description 

Buffer Cootroller (BC'Il.) of the Protocol Engine• 

chipset is a programmable controller that Jl'Ovides 
memory management functiClllS for Network Buffer 
Memory to achieve high-speed protocol proceuing. It 
provides external hardware interfaces to four buses: 

DBus. CBus. MBus, and BBus. It alsoarbites for 
DBus access. 

Through the DBus interface. BC'Il. accesses Network 
Buffer Memory to update memory management data 

stroctmes. 

Through the CBus interface, BC'Il. accesses Conttol 
Memory and sends/receives control messages to peer 
devices. . 

Through the MBus inte.rface. BCTI.. pl>vides access 
(for other devices) to Network Buffer Memory. 

Through the BBus, BC'Il. provides access to 
additional instruction memory. 

Flglft 1. PE Chlpsel. 
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BCTL 

3. Pin Description 

CAD Pt:OJ llllD[t:OJ } CDPP:OJ llmP:OJ ellll Ill (l:OJ lll8ua eRD iR cwt IRll! mo 
em 
CElll 

llDATA (2S:OJ 

} Cll 
elm BDP(UJ 

ems 8ADA [14:0) OPTlOIW. 
Cllll IER Blue 
C!lll'I BC1L 1IWI! 
ell&/ CIRi er 
CllRll 

CUC Sy.tem 
mET Conlnll 

DDATA Pt:OJ 'I'll (" DDP P:OJ 1aC \ _____ DTG P:0J 1118 
lilm [4:0) TDI T ... IRIT [4:0J TDO 
Dlll'l[4:0) TA8T 

Figure 2. BCTL Symbol Diagram. 

-- - - -

-- - ---
Rgure 3. BCTL Block Diagram. 
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BCTL 

c 
PIN Function Type #ofpins 

CAD CBu adcbal/dala ao 32 

CDP CBu adcbal/dala pui1y ao 4 

~ CBu lddras llJobe ao 
CiD CBulad ao 1 
CWi"' CBuwrilc ao 1 
CRQ CBlllRCplll 0 1 

COT CBupml I 1 

CBii"' CBuemr ao 
CSi'" CBu te1ec:l in I 
CSCM CBu te1ec:l out for CM (comol lllCIDOIY) 0 
en- CBa1 select out for CP (comol puc:eaor) 0 
aMi)"' CBas select out for lint MPORT 0 
aw- CBas te1ec:l out for ICCODd MPORT 0 
CSM21CSlll CBu te1ec:l out for dWd MPORT or ICCODd HPORT 0 
C:SHO CBas select out for lint HPOR.T 0 

DDATA DBlllclata ao 32 

DDP DBu data parity ao 4 

DTG DButag ao 4 
DRQ DBurequat 0 s 
i5GT DBugnnt I s 
DWR DBuwrile 0 s 
CUC Codt I 

('. iESiiT" Reset I 

fiS Test inlemal scm I 
TCK Test dock I 
TMS Test mode te1ec:l I 
mI Testclatain I 
TOO T•clataout 0 
msT Testiaet I 

MRAS Row addrea llJobe 0 2 
MOO"' Cdama addrea llJobe 0 4 
MA DRAM lddrases 0 10 
MWB Wrirecmble 0 
MOir Oulpaemble 0 

BDATA BBuclata ao 24 
BDP BBu byte pui1y ao 3 
SADR BBas wont addrea 0 15 
iiBN DIM CllllJle 0 1 
iiWB DIM write cmb1e 0 
BOB DIM oa1p11t emblc 0 

T ..... t. ICTL Pin.._,. 

( 
\__ __ 

30 
3 

DEFS-ALA000? 148 



Ben. 

(_ 
CBusPins 

Symbol 110 Description 

CAD[31:0} l/O Address/dara bus. It is bi-stated when CBus is not grante.d. When CBus is granted. 
address is driven onto this bus during an address cycle, and data is driven onto 
this bus during an dala cycle. 1be dara is driven by BCIL in a write transfer, <r it 
is driven by a slave device in a read transfer. 

CDP[3:0] l/O Byte parity f<r the CAD[31:0] bus. It has the same timing as the CAD[31:0]. 
CDP[3J covers the CAD[31:24], and so on. 

CADS l/O Address strobe. When CBus is granted. it is an output. Its assertion indicates that 
address is being driven onto CAD[31:0] by BCTL. 

-

~ CBus is not granted, it is an input. Its a.uertion along with the assertion of 
CSI indicates that CAD[31:0} carries address driven by the cmrent CBus master 
to address a slave register on BCTL. 

CRD l/O Read strobe. When CBus is granted, it is asserted to indicate a read transfer. 

When CBus is not granted, it is an input Its assertioo indicates that the cmrent 
CBus masta is making a read tramfcr. 

CWR IJO Write strobe. When CBus is granted, it is asserted to indicate a write transfer. 

When CBus is not granted, it is an input Its ~oo indicates that the cmrent 
CBus masta is making a write transfer. 

CRQ 0 CBus request This signal is asserted to request CBus mastership. It may remain 
asserted to request mullipJc transaclions f<r a bus tenure. 

CGT I CBus grant This input indicates the granling of CBus mastership. 

CERR l/O CBus error. This pin is both input and output 1be open drain, aclive low output 
repons CBus error to the peer devices which have CERR pins connected 
together. 1be input circuitry detects CBU$ errors reported by any device 
connected on CBus. 

CSI I Clllp select. 1be as.ation of this pin indicates that the cmrent CBus master is 
making a transaction with BC'IL, as a slave device. 

CSCM 0 Control Memory select. It is bi-stated when CBus is not granted. It is asserted 
when CBus is granted and BC'IL is addressing Control Memory. 

CSCP 0 CP select. It is bi-stated when CBus is not grante.d. It is asserted when CBus is 
granted and BC'IL is addressing CP. 

Conlimled on nut page 

\,, ___ _ 
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( -. 
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! CBus Pins (continued) 

Symbol 110 Description 

CSMO 0 MPORT select. It is bi-stated when CBus is *granted. It is~ when CBus is granted 
and BCll.. is addressing the first instance of MPORT. One to three instances of MPORT 
chips can be used in a Protocol Engine System. This pin is always used to connect to one of 
them. 

CSMl 0 MPORT select. It is bi-stated when CBus is not granted. It is ~ when CBus is granted 
and BCll.. is addressing the second instance of MPORT. One to three instances of MPORT 
chips can be used in a Protocol Engine System. This pin is used to connect to one of them if 
two or three MPORT chips exist in the system. 

CSM2 
JCSHl 0 MPORT select or HPORT select. It is bi-stated when CBus is not granted. It is ~ 

when CBus is granted and BCIL is addressing the third instance of MPORT or the second 
instance of HPORT. Eithec the third instance of the MPORT or the second instance of 
HPORT can exist is a Protocol Engine system, but not both. 

CSHO 0 HPORT selecL It is bi-stated when CBus is not granted. It is 8§el'ted when CBus is granted 
and BC1L is addressing. the fust instance of HPORT. One or two instances of HPORT 
chips can be used in a Protocol Engine System. This pin is always used to connect to one of 
them. 

DBusPins 

Symbol 110 Description 

DDATA[31:0] I/O DBus dala. It is bi-stated when DBus is not granted. When DBus is granted, data is 
driven onto this bus in a write transaction to the Network Buffer Memay. Data is 
driven by the Network Buffer Memory in a read transaction. 

DDP[3:0] I/O Byte parity for the DDATA[31:0]. It has the same timing as DDATA[31:0]. 
DDP[3] covers the DDATA[31:24], and so on. 

DTG[3:0J I/O DBus Tags. These tag bits are bi-stated when DBus is not granted to any DBus 
master. 

When DBus is granted to a DBus masa other than BCIL itself, they are inputs in 
a write transaction. driven with the same timing as DDATA[31:0] by the current 
DBus master. BC'IL senses these tag bits to detennine the data types and the status 
on DDATA[31:0]. 

These tag bits are outputs in a read transaction while BCIL granted DBus 
mastaship to a peer device. BC'IL presents the data types and status of the DBus 
by driving these lines. 

The encoding of these tags bit is to-be-determined. 

(_. Continued on next page 
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Ben. 

DBus Pins (continued) 

Symbol 110 Ducription 

DRQ [4:0) I DBus requests. These signals are asserted by the peer DBus mastas to request DBus mastership. 
It may remain asserted to request multiple ll'allSaCtions for a bus tenure. 

1be assignments of these lines to the peer DBus mastas are as follows. 

DRQ (0): the first instance of MPORT 
DRQ (1): the second instance of MPORT 
DRQ [2]: the third instance of MPORT or the second instance of HPORT 
DRQ (3): the first instance of HPORT 
DRQ [4]:CP 

Ben. requests DB-.s mastership via an on-chip signal. since it is the DBus arbiter itself. 

DOT [4:0) 0 DBus grants. These outputs indicate the granting of DBus mastership. Similar assignments as 
those of DRQ[4:0] are used. As the DB us arbiter. Ben. grants DBus mastership to itself via m1 
oo-chip signal. 

DWR [4:0) I DBus write strobes. These signals. when negated. indicate the requested DBus tramactions are 
reads. When asserted. they indicate the requested DBus transactions are writes. Similar 
assignments as those of DRQ[4:0] are used. 

As the DBus arbiter. BCil. indicate the write requests or the read requests via on-chip signals. 

MBusPins 

Symbol 110 Description 

MRAS [1:0) 0 Row address strobe. These signals are used to drive the RAS lines of the 
DRAMs in the NBM. 

MRAS [OJ: Low Bank 
MRAS (1): High Bank 

MCAS [3:0J 0 Column addrm strobe. These lines are used to drive the CAS lines of the 
DRAMs in the NBM. The assignments of these lines are as follows. 

MCAS [OJ: Module 0 
MCAS [lJ: Module 1 
MCAS [2J: Module 2 
MCAS [3J: Module 3 

MA[9:0) 0 DRAM addreaes. When 2S6Kx4 DRAM is used. MA[9J should be left open. 

MWE 0 Write enable. This signal is used to drive the WE lines of the DRAMs in the 
NBM. 

MOE 0 Oulput enable. This signal is used to drive the OE lines of the DRAMs in the 
NBM. 

\ . 
..... ~·· --
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BBusPins 
Note: The existence of the BBus in the first generatim of BC1l. is to-be-determined. 

Symbol 110 Description 

BDATA(23:0] J/O BBus dara. This pins are outputs dming BBus writes. They are inputs during BBus reads. 

BDP[2.1>] J/O BBus byte parity bias. BDP[2] covers BDATA[23:16], and so on. 

DADR[14:0] 0 DDus wool addrea. These address lines address up to 32K worm of BC1l. lnsttuctim 
Memory (DIM). 

Def 0 DIM enable. When this line is~ BIM is enabled. 

iiWB 0 DIM write enable. This signal is used to drive the WE'"" lines of the SRAMs in the DIM. 

iiOE 0 DIM output enable. This signal is used to drive the OE lines of the SRAMs in the BIM. 

System Control Pins 

Symbol 110 Description 

ax I System clock. This input signal provides synchronizatim for the on-chip circuitry. 

C. RESET I System reset. This input signal resets on-chip circuitry to a known state. It should 
remain 8Sm'ted for a least 512 CLIC cycles to assure J>fOF reset of the chip. 

Test Pins 

Symbol 110 Description 

TIS I Test internal scan. 

TCK I Test clock. This input signal is used to synchronize m-chip testing circuitry. 

TMS I Test mode select. This signal is used to select ammg various test modes. 

IDI I Test data inpuL This pin is used for shifting input test data. 

TOO 0 Test data outpuL This pin is used for shifting output test data. 

1RST I Test reseL This pin is used to reset test modes. 

(,. 
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Power Pins 

Symbol Description 

VCC Power pins. 

GND Ground pins. 

4. Functional Description 

The Buffer Controller (BCTI.) manages queue 
structures in Network Buffez Memory (NBM) and 
arbittates DBus. The oo-chip 32-bit Buffez Control 
Processor can be programmed to implement different 
Network Buffer Memory algmthms. 

There are five major functional units in BC'IL. They 
are shown in Figure 3. These units are: DBus Interface 
Unit, CBus Interface Unit, MBus Interface Unit, BBus 
Interface Unit, and Buffez Control Processor. 

4.1 DBus Interface Unit {DIU) 

The DBus Interface Unit contains two major blocks: a 
DBus Master Bloct and a DBus Arbiter Block. 

The DBus Master Block contains the stale machine for 
DBus control. The request/grant handshake is 
pesformed with the signals between the this block and 
the DBus Arbiter Block. 

The DBus Master Block perfonns burst read/write oo 
the DBus to maximize DBus efficiency. 11ae are two 
operating modes are available: the DOO-interleaved 
mode and the interleaved mode. 

The non-interleaved mode wades with DOO-interleaved 
Network Buffer Memory to delivez 320 Mbps 
bandwidth on DBus. The Interleaved Mode works 
with interleaved. Netwcd Buffer Memory to delivei-
700 Mbps. 

The DBus Arbiter Block receives six bus request 
signals. of which five are from the off-chip peer 
devices and me is from the on-chip DBlis Master 
Block. The DBus Arbiter execule3 a fair and efficient 
arbitration scheme, which is a combination of round­
robin, priority and cooditional refusal. The 
acknowledgement of the bus grant is through six grant 
signals. Like the bus request, five of the grant signals 
go to lhe peer devices and one goes to the DBus 
Master Block. 
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4.2 CBus Interface Unit {CIU) 

The CBus Interface Unit interfaces to CBus to access 
the Control Memory (CM) and otha peer devices in 
the PE Ollpset. Also, through this interface, other peer 
devices can access the BCTI. slave registers, on-chip 
RAM and the external BC'IL Instructioo Memory. 

BC'IL reads information within Control Memory to 
determine proper action. It writes Control Memory to 
update predefined data structme to facilitate the peer 
devices to recogoU.c the stale changes in the system. 

4.3 MBus Interface Unit {MIU) 

The MBus Interface Unit COlltains Slate machines to 
genemte DRAM addresses and timing control signals. 
It execule3 various DRAM cycles to allow random 
access, page mode access, non-interleaved memory 
access, interleaved memory access, and refresh. 
MIU contains a number of memory address registers. 
These registers can be loaded by Buffer Control 
Process<r or by the peer devices through CIU. 

4.4 BBus Interface Unit {BIU) 

The BBus Interface Unit interfaces to the external 
BC'IL lnslructioo Memory (BIM). BIM facililates the 
applications requiring instruction memory larger than 
the on-chip one for the Buffe.r Cootrol Processor. The 
BBus interface is a generic SRAM interface to provide 
ease of system applications. 

4.5 Buffer Control Processor {BCP) 

The Buffer Control Processor is a 32-bit, special 
purpose processor. It is programmable to provide 
flexibility in defining data structures in NetwOlk 
Buffe.r Memory, in setting se.rvice policies, and in 
tuning performance. There are separate instructioo and 
dala memories in the uniL If the oo-chip instruction 
memory is insufficient for the micro program, the 
external BIM can be used. BIM is not required f<r a 
basic configuration. 

BCP has an insttuction set including integer arithmetic 
opezations, logical operations, dala movement 
operations and program conttol operations. Certain 
operations are tied closely with the on-chip hardware 
resources to achieve high perfmnance. A number of 
special hardware units are used to execute simple 
routine operations without requiring conscant 
supervision from the processor. 
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h C IM:orpoTtlled 

CP 

1. Features 
• ooe micron CMOS technology 

• 33MHz system clock 

• multi-thread 32-bit processor core 

• multi-bank register fi1e 

• integrated CBus and DBus interface 

• dedicated hardware for routine functions 

• SRAM and DRAM external interface 

• on-chip programmable timers 

2. General Description 

Control Processor (CP) of the Protocol Engine• 

chipset is a 32-bit, multi-thread execution unit that 
provides high speed protocol proce.uing. 

CP can execute multiple threads concurrently. This 

increases parallelism and reduces context switching 
overhead. Processes can also be prioritized. A 

8C1L 

To MAC Fram llAC 

PRELIMINARY 
(subject to change wi1hout notice) 

hardware scheduler can preempt a low-primly thread 
wilh a higher primly thread in response to 

programmable hardware events. 

CP is designed to extend the basic packet-handling 
abilities of MPORT, HPORT, and BCIL by adding 
additional proceaing capability to the packet handling 
pipeline. Address and connection management, ftow, 
emir, and rate control are examples of CP functions. 

The CP achieves a high integration factor by 

COOlbining bolh CBus and DBm interfaces on chip. 
This pennits efficient communication widl the otbel' 

chips. The on-chip instruction memory can be 

configured as a cache or as dedicated RAM. 

Figure 1. PE ChlpaeL 
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CP 

3. Pin Description 

CADPUll 'DllDIP:OJ 
CDPIUll 1lllCD 
eDI DRA (1:0) 
CllD 1JRWE ea 
em DRUE 

cm 
eEllll Sim cm 
c:IC8 SRCI 

alim. SRWE 

caa. mm 
e!IJI SIWWllD 
elm I C!IR1 iiiAi 
CIRll 

§ml' 

CP }:: ~ 
Jli:l 

CUC 
DDATAPUll 1IEIEI' 

c·· DDPP:tll 
DTG P:llJ 111 

~ 
DIRll TCK 
um 11IS 
Dini TOI 
XllA TD 
1111 TRST 

Figure 2. CP Symbol Diagram. 
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CBUS 

1. Introduction 
CBus facilitates interdevice communication within the 
Protocol Engine• chipset as well as communication 

. with Conttol Memmy (CM). 

2. General Description 
CBus is designed to connect up to eight CBus devices. 
The CBus masters access the slave intedaces and 
Coottol Memory (CM). Conttol Memmy is static 
RAMbased. 

A CBus arbiter arbitrates the CBm mastership. The 
maximum CBus clock rate is 33 MHz. 

CP 

8ClL 

To IMC Frma IMC 

PRELIMINARY 
(subject to change wilhout notice) 

3. CBus Cycles 
The timing diagrams for CBus cycles are not available 
at lhe time this document is written • 

D .. 

Figure 1. PE Chlpset. 
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CBUS 

4. Signals 

Signal Description 

CAD[31:0} CBus address/data bus. This is a bi-state bus. During an address cycle. it is 

driven by the current bus master with address to select the Control Memory or 
the register locations within the selected device. During a data cycle. it is driven 
by the current bus master or the selected slave device with data. During a wait 
cycle. it is not driven by any device. 

CDP[3:0] CBus data parity. These signals have the same timing as CAD[31:0]. CDP[3J 
covers CAD(31:24]. an4 so on. 

CADS9 CBus address strobe. It is a bi-state. active low signal. driven by the current bus 
master. It is asserted when a valid address is being driven onto CAD[3l:OJ by 

the master. 

CRD CBus read strobe. It is a bi-state. active low signal. driven by the current bus 
master. It is asserted to povide timing refetence for a read transfer. 

CWi"' CBus write strobe. It is a bi-state. active low signal. driven by the current bus 
master. It is asserted to povide timing refetence for a write transfer. 

CRQ (5:0] CBus request. These active low signals are driven by the bus masters to request 
CBus mastership. F.acb signal is used by one bus master. Up to six bus masters 
are suppmed. They may remain asserted to request multiple 113DS8Ctions for a 
bus tenure. They are inputs for the CBus arbiter. 

CGT[S:O] CBus granL These active low signals are driven by the CBus arbiter. They are 
inputs for the corresponding CBus masters. At any given time. at most one of 
these lines may be asserted by the arbiter'. The assertion of these signals 

indicates the corresponding bus master is granted bus mastership. 

CERR CBus error. It is an open drain signal from CBus devices. External pull-up 
device is used to bring the line up to high voltage level. Any CBus device 

asserting this signal indicates the occurrence of CBus emr. 

'CSEL"[7:0] CBus device select. These are bi-state signals driven by the current bus master. 
They are inputs for the corresponding CBus slave devices. 
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DBUS 

1. Introduction 

DBus pl>vides a bmst data transfer between Network 
Buffer Memory in the Protocol Engine• subsystem 

and the devices in the Protocol Engine chipset. Other 
devices that conform with the DBus specification may 
be connected to the bus. 

2. General Description 

DBus accommodates up to six DBm masters. The 
Protocol Engine cbipset incoiporates an integrated 

DBus arbiter within BCIL. BCIL supports up to five 
DBus masters in addition to itself. 

DBus is used by its masters to access Network Buffer 
Memory (NBM) which is the only slave device on 
Dbus. It is assumed that Network Buffer Memory is 
direct. random-access memory (DRAM) based. The 

DBus arbiter generates bus grant signals accon:ling to 

,~ .... 

CP 

IC1L 

llPORT 

PRELIMINARY 
(subjec::t to change without nolice) 

DRAM cycle timing. It also provides page mode 

cycles to access this memory efficiently. 

There are two modes of DBm: Non-interleaved Mode 
and Interleaved Mode. In Non-interleaved Mode, data 
ttansfer happeDs every two clocks, excluding 
ovC'Zhead. In Interleaved Mode, it happens every 
clock. 

3. DBus Cycles 

The timing diagrams for DB us cycles are not available 

at the time this document is written. 

Flgan 1. PE ChlpaeL 
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4. Signals 

Signal 

DDATA[31:0] 

DDP[3:0} 

DTG[3:0] 

DRQ [4:0) 

DGT [4:0) 

DWR [4:0) 

Description 

Tri-state bi-diJectional dala bus. Active high. 1be dala is driven by a curttnt 

DBus Muta in a write cycle. It is driven by Network Buffer Memory in a read 

cycle. 

Tri-state bi-deirectimal byte-parity for the 32-bit DDATA. Active high. DDP[3] 

covers DDATA[31:24], and so on. They have the same timing as 

DDATA[31:0]. They should be valid when DDATA[31:0] is valid. 

Tri-state bi-directional tag bits. Active high. It bas the same timing as 

DDATA[31:0]. It should be valid when DDATA[31:0] is valid. 

The coding of these tag bits is to be determined. 

DBus Request. Active low signal. They are outputs driven by the DBus Masters. 

They are inputs to DBus arbita. A DBus Master imerts its request line when it 

needs DBus transaction. Once asserted, the request line should be left asserted 

until the transaction is granted. DBus master can keep asserting the request line 

after the bus is granted to get a burst of transactions on DBus. 

DBus granL Active low signal. They are outputs driven by DBus arbiter. They 

are inputs for the cmesponding DBus masters. 

DBus wriac. Active low signal. They are outputs driven by the DBus Masters. 

They are inputs to DBus arbita. When asserted, they indicate that the DBus 

request is for a write. When negated. they indicate it is for a read. The timing is 

the same as DRQ [4:0). They make stale transition when the corresponding 

DRQ lines do. 
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