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Speech  Recognition by Machine: A Review 
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I. INTRODUCTION 

T HE OBJECT of this paper is to review recent develop- 
ments  in speech recognition.  The Advanced Research 
Projects Agency’s support of speech  understanding re- 

search has led to a significantly increased level of activity  in 
this area since 1971. Several connected speech recognition 
systems have been developed and  demonstrated.  The  role and 
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use of knowledge such as acoustic-phonetiis,  syntax, seman- 
tics,  and context are  more clearly understood.  Computer pro- 
grams for speech recognition seem to deal  with  ambiguity,  er- 
ror,  and  nongrammaticality of input in a graceful and  effective 
manner that is uncommon to most other  computer programs. 
Yet there is still a long way to go. We can handle relatively re- 
stricted task domains requiring simple grammatical structure 
and a few hundred  words of vocabulary for single trained 
speakers in  controlled  environments,  but we are very far  from 
being able to handle relatively unrestricted dialogs from  a large 
population of speakers in uncontrolled  environments. Many 
more years of intensive research seem  necessary to achieve 
such a goal. 

Sources of Information: The primary sources of informa- 
tion in this area are the IEEE  Transactions on Acoustics, 
Speech,  and Signal Processing (pertinent special issues:  vol. 21, 
June  1973; vol. 23, Feb.  1975) and the Journul of  the  Acous- 
tical Society of America (in particular, Semiannual Conference 
Abstracts  which  appear  with  January and July issues each 
year;  recently  they have been appearing as spring and fall 
supplements).  Other relevant journals are IEEE  Transactions 
(Computer;  Information  Theory; and Systems, Man,  and 
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Cybernetics), Communications of ACM,  International Journal 
of Man-Machine Studies,  Artificial  Intelligence, and Pattern 
Recognition. 

The  books  by Flanagan (441,  Fant  [40], and Lehiste [ 841 
provide  extensive  coverage of  speech, acoustics, and  phonetics, 
and  form  the necessary background  for  speech  recognition 
research. Collections  of papers, in the  books edited by David 
and  Denes [ 251, Lehiste [83],  Reddy [ 121 1 ,  and Wathen- 
Dunn [ 1581, and in  conference proceedings edited  by  Erman 
[341 and Fant  [41 I ,  provide a  rich  source of  relevant  material. 
The articles by Lindgren [ 881, Hyde [ 661,  Fant [39],  
Zagoruiko [1711, Derkach [271, Hill [631, and Otten  [113] 
cover the research  progress in speech  recognition  prior to 1970 
and proposals for  the  future.  The papers  by  Klatt [74]  and 
Wolf [ 1631  provide other  points of  view  of recent advances. 

Other useful sources of information are  research reports  pub- 
lished by various  research groups active in  this area (and can be 
obtained by writing to  one of the principal researchers  given in 
parentheses): Bell Telephone  Laboratories  (Denes, Flanagan, 
Fujimura,  Rabiner); Bolt  Beranek  and  Newman, Inc. (Makhoul, 
Wolf, Woods);  Carnegie-Mellon  University (Erman, Newell, 
Reddy);  Department of Speech  Communication, KTH, Stock- 
holm (Fant); Haskins Laboratories  (Cooper, Mermelstein); 
IBM Research Laboratories  (Bahl,  Dixon,  Jelinek); M.I.T.  Lin- 
coln Laboratories  (Forgie, Weinstein);  Research Laboratory 
of Electronics, M.I.T. (Klatt);  Stanford Research Institute 
(Walker); Speech  Communication Research Laboratory 
(Broad, Markel, Shoup);  System Development Corporation 
(Barnett,  Ritea); S p e w  Univac (Lea, Medress);  University  of 
California,  Berkeley  (O’Malley); Xerox Palo Alto Research 
Center  (White); and Threshold  Technology  (Martin). In  addi- 
tion  there  are several groups in Japan and  Europe who publish 
reports  in  national languages  and  English. Complete addresses 
for most of these  groups can be  obtained  by referring to 
author addresses in  the IEEE  Trans. Acoust.,  Speech, Signal 
Processing, June  1973 and  Feb.  1975. For background  and in- 
troductory  information on various aspects of speech recogni- 
tion we recommend the tutorial-review papers on “Speech 
understanding systems” by Newell, “Parametric  representa- 
tions of  Speech” by Schafer and Rabiner, “Linear  prediction 
in automatic  speech  recognition”  by Makhoul, “Concepts for 
Acoustic-Phonetic recognition” by Broad and  Shoup,  “Syn- 
tax, Semantics and Speech” by Woods, and  “System organiza- 
tion  for speech  understanding” by Reddy and Erman, all 
appearing  in Speech  Recognition:  Invited Papers of the  IEEE 
Symposium [ 12 1  ] . 

Scope of the Paper: This paper is intended as a review and 
not as an exhaustive  survey  of all research in speech recogni- 
tion.  It is hoped that,  upon reading this  paper, the reader will 
know what a  speech  recognition  system consists of, what 
makes  speech recognition a difficult  problem,  and  what as- 
pects of the problem  remain unsolved. To  this end  we will 
study  the  structure and performance of  some typical  systems, 
component  subsystems that are needed, and system organiza- 
tion  that permits effective interaction and  use  of the compo- 
nents. We do  not  attempt  to give detailed  descriptions  of sys- 
tems or mathematical  formulations, as these  are available in 
published literature.  Rather, we  will  mainly present  distinctive 
and novel features of selected systems  and  their relative 
advantages. 

Many  of the  comments of an  editorial nature  that  appear  in 
this  paper  represent  one  point of  view  and are  not n e c d y  
shared by all the researchers in  the field. Two  other papers 

appearing in this issue, Jelinek’s on statistical  approaches and 
Martin’s on applications,  augment  and  complement  this  paper. 
Papers by Flanagan and  others, also appearing in this issue, 
look  at  the  total  problem of  man-machine communication 
by voice. 

A.  The  Nature of the  Speech  Recognition  Problem 
The  main goal of this  area of  research is to develop tech- 

niques and systems for speech input to machhes. In earlier 
attempts,  it was hoped that learning  how to build  simple 
recognition  systems would  lead in  a  natural way to more 
sophisticated  systems. Systems  were built in the 1950’s for 
vowel recognition and digit recognition,  producing  creditable 
performance. But these  techniques  and results could not  be 
extended and extrapolated  toward larger and  more sophisti- 
cated systems. This had  led to  the appreciation that  linguktic 
and  contextual cues  must  be brought to  bear on  the recogni- 
tion strategy if we are to achieve significant progress. The 
many  dimensions that affect the feasibility and  performance 
of a  speech  recognition  system are clearly stated in Newell 
[108]. 

Fig. 1  characterizes several different  types of  speech  recogni- 
tion systems ordered  according to their  intrinsic  difficulty. 
There  are already several commercially available isolated  word 
recognition systems today. A few  research systems have been 
developed for restricted  connected  speech  recognition and 
speech  understanding.  There is hope among  some researchers 
that,  in  the  not  too  distant  future, we may  be  able to develop 
interactive  systems  for  taking  dictation using a  restricted 
vocabulary.  Unlimited vocabulary  speech  understanding  and 
connected speech recognition systems  seem feasible to some, 
but are likely to require  many  years  of  directed research. 

The main feature  that is used to characterize the com- 
plexity of a  speech  recognition  task is whether the speech is 
connected or is  spoken  one word at a  time. In connected 
speech,  it is difficult to determine where one word ends and 
another begins, and the characteristic  acoustic  patterns of 
words  exhibit  much  greater variability depending on  the con- 
text. Isolated  word  recognition  systems do  not have these 
problems since words are separated by pauses. 

The second feature  that  affects  the  complexity of system is 
the vocabulary size. As the size or  the confusability of a 
vocabulary increases, simple brute-force  methods  of represen- 
tation and matching  become too expensive  and unacceptable. 
Techniques  for  compact  representation of acoustic  patterns 
of words, and  techniques for reducing search by  constraining 
the  number of  possible words that can occur  at  a given point, 
assume added  importance. 

Just as vocabulary  is  restricted to make  a  speech  recognition 
problem  more  tractable,  there  are several other aspects of the 
problem  which can be used to constrain the speech  recognition 
task so that what might otherwise be an unsolvable problem 
becomes solvable. The rest of the features in Fig. 1, i.e., task- 
specific knowledge,  language  of communication,  number and 
cooperativeness  of  speakers, and  quietness of environment, 
represent  some of the commonly used constraints in speech 
recognition systems. 

One  way to reduce the problems of error and ambiguity 
resulting from  the use  of connected  speech and large vocabu- 
laries is to  use all the available task-specific information to 
reduce search. The restricted  speech  understanding  systems 
(Fig. 1, line 3) assume that  the speech signal  does not have all 
the necessary information to uniquely  decode  the message  and 
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node of Vocabulary Task Specific  Language  Speaker  Environment 
Speech  Sire  Inforration 

Word recognition-isolated 
m) 

Connected  speech 
recognition-restricted 
(CSR) 

Speech, understmding- 
restricted (SUI 

Dictation  machine- 
restricted (W) 

Unrestricted  speech 
understanding (US) 

Unrestricted  cocnected 
speech  recognition 
(OCSR) 

words 
isolated 

connccted 
speech 

connected 
speech 

connected 
speech 

connected 
speech 

connected 
speech 

10-300 1imi:ed 
use 

30-500 limited 
use 

103-2000 full use 

1000-10000 .limited 
use 

unlimited  full use 

unlimited none 

- cooperative - 

restricted cooperatin viet room 
C-Ud 
laquage 

English- not 
like  uncooperative 

- 

English-  cooperative quiet roan 
like 

English not - 
uncooperative 

English  not quiet room 
uncooperative 

Fig. 1. Different  types of speech  recognition  systems  ordered  according to their intrinsic dmlculty, and the  dimensions 
along which  they are usually  constrained.  Vocabulary sizes given are for some  typical  systems and can vary from  system to 
system. It is assumed that a cooperative  speaker  would speak clearly and would be willing t o  repeat  or spell a word. A not 
uncooperative  speaker  does  not try t o  confuse  the system but  does  not  want to go out of his way to help  it  either. In 
earticular.  the  system  would  have to handle “uhms” and “ahs” and other speech-like noise.  The  “-”indicates an “un- 
~pecXied’; entry  -kriable from system to system. 

that,  to  be successful, one  must use all the available sources of 
knowledge to infer (or  deduce)  the  intent of the message 
[ 1071.  The  performance  criterion is somewhat relaxed in 
that, as long as the message is understood,  it is not  important 
to recognize each  and every phoneme  and/or word correctly. 
The  requirement of  using all the  sources of knowledge, and the 
representation of the task, conversational context,  understand- 
ing, and response  generation, all add to  the difficulty and 
overall complexity of speech understanding systems. 

The restricted  connected  speech  recognition  systems ( F i g .  1, 
line 2) keep their  program  structure simple by using only some 
task-specific knowledge, such as restricted vocabulary and syn- 
tax, and by requiring that  the speaker speak clearly and use a 
quiet  room.  The simpler program structure of these systems 
provides an  economical  solution  in  a  restricted class  of con- 
nected speech recognition  tasks.  Further,  by  not being task- 
specific, they can be  used in a wider variety of applications 
without  modification. 

The  restricted speech understanding systems have the advan- 
tage  that by  making  effective use  of al l  the available knowl- 
edge, including  semantics,  conversational  context,  and  speaker 
preferences,  they  can provide a more  flexible and hopefully 
higher performance  system.  For  example,  they usually permit 
an English-like grammatical structure, do not  require  the 
speaker to speak clearly, and permit some nongrammaticality 
(including  babble,  mumble,  and cough). Further,  by paying 
careful attention  to  the task,  many  aspects of error  detection 
and correction can be handled naturally,  thus providing a 
graceful interaction  with the user. 

The (restricted)  dictation machine problem  (Fig.  1,  line 4) 
requires larger vocabularies (1000  to  10 000 words). It is 
assumed that  the user would be willing to spell any word that 
is unknown to the  system.  The task requires  an English-like 
syntax,  but can assume a  cooperative  speaker speaking clearly 
in a  quiet  room. 

The unrestricted  speech  understanding problem requires un- 
limited vocabulary connected speech recognition, but  permits 
the use  of all the available task-specific information.  The most 
difficult of all recognition tasks is the unrestricted  connected 
speech  recognition problem which requires  unlimited vocabu- 
lary, but  does  not assume the availability of any task-specific 
information. 

We do  not have anything  interesting to say about  the last 
three  tasks,  except  perhaps speculatively. In Section 11, we 
will study  the  structure and performance of  several systems of 
the f i t  three  types (Fig. 11, i.e., isolated word recognition 
systems,  restricted  connected speech recognition  systems, and 
restiicted speech understanding  systems. 

In general, for a given system and task,  performance  depends 
on  the size  and speed of the  computer  and on  the accuracy of 
the algorithm used. Accuracy is often  task  dependent. (We 
shall see in Section I1 that a system which  gives 99-percent 
accuracy on  a 200-word vocabulary might give only  89-percent 
accuracy on  a 36-word vocabulary.)  Accuracy versus response 
time  tradeoff is also possible, i.e.,  it is often possible to  tune a 
system and adjust thresholds so as to improve the response 
time while reducing accuracy and vice versa. 

Sources of Knowledge: Many  of us are aware that  a native 
speaker uses, subconsciously, his knowledge of the language, 
the  environment, and the  context  in  understanding  a  sentence. 
These sources of knowledge (KS’s) include  the characteristics 
of speech sounds (phonetics), variability in pronunciations 
(phonoZogy), the stress  and intonation  patterns of speech 
(prosodics), the sound  patterns of words (lexicon), the gram- 
matical structure of language (syntax),  the meaning of words 
and  sentences (semantics), and the  context of conversation 
(pragmatics). Fig. 2 shows the many  dimensions of variability 
of these KS’s; it is but  a slight reorganization (to correspond to 
the sections of this  paper) of a similar figure appearing in 
[ 1081. 
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1. Performance Nature  of  input  1.solated  words?  connected  speech? 

Accuracy 
Response time  Real  time? close  to   real-t ime? no hurry? 

Error-free (>?9.9%)? almost  error-free (>99$)? 
occasional  error (>~sc$)? 

2. Source characterist ics  Acoustic  analysis 
b i s e  sources 
speaker characterist ics  

(acoustic  knowledge) 
Airconditioning  noise? computer room? reverberation: 
Dialect?  sex?  age?  cooperative? 
H i g h  qual i ty microphone?  telephone? 
Spectrum?  formants?  rerocrossings? LPc? 

Voiced?  energy?  stress?  intonation? 

Phone realization  rules?  junction  rules? 
Insert ion,   delet ion and change rules? 
Brd  hypothesis? word ver i f i ca t ion?  

3 .  Language characteristics  Features 
(phonetic  knowledge) Phones Number? dist inguishabil i ty? 

Phonology 
Word real ization 

4 .  Problem Characteristics Size of  vocabulary l o ?  l o o ?  1,000? 10,000? 
(task  specif ic  knowledge)  Confusability of vocabulary High? what equivalent  vocabulary? 

Syntactic  support  Artificial   lanpage?  free  English? 
Semantic and contextual  support  constrained  task? open semantics? 

5 .  System characteristics  organization 
Interaction 

Strategy?  representation? 
Graceful  interaction  with  user?  gracefu?  error 

recovery? 

Fig. 2 .  Factors affecting  feasibility and performance of speech  recognition  systems. (Adapted from Newell e ta l .  [ 1081 .) 

To  dlustrate  the  effect of some of these KS’s, consider the 
following sentences. 

1) Colorless paper packages  crackle loudly. 
2)  Colorless  yellow  ideas  sleep furiously. 
3) Sleep  roses  dangerously young colorless. 
4) Ben burada ne yaptigimi  bilmiyorum. 

The  first  sentence,  though  grammatical and  meaningful, is 
pragmatically  implausible. The second is syntactically  correct 
but meaningless. The  third is both syntactically  and  semanti- 
cally unacceptable.  The fourth  (a sentence in Turkish) is com- 
pletely unintelligible to most  of us. One would expect  a 
listener to have more  difficulty  in recognizing a  sentence if it 
is inconsistent  with  one or more KS’s. Miller  and  Isard [ 101 1 
show that this is indeed the case. 

If the knowledge is incomplete or inaccurate,  people will 
tend to make erroneous  hypotheses  This  can  be  illustrated by 
a simple experiment.  Subjects were  asked to listen to two sen- 
tences and write  down  what they heard.  The  sentences were 
“In  mud eels are, in clay none are” and  “In  pine tar is, in oak 
none is.” The responses  of four  subjects  are given  below. 

In  mud  eels  are, In  clay  none are 
in muddies sar in clay nanar 
in my deals are en clainanar 
in my ders en clain 
in model sar in  claynanar 

In pine tar is, In oak  none is 
in pine  tarrar inOak?eS 
in  pyntar es in oak  nonnus 
in pine tar is in ocnonin 
en  pine tar is in  oak is 

The responses show that  the listener  forces his own  interpre- 
tation of what he  hears, and not necessarily what may  have 
been  intended by the speaker. Because the subjects do  not 
have the  contextual framework to expect the  words  “mud 
eels” together,  they  write  more likely sounding  combinations 
such as “my deals” or “models.” We find the same problem 
with  words  such as “oak  none is.” Notice that  they failed to 
detect  where  one word ends and another begins. It is not un- 
common for machine recognition systems to have similar 
problems with word segmentation. To  approach  human  per- 
formance,  a machine  must also use all the available KS’s 
effectively. 

Reddy and  Newell [1241  show  that knowledge at vari- 
ous levels  can  be further decomposed into sublevels (Fig. 3) 
based on whether it is taskdependent a priori knowledge, 
conversationdependent knowledge, speakerdependent knowl- 
edge, or  analysisdependent knowledge. One can further 
decompose  each of these sublevels into sets of rules relating 
to specific topics. Many  of the present systems  have only a 
small  subsct  of all the KS’s shown in Fig. 3.  This is because 
much of this knowledge is yet to be identified  and codified in 
ways that can be conveniently used in a  speech  understanding 
system. Sections I11 through V review the recent progress in 
representation  and use of various sources of  knowledge. 

In  Section 111, we  consider  aspects  of signal processing for 
speech  recognition.  There is a great deal of  research and  many 
publications in this  area,  but very  few  of them are  addressed to 
questions  that arise in building speech  recognition  systems. It 
is not  uncommon  for  a speech recognition  system to show  a 
catastrophic drop  in performance when the  microphone is 
changed or moved to a slightly noisy  room. Many parametric 
representations of speech have been proposed but  there  are 
few  comparative studies. In Section III, we shall review the 
techniques that are  presently used in speech signal and  analysis 
and  noise normalization,  and  examine  their  limitations. 

There are several KS’s which  are common to most connected 
speech  recognition  systems  and  independent of the  task. 
These can  be  broadly grouped together  as  task-independent as- 
pects of a  speech  recognition  system. Topics such as feature 
extraction,  phonetic labeling, phonological rules, (bottom-up) 
word hypothesis,  and word verification fall into  this  category. 
In  Section IV, we will review the techniques used  and the 
present state of accomplishment  in  these areas. 

Given a  task that is to be performed using a  speech recogni- 
tion system,  one is usually  able to specify the vocabulary, the 
grammatical  structure of sentences,  and the semantic and  con- 
textual  constraints provided by  the  task. In Section V, we will 
discuss the  nature,  representation, and  use  of these KS’s in a 
recognition (or understanding)  system. 

Control  Structure  and  System  Organization: How is a given 
source of  knowledge  used in recognition?  The  Shannon [ 1401 
experiment gives a clue. In  this  experiment,  human  subjects 
demonstrate  their  ability to predict  (and  correct)  what will a p  
pear next, given a portion of a  sentence. 

Just as in the above experiment,  many  recognition  systems 
use the KS’s to generate  hypotheses  about  what word might 
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I 
Speaker-dependent 
knowledge 

Analysis-dependent 
knowledge I i 

I Psychological 
model of  the user based on partial 

Concept subselection 

sentence  recognition 

knouledge 
Task-dependent ~ Conversation-dependent 1 knowledge 

i Pragmatic and 6 priori semantic Concept subselection 
Semantic knowledge about the based on conversation 

task doaain 

Grlmmar for the 
language 

Gr8mmar suboelectim 
based on topic 

I t I 
I I 

Lexical Size and confuaabilit 
of the vocabulary 

on topic 
selection  based 

~~ 

Characteristics of 1 phonetic 1 Contextual 

phonemic  character- of the  language 
Phonemic  and  phones  and  phonemes variability in 

istics 

s based on speaker based on partial 
phrase recognition 
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Fig. 3. Sources of knowledge (KS). 
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with  imnediate  feedback,  avoiding re- 
Direct  data  entry from remote sourcc 
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layed  entry  via  intermediate hurr:n 

substantially. 
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can  be  used  while  moving  about  freely 
doing a task. 

NO training  in  basic  physical  skill 
required  for  use (as opposed  to  acqui- 
sition  of  typing  or  keying  skills); 
speech  is  natural  for  users  at all 

executivej . general  skill  levels  (clerical  to 

users  to cmmunicate unplanned  infor- 
Speech  is  to  be  used imediately by 

mation,  in  a  vay  not  true  of  manual 
input. 

voice  characteristics. 
Speakers  are  recognizable  by  their 

Performance of speech  reception  and 
processing  tasks  which  require  mono- 

-re  reliably  by  computer  than  by 
tonous  vigilant  operation  can be done 

h m n s .  

Speech  can  provide  cost  savings  where 
it eliminates  substantial  numbers of 
people. 

Fig. 4. Task demands providing  comparative  advantages  for speech. 
(From Newell cr al. [ 1091 .) 

Variations  resulting Parmeter tracking 
f r m  the size  and I based on previous 

~ shape of voc3.1 tract 17arareters 

(From  Reddy and Newell [ 1241 .) 

appear in a given context,  or to reject a guess.  When one of 
these systems makes errors, it is  usually  because the present 
state of its knowledge is incomplete  and possibly inaccurate. 
In Section VI, we  shall  review aspects of system organization 
such as control strategies, error handling, real-time system 
design, and knowledge acquisition. 

B. The  Uses of Speech  Recognition 
Until recently there has been little experience in  the use of 

speech recognition systems in real applications. Most of the 
systems developed in  the 1960's were laboratory systems, 
which were  expensive and had an  unacceptable  error  rate for 
real life situations.  Recently, however, there have been com- 
mercially  available systems for isolated word recognition, 
costing from $10 000 to  $100 000, with less than 1-percent 
error  rate in noisy environments. The paper by Martin in this 
issue illustrates a variety of applications where these systems 
have  been found to be useful and costeffective. 

As long as speech recognition systems continue to cost 
around $10 000 to  $100 000, the range of applications for 
which they will be used  will be  limited. As the research under 
way at present comes to fruition over the next few years, and 
as connected speech recognition systems costingunder $10000 
begin to become available, one can expect a significant  in- 
crease in  the number of applications. Fig. 4, adapted  from 
Newell et ol. [ 1091, summarizes and extends the views ex- 
pressed by several authors earlier [63],  [78], [ 871, and [89] 
on  the desirability and usefulness of speech-it  provides a list 
of task situation characteristics that are likely to benefit from 
speech input. Beek e t  al. [ 17 ] provide an assessment of the po- 
tential military applications of automatic speech recognition. 
As computers  get cheaper and  more powerful, it is estimated 

that 60-80 percent of the cost of running a business computer 
installation will be  spent on  data  collection,  preparation, and 
entry (unpublished  proprietary  studies; should be considered 
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speculative for the present). Given speech recognition systems 
that are flexible enough to change speakers or task definitions 
with  a few days of effort, speech will  begin to be  used as an 
alternate  medium of input  to  computers. Speech is likely to 
be used not so much  for  program  entry, but  rather primarily 
in  data  entry  situations [33]. This increased usage should  in 
turn lead to increased versatility  and reduced cost  in  speech 
input systems. 

There was  some earlier skepticism as to whether  speech in- 
put was  necessary or even desirable as an  input  medium  for 
computers [ 1161.  The present attitude among the researchers 
in  the field appears to be just the  opposite, i.e., if speech  input 
systems of reasonable cost and reliability were available, they 
would be the preferred mode of communication even though 
the relative cost  is higher than  other  types of input [ log] .  
Recent human  factors  studies  in  cooperative  problem solving 
[23], [ 1101 seem to support  the view that speech is the pre- 
ferred mode of communication. If it is indeed preferred, it 
seems safe to assume that the user  would  be  willing to pay 
somewhat higher prices to be able to talk to computers. This 
prospect of  being able to talk to computers is what drives the 
field, not just  the  development of a few systems for highly spe- 
cidized applications. 

11. SYSTEMS 

This section provides an overview of the  structure of differ- 
ent  types of speech  recognition systems. To accomplish this, 
one needs to answer questions  such as: what are the  important 
concepts and principles associated with each of these  systems, 
what  are  their  distingubhing  features,  how well do  they per- 
form, and so on.  It is not always possible to  answer these 
questions. Very  few comparative results based on common 
test data are available. In many cases all the  returns are not 
yet  in.  There  are so many possible  design choices that most 
systems are not  strictly comparable with each other. There- 
fore,  it will be necessary to restrict our discussion to somewhat 
superficial comparisons based on accuracy, response time, size 
of vocabulary,  etc. 

In this  section, we will examine  the structure  and  perfor- 
mance of the f i i  three classes  of systems  shown  in Fig .  1: 
isolated  word  recognition  systems,  resm’cted  connected  speech 
recognition  systems, and restricted  speech  understanding  sys- 
tems. We will illustrate the principles of  design and  perfor- 
mance by picking a few systems which are  representative of 
the  state of the art in each category.  For  the sake of brevity, 
we will  leave out  the  words  “isolated” and “restricted”  for the 
rest of this  paper. Unless otherwise  indicated, it is to be 
assumed that we are always talking  about isolated word  recog- 
nition systems, restricted  connected speech recognition sys- 
tems, and restricted speech understanding systems. 

A .  Word Recognition  Systems  (WRS) 
Here we will look at the  structure and performance of three 

systems  by  Itakura [ 701, Martin [96],  and  White [1611. 
Given a  known vocabulary (of about  30 to 200 words) and a 
known speaker, tHese systems can recognize a word spoken  in 
isolation  with accuracies around  99  percent.  The vocabulary 
and/or  speaker can be changed but this usually requires a 
training session. These systems,  though similar in  some res- 
pects, have  several interesting and distinguishing features. Fa. 5 
summarizes  some of the features of these systems that affect 
cost and performance. Researchers desirous of working  in the 
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structure and features of  several earlier (and somewhat lower 
performance) systems by Gold [51 I ,  Shearme and  Leach 

141 I ,  Bobrow and Klatt [ 181, Vicens [ 1521, Medress [ 981, 
Valichiko and Zagoruiko [ 1511,  Vysotsky et  al. [ 1531, Pols 

11 71, Von Keller [ 1541,  Itahashi, Makino, and  Kid0 [ 67 I ,  
and Sambur and Rabiner [ 135 I .  
All three  systems use the classical pattern  recognition 

paradigm as  their  recognition  strategy.  The general paradigm 
involves comparing  the  parameter  or  feature  representation of 
the  incoming  utterance  with  the  prototype  reference  patterns 
of each of the words  in the  vocabulary. Fig. 6  presents  the 
flow chart of a typical word recognition  system.  The  main  de- 
cisions to be made in  the design  of a word  recognition system 
are: how to  normalize for variations in  speech;  what is the par- 
ametric  representation; how does  the system adapt to a new 
speaker or new vocabulary;  how  does  one  measure  the similar- 
ity of two  utterances;  and  how to speed up  the  matching 
process. 

Normalization: Even when the  speaker and the  microphone 
are  not changed, variations in speech  occur as a result of free 
variation  from  trial to trial, as well as the  emotional  state of 
the speaker and the  ambient noise level  of the  environment. 
These result  in changes in  amplitude,  duration,  and signal-to- 
noise ratio  for a given utterance. Before a  match  with  stored 
templates can take  place,  some  form of normalization is neces- 
sary to minimize the variability. Itakura [70] uses a  second- 
order inverse filter based on  the entire  utterance to achieve 
noise and amplitude  normalization. Martin [96] identifies 
several types of noise related problems: room noise, breath 
noise, intraword  stop gaps, and operatoraiginated  babble. 
Some of these  result  in  incorrect detection of beginning and 
end of the  utterance. Most of the noise problems can be over- 
come by  careful attention  to detail,  such as close-speaking 
microphones,  looking  for  spectra  that  are  typical of breath 
noise, rejecting utterances  that do not get a close match to 
any of the  words,  and so on. White, before measuring dis- 
tances, normalizes all filter samples by dividing by  the  total 
energy. 

Parametric  Representations: Itakura uses linear predictive 
coding (LPC) coefficients, Martin uses hardware  feature  detec- 
tors based on bandpass filters, while  White uses a  1/3-octave 
filter  bank (see Section  III). White [ 1611  has studied  the 
effect of  using different  parametric  representations. Results 
of this  experiment  are given  in  Fig. 7. It  shows that  the 1/3- 
octave  filter  bank and LPC yield about similar results,  and 
using a  fkhannel-xtave filter  bank increases the error rate 
from  2 to  4  percent while doubling  the speed of recognition. 
Transforming  the  parametric  data  into  a  pseudophonemic  label 
prior to match can lead to significant reduction of storage  but 
the error  rate increases sharply to 9  percent. Reference 
pattern  storage  requirement  is also affected  by  the  choice of 
parametric  representation. Assuming an average duration of 
600 ms per word, White requires  from  2160 to  7200 bits  of 
storage  (depending  on  parametric  representation) per reference 
pattern and  Itakura requires 4480  bits, while  Martin requires 
only  5  12 bits  per pattern. 

Training: Change  of speaker  or vocabulary is accomplished 
in all three systems by  training the system to produce  a new 
set of reference  patterns.  Both  Itakura  and White  use a single 
reference  pattern  per  word. A single reference  pattern  cannot 
capture all variations in pronunciations  for even a single 
speaker.  Thus when a word  exhibits higher than  acceptable 
error rate  it is desirable to store  additional  patterns.  But  this field of word recognition would also benefit  from  studying  the 
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ITAKURA 

1 .  Transducer TeleThone Close speaking 
microphone rnicro?hone 

Close speaking 

2. Noise level 68 dB (A) 9 0  dB (A) 55 dB (A) 

3 .  Parmetric  representation L P C  

4 .  no. of templates  per ward Single  template 

5. Space required  per 4480 b i t s  
reference  pattern 

Hardvare 1/3 octave 
feature  extractor f i l t e r  bank 

Average of 
multiple  templates 

5 1 2  b i t s  

?ingle  te;-.plats 

7 2 0 0  b i t s  

6. Cnnputer system DDP-5  16 Nova, m i l  1 SIGMA-3 
or Microcomputers 

Fig. 5 .  Distinctive  aspects of three  word  recognition  systems.  (Compiled  from Itakura [ 701, Martin 
[95],[96],andWhiteandNeely[161].) 

utterance 

Parmetric 
representation 

utterance 

J 

beginning 
and end 

amplitude 
normalization 

.t 
unknown pattern 

Normalized 

J 

reference 
pattern  l ist  

Reference 

Patterns 

I - - - - - - -  
Fig. 6.  Flow chart of a  typical  word  recognition system, 

requires additional storage and computation. Martin attempts 
abstraction of reference patterns  by generating an average 
template  from  multiple samples. 

Matching and  Classification: Given an unknown input word, 
it  is compared with every reference pattern to determine 
which pattern is most similar, i.e., has the minimum distance 
or maximum correlation to the unknown. This similarity mea- 

Preprocessing 
method 

Alpha-Digit  Recognition 
vocabulary time per b i t s  per ser 
$ correct  utterance npproxiuaie 

Data  Rate 

20 channel 98% 30 sec 12,000 
(1/3 octave f i l t ers )  

LPC 9 7 b   2 0  sec 4 , 2 0 0  

6 channel 9 6 8  15 sec 3,600 
(octave f i l t ers )  

Phone code 91% 2 sec 500 

Fig. 7. Effect of parametric representation on accuracy  and response 
time of a  system. Preprocessing  produces four  different parametric 
representations arranged  in  order of increasing  data compression 

goes  up.  Phone code  attempts  to give a single pseudophonetic label 
(lower bit rate).  Recognition accuracy goes down as compression 

for  each IO-ms  unit of speech. 

sure is  usually  established by summing distances (or log prob- 
abilities as the case may be)  between  parameter vectors of the 
unknown and the reference. There are many design  choices 
that affect the performance at this level,  e.g., the choice of the 
basic time unit of sampling, the choice of the distance metric, 
differential weighting of parameters, and the choice of the 
time normalization function. 

Itakura and  White  use dynamic programming for time nor- 
malization, while  Martin  divides the  utterance  into  16 equal 
time units.  Itakura measures the distance between the un- 
known and the reference by summing the log probability 
based on residual prediction  error every 15 m s .  White  mea- 
sures the distance by summing the  absolute values  of the 
differences (Chebyshev norm) between the parameter  vectors 
every 10 m s .  Martin  uses a weighted correlation metric to 
measure similarity every 40 ms or so (actually  1/16 of the 
duration of the  utterance). 

White  shows that  the nonlinear time warping  based on 
dynamic programrriing  is better  than linear time scaling 
methods. He  also shows Itakura's distance measure  based on 
LPC h e a r  prediction  error yields about the same accuracy as 
other conventional methods.  It is generally felt (based on 
speech bandwidth compression experiments) that significant 
loss  of information results when speech is  sampled at intervals 
exceeding 20 m s .  However, note  that Martin extracts averaged 
features based on longer time intervals and is not  just sampling 
the signal parameters. 
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symtcl Vocabukry Size Aoiae Hicrophone Nunber of Accuracy Resp. time 
speakera (includes i n  times 

rejects real t b e  
if any) 

nartin  Digits 10 - Close #puking 10 99.79 A:most 
microphone(CSn) real-time 

Martio Aircrrft op.. 11x12 - csn 10 99.32 A h a t  
real-time 

Martin 1 thru 34 34 90611 csn 12 98.5 Almost 
reel-tinic 

white Alph-digit 36 65 csn 1  98.0 30 

site llorth h. s ta tu  91 65 c9I 1 99.6 - 
Ltaknra Alpha-digit 36 68 hlephoae 1 88.6 - 
I t k a  Japanese 200 0 Telephone 1 98.95 22 

ww.Pbi-1 

I 

Fig. 8. Perfonnlnce chmacteristitx of three word recognition ryrtem. (Compiled from Itakura [70] ,  Martin [95] ,  
[96],mdWhitemdNeely[161].) 

Heurktics for Speedup: If a  system  compares  the unknown 
with every one of the  reference  patterns in  a  brute-force 
manner,  the response time increases linearly with  the size  of 
the  vocabulary. Given the  present speeds of minicomputers 
which can execute 0.2 to 0.5 million instructions  per second 
(mips),  the increase in response time is not  noticeable  for small 
vocabularies of 10 to  30. But when the size of vocabulary 
increases to a few hundred  words  it  becomes essential to use 
techniques  that  reduce  computation  time.  Itakura uses a se 
quential decision technique  and  rejects  a  reference  pattern if 
its  distance exceeds a variable threshold  at  any  time  during  the 
match  operation. This results in  a  speedup of the matching 
process by  a  factor of almost  10. White uses the  duration, 
amplitude  contour,  and  partial  match  distance of the first 
200 ms as three  independent  measurements to eliminate  the 
most unlikely candidates  from  the  search list. Others have 
used gross segmental features [ 1521 and pronouncing dic- 
tionary  with phonological rules [67] in reducing search.  But 
these  require  a  more  complex  program  organization. 

Performance: Fig. 8 gives the published performance  statis- 
tics for  the  three systems. It is important to remember  that 
accuracy and response time are meaningful only  when con- 
sidered in the  context of all the variables that affect the per- 
formance.  Although  recognition  performance scores have 
been quoted  only for systems ranging from  10 to  34 words, 
Martin’s system has been used with vocabularies as high as 144 
words. It is the  only  system  that has been shown to work  in 
very  high noise ( X 0  dB)  environments  and  with  multiple 
speakers (using reference  patterns which represent all the 
speakers).  The accuracy of Itakura’s system drops to 88.6 
percent  on  the  alphadigit word  list (aye,  bee, cee, * , zero, 
one, * * , nine). But note  that  it is the  only system that uses 
a  telephone as the  transducer. In addition to restricting the 
frequency response to  about 300 to 3000 Hz, the  telephone 
introduces  burst noise, distortion,  echo, crosstalk,  frequency 
translation, envelope delay,  and clipping to list a few. In addi- 
tion,  the  alphadigit vocabulary is highly ambiguous. The  fact 
that  the system achieves about 1-percent error rate  (and 1.65- 
percent  rejection  rate) on a less ambiguous 200-word vocabu- 
lary is indicative of its true power. White’s system not  only 
achieves high accuracies but also is  notable  for  its system 

organization  which  permits  it to use different  parameters, 
different  time  normalization  strategies, and different search 
reduction heuristics  with ease. The  important  thing to 
remembe? is that each of these  systems seems capable of work- 
ing with less than  2-percent  error  rate in noisy environments 
given vocabularies in the range of 30 to 200.  It seems  reason- 
able to assume that accuracy will not degrade substantially 
with larger vocabularies. A useful indicator of this is the early 
system  by Vicens [1521 which achieved 91.4-percent with 
a  561-word  vocabulary. 

Future  Directions: As long as the  costlperformance  require 
ments do  not demand% order  of  magnitude  improvement, 
the  present  systems  approach will continue to be practical 
and viable. The  improvements  in  computer  technology have 
already  brought  the cost of such ,systems to  around  $10 000. 
However, if it  becomes necessary to reduce  the  cost to  the 
$1000 range, significant improvement to  the basic algorithms 
will be necessary. The  principal avenues for  improvement  are 
in the  reference  pattern  representation  and search strategies. 
Rather  than storing a  vector of parameters every 10 ms, it 
may be necessary to go to a  segmentation and labeling scheme 
(see Section N) as has been attempted  by some earlier investi- 
gators  [671, [ 1521.  Rather  than  storing  multiple  reference 
patterns  for  multiple speakers, it will be necessary to find  tech- 
niques for abstraction.  It may also be necessary to use mixed 
search  strategies  in which a simpler parametric  representation 
is used to eliminate unlikely candidates  before using a  more 
expensive matching  technique. Since many of these tech- 
niques are essential for  connected speech recognition,  it is 
reasonable to assume that progress in  that area will gradually 
lead to lowcost/high-performance word recognition  systems. 

B. Connected  Speech  Recognition  (CSR) 
In this section we will look  at  the  structure and performance 

of four  different  connected speech recognition  (CSR)  systems: 
Hearsay-I  and  Dragon developed at Carnegie-Mellon University 
[7] ,  [ 1231 ; the Lincoln system developed at M.I.T. Lincoln 
Laboratories  [471,  [481,  [561,  [971,  [1591,  [1621; and the 
IBM system developed at IBM, T. J.  Watson Research Center 
[ l o ] ,  1301, [31l,  [711, 1721,  [1491,  [1501,  [1721,  [1731. 
Hearsay-I  was actually designed  as a speech understanding sys- 

Comcast - Exhibit 1004, page 508



REDDY: SPEECH  RECOGNITION  BY  MACHINE 5 09 

tem,  but  the semantic and task modules can be deactivated so 
as to permit it  to run like a connected speech recognition sys- 
tem. Both the Dragon and Lincoln systems were  designed to 
add task-specific constraints  later,  but in their present form 
can be looked upon as connected speech recognition systems. 
These systems have  achieved from 55- to 97-percent word  ac- 
curacies. Since a sentence is considered to be incorrect even if 
only  one word in  the  utterance is incorrect,  the sentence ac- 
curacies tend  to be much lower (around 30 to 81 percent). 
With tuning and algorithm improvement  currently in progress, 
some of these systems are expected to show significant  im- 
provement in accuracy. Researchers interested  in CSR systems 
might also  wish to look at  the papers in [261,  1281, [95l ,  
[ 1201, [ 1481, and [ 1521. 

Why Is Connected Speech Recognition  Difficult? When  iso- 
lated word recognition systems are getting over 99-percent 
accuracies, why  is it that CSR systems are straining to get  simi- 
lar accuracy?  The answers are not difficult to find. In con- 
nected speech it  is difficult to determine where one word ends 
and another begins. In  addition, acoustic characteristics of 
sounds and words exhibit  much greater variability in connected 
speech,  depending on  the  context, compared  with words 
spoken in isolation. 

Any attempt to extend the design philosophy of isolated 
word recognition systems and recognize the  utterance as a 
whole becomes an exercise in  futility. Note that even a 
10-word vocabulary of digits requires the storage of 10-million 
reference patterns if one wanted to recognize all the possible 
7digit sequences. Some way must be found for  the recogni- 
tion of the whole by analysis  of the parts. The technique 
needed becomes one of analysis and description rather  than 
classification (moving away from  pattern recognition para- 
digms toward hierarchical systems, i.e., systems in which 
component  subparts are recognized and grouped together to 
form larger and larger units). 

To analyze and describe a component  part, i.e., a word 
within the  sentence,  one  needs a description of what to expect 
when that word is  spoken. Again, the reference pattern idea 
of word recognition systems becomes unsatisfactory. As the 
number of words in the vocabulary and the  number of differ- 
ent  contextual variations per word get large, the storage re- 
quired to store all the reference pattern becomes enormous. 
For a 200-word vocabulary,  such as the  one used by  Itakura 
[70], a CSR system might need 2000 reference patterns re- 
quiring about 8-million bits of memory, not  to mention the 
time and labor associated with speaking them  into  the ma- 
chine. What  is needed is a more  compact  representation of the 
sound patterns of the words such as those used by linguists, 
i.e., representation of words as a sequence of phones, 
phonemes, or syllables. This change from signal space repre- 
sentation of the words to a symbol space representation re- 
quires segmenting the  continuous speech signal into discrete 
acoustically invariant parts and labeling each segment with 
phonemic  or  feature labels. A phonemic  dictionary of the 
words could then be used to match at a symbolic level and 
determine which word was spoken. 

Since  CSR systems do not have the advantage of word recog- 
nition systems, of knowing the beginning and ending of words, 
one usually proceeds left-to-right, thereby forcing at least the 
beginning to  be specified prior to  the  match  for a word. Given 
where the first (left-most) word  of the  utterance ends, one can 
begin matching for the second word from  about  that  position. 

One must still  find  techniques for terminating the  match when 
an optimal match is found. 

However, the exact match  cannot be  quite determined  until 
the ending context (the word that  follows) is also known.  For 
example, in the word sequence “some milk” all of  the nasal 
/m/ might be matched with the end of “some” leaving only 
the “ilk” part  for a subsequent  match. This is a special  case of 
the  juncture problem (see Section IV). Techniques are needed 
which  will back up somewhat when the word  being matched 
indicates that  it might be  necessary in this context. (see  also 
Section VI11 of Jelinek [ 721 .) 

Finally, error and uncertainty  in  segmentation, labeling, and 
matching make it necessary that several alternative word 
matches be considered as alternative paths. If there were 5 
words in an  utterance  and we considered 5 alternative paths 
after each word, we  would  have 3125 (5’) word sequences, 
out of which we  have to pick the  one  that is most plausible. 
Selection of the best word sequence requires a tree search 
algorithm and a carefully constructed similarity measure. 

The preceding design choices are what make CSR systems 
substantially more  complex than word recognition systems. 
We do not  yet have  good  signal-to-symbol transformation tech- 
niques nor  do we fully understand how to  do word matching 
performance of  CSR systems when compared  with word  recog- 
nition systems. However, researchers have been working seri- 
ously on CSR techniques  only for  the past few years, and sig- 
nificant improvements can be expected in  the  not  too  distant 
future.  The following discussion  reviews the design choices 
made by each of the  four systems (Fig.  9). 

Front End  Processing: The purpose of the  front end in a 
CSR system is to process the signal and transform it to a 
symbol string so that matching can take place. The first three 
design  choices in Fig. 9 affect the  nature of this signal-to- 
symbol  transformation.  The Dragon system uses the simplest 
front end of all the systems. It  uses the 10-ms speech segment 
as a basic unit and attempts matching at that level.  Given a 
vector of 12 amplitude and  zero-crossing parameters every 10 
ms,  the system computes the probabilities for  each of 33 
possible phonemic symbols. To account for allophonic varia- 
tions, it uses multiple reference patterns (vectors) to represent 
each phonemic  symbol. 

Hearsay-I  uses amplitude and zero-crossing parameters to 
obtain a multilevel segmentation into syllable-size units and 
phonemesize units. Every  10-ms unit is given a phonemic 
label based on a nearest neighbor classification using a prede- 
fined set of cluster centers. Contiguous 10-ms segments with 
the same label are grouped  together to  form a phoneme-size 
segment. A syllable-like segmentation is derived  based on 
local maxima and minima in the overall amplitude function 
of the  utterance. These larger segments are given  gross feature 
labels such as silence, fricative, and voiced. 

The Lincoln system is described in detail  by Weinstein et 
0 1 .  [ 1591.  The  fast digital processor (FDP) computes LPC 
spectra,  tracks  formant frequencies [ 971, performs a prelimi- 
nary segmentation,  and labels the segments as one of vowel, 
dip (intervocalic voiced consonants characterized by a dip  in 
amplitude), fricative, and stop categories. Formant frequen- 
cies, formant  motions, formant amplitude, and other  spectral 
measurements are used in further classifying the segments into 
phone-like acoustic-phonetic elements (APEL) labels. 

The IBM system front end is based on  the approach de- 
veloped by Dixon and Silverman [ 31 ], [ 3 2 ] ,  for  pattern 
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Fig. 9. Design choices of the  four  connected  speech  recognition (CSR) 

aZ. [48],  Baker  and Bahl [ l o ] ,  and other related publications.) 
systems. (Compiled from  Reddy et aZ. [ 1231, Baker [ 81, Forgie et 

recognition using complex decision-making rules and  dynamic 
segmentation [ 1481.  The  segmentation  and labeling proce- 
dure uses energy, spectra,  spectral change, an  ordered list of 
five  "most similar" classes, and  their similarity values. The 
labeling is done  by  prototype  matching as in the case  of 
Hearsay-I  and  Dragon but using about  62 label classes. 

Knowledge  Representation: There are three  types of knowl- 
edge that are usually required in a CSR system: phonological 
rules,  lexicon, and syntax.  The Dragon system has the most 
elegant representation of knowledge of the  four systems [71. 
All the knowledge is represented as a unified finitestate net- 
work  representing  a  hierarchy of probabilistic  functions of the 
Markov processes. 

Hearsay4 organizes knowledge into  independent and  cooper- 
ating  knowledge processes, which  makes it easy to add 01 re- 
move a knowledge  source. The  representation of knowledge 
within each process is somewhat  arbitrary  and  depends on  the 
needs of that process. Syntax is represented as a set of pro- 
ductions (generative rewriting rules) and antiproductions 
(analytic  prediction rules). The  lexicon  contains  only  the 
phonemic base forms. Phonological information is embedded 
in various acoustic analysis procedures. 

In the Lincoln system, syntactic  constraints  are  repre- 
sented  by  a set of production rules. Phonological and front- 
enddependent rules are used to  construct a lexicon  from  a 
base form  dictionary [ 551, [56]. Other such rules are also 
applied during a heuristic word  and matching process. 

The IBM system uses a  fiite-state grammar and a  directed 
graph representation of each  lexical  element [ 241 . Phonologi- 
cal rules  are compiled into  the lexicon. To  account  for  the 
rules that  do involve word boundaries,  the  graphs have multi- 
ple starting  nodes labeled with  conditions  that  must be met  by 
preceding or following words. An important  component of 
the IBM system is the extensive use  of statistical  information 
to provide transition  probabilities  within the  finitestate net- 
works  representing  task-dependent  information. (See as0 
Jelinek [ 72 J .) 

Although both  the Dragon  and IBM systems, use network 
representations and stochastic matching, they differ  in several 
respects. Dragon uses an  integrated  representation of all the 

1 
T T 

A l l   t h e   l e g a l   P h o n c t i c   s a t c h e r  
words f o r  the 

Generate  n N 
w r d  sequences 

P.tingr 
equence 4 Word V z r i f i e r )  - -band corresponding 

1 

FMN1 p s s i b l e  P ~ o n e t i c ] d T ]  

I 

batledge 

i 
variations of the 

word8 i n  this c o n t e x t  k n w l e d p  

€bmologiul rules 

Fig. 10. Flow chart of a  typical CSR system. 

knowledge, whereas the IBM system has independent repre- 
sentations of the language, phonology, and acoustic  compo- 
nents. Dragon evaluates the  likelihood of all possible paths, 
while the IBM system uses sequential decoding to constrain 
the search to  the most likely path. 

Matching  and  Control: Fig. 10 is a  flow  chart of the recog- 
nition process of a typical CSR system. All the systems except 
Dragon  use a  stack  (or  a  set)  containing  a list of alternative 
word sequences  (or  state  sequences) arranged in descending 
order of their  likelihoods (or scores) to represent  the partial 
sentence analysis so far. Given the word sequence  with  the 
highest likelihood, the  taskspecific knowledge  generates all 
the words that can follow that  sequence. Each of these  words 
is ,matched against the  unmatched  symbol  (phonemic) string to 
estimate  conditional  likelihoods of occurrence. These are used 
to generate  a new list of acceptable word sequences and their 
likelihoods. This process is repeated until the whole  utterance 
is analyzed and an  acceptable word sequence is determined. 
The Dragon system,  rather  than  extending  the best word se- 
quence,  extends all the sequences in parallel. The Markovian 
assumption  permits it to collapse many  alternative  sequences 
into  a single state,  thus avoiding exponential  growth. 

The  four systems differ significantly in the way in  which in- 
sertion,  deletion,  and  substitution  errors  are handled in the 
matching process, and  the way in which likelihoods  are esti- 
mated. Hearsay-I and Lincoln systems use heuristic  tech- 
niques, while  Dragon  and IBM systems use the principles of 
stochastic modeling [72],  [7]  to estimate  likelihoods. In Sec- 
tion IV, we will discuss techniques  for word matching  and 
verification  in  greater  detail. 

Performance: Fig. 11 gives some  performance  statistics  for 
the  four systems. The systems are  not  strictly  comparable be- 
cause of the  number of variables involved. However, some 
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Fig. 1 1 .  Performance statistics for four CSR systems.  (From  sources 
given for  Fig. 9.) 

general comparisons can be made. The IBM system has the 
best performance of the  four,  but  one should bear in mind the 
fact  that most of their  results to  date  are based on relatively 
noise-free highquality data  for a single speaker. It is also the 
only system being improved actively at present. This  tuning of 
the system should lead to  even  higher accuracies. 

Hearsay-I and Dragon were run on  the same data  sets to 
permit  strict comparison. Dragon yields significantly higher 
accuracy, though it is slower by a factor of 4 to 5 .  Hearsay-I 
yields much higher accuracies on tasks  and speakers with 
which it is carefully trained (see F i g .  15). It was tested on sev- 
eral speakers and several  tasks. As the vocabulary increases, its 
relatively weaker acoustic-phonetic module tends  to make 
more  errors in the absence of careful tuning.  It was one of the 
f i t  systems to be built and  still is one of the very  few that 
can be demonstrated live. 

The Dragon system performance  demonstrates that simple 
and mathematically tractable CSR systems can be built with- 
out sacrificing accuracy. Although searching all possible al- 
ternative  paths becomes unfeasible for very  large  vocabularies, 
for restricted tasks with a few hundred word vocabulary, 
Dragon with  its simpler program structure  represents  an  attrac- 
tive alternative. 

The Lincoln system is the  only  one of the  four  that works 
for several speakers without significant tuning for  the speaker. 
The 49-percent sentence accuracy represents the composite 
accuracy for all the speakers taken  together.  It was also tested 
with a 4 l lpercent  word vocabulary, yielding about 28- 
percent sentence accuracy over the same set of six speakers. 

Future  Directions: How can CSR systems achieve  signifi- 
cantly higher performance and cost under $20 OOO? Better 

5 1 1  

search, better matching, and better segmentation and labeling 
are all essential if the systems are to achieve  higher  accuracies. 
The best-first search strategy used by Hearsay-I and other 
systems leads to termination of search when it exceeds a given 
time  limit. When this  happens,  it is usually  because errors in 
evaluation have  led to a wrong part of the search space, and 
the system is exploring a large number of incorrect  paths. 
In most systems, this accounts for 20-30 percent of the sen- 
tence errors. 

Dragon does  not have the problem of thrashing since it 
searches  all the possible extensions of a word (state) sequence. 
An intermediate strategy in which several  promising alternative 
paths are considered in parallel (best few without  backtrack- 
ing), rather  than all or  the best-first strategies of the present 
systems, seems desirable. Lowerre [ 901 has implemented one 
such strategy in the Harpy system currently  under develop- 
ment at Camegie-Mellon  University  and has reduced the com- 
putation requirement by about a factor of 5 over  Dragon with- 
out any loss  of accuracy. The number of alternative paths  to 
be considered is usually a function of the goodness of the para- 
metric  representation  (and accuracy of the segmental labels). 
Continued research into this class  of systems should lead to 
the development of  low-cost  CSR. 

Accuracies in word matching and verification approaching 
those of word recognition systems, i.e., greater than  99 
percent, are essential for  the success  of  CSR.  Since words 
exhibit greater variability in connected speech, this becomes 
a much more difficult task. Klatt [75] proposes the use  of 
analysis-by-synthesis techniques as the principal solution to 
this problem. Near-term solutions include learning the transi- 
tion probabilities of a word network using training data, as is 
being done  by IBM, or learning the lexical descriptions them- 
selves from examples, as is being attempted at Carnegie-Mellon 
University. There  has been very little  work on comparative 
evaluation of segmentation and  labeling  schemes. Further 
studies  are needed to determine which techniques work well, 
especially in environments representative of  real life situations. 

C. Speech  Understanding  Systems (SUS) 
In this  section, we will study approaches to speech under- 

standing systems (SUS’s) design by discussing three systems, 
viz.,  Hearsay-I1 [361,  [861, SPEECHLIS [1661, and VDMS 
[1271,  [1561,  currently being developed, respectively, at 
Camegie-Mellon  University,  Bolt  Beranek and Newman, and 
jointly  by System Development Corporation and Stanford 
Research Institute. We cannot give performance statistics for 
these systems as they  are  not working well enough yet. How- 
ever, at least one earlier system, Hearsay-I, illustrates the po- 
tential  importance and usefulness of semantic and conversation- 
dependent knowledge. Experiments on  this system show that 
25-30-percent improvemerrt-in sentence accuracies  (e.g., from 
about 52 to  80 percent  on  one  task) were achieved  using  chess- 
dependent  semantic knowledge in the voice-chess task. 
Researchers interested in  other  attempts at speech understand- 
ing systems should look  at  [131,  [201,  [351, [471, [64], 
11231, [1341,  [1521,  [157l,and  [1601. 

What  Makes  Speech  Understanding  Difficult? In addition to 
the problems of having to recognize connected speech, SUS’s 
tend to have the  additional requirement that  they must do so 
even when the  utterance is not  quite grammatical or well 
formed, and in  the presence of  speech-like  noise  (e.g., babble, 
mumble, and cough). The requirement is somewhat relaxed 
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by the concession that what matters  in  the end is not  the rec- WORD LEVEL 

ognition  of  each and  every  word in the  utterance  but  rather i 
the  intent of the message. The systems  are also required to I 

keep track of the  context of the conversation so far  and use it 
to resolve any ambiguities that might arise within the present I 
sentence. Clearly, one  can attempt to build  CSR systems  with 
all the preceding Characteristics and yet  not use  any task- I all  I ,  

specific information. Here we will restrict ourselves to  the  ap- I 

parent  differences in approach  between the CSR  and the SU 
systems of the  current generation. 

How do  the above requirements  translate into specific prob- 
lems to be  solved? We still have the problem of determining 
when  a word  begins and  ends  in  connected speech, and the 
problem of  wide variability in  the acoustic  characteristics of 
the words.  But the  solutions  adopted in CSR  systems to solve ; 
these problems do  not  quite carry over to SUS. One can no I 
longer proceed leftto-right  in  the analysis  of an utterance i 
middle  of the  utterance. Thus the useful technique of  keeping 
an ordered list of  word sequences  which are extended to  the 
right after  each  iteration has to be  modified significantly. I 

Another design choice of  CSR  systems that leads to difficul- I 
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(the front e n d )  which generates  a phonekc (or some  such) 
symbol  string,  and  a topdown language model (the back e n d )  
predicting possible  word candidates at  that choice  point, 
which are then compared by a matching procedure. As the 
vocabularies  get larger, often  the roles have to  be  reversed. 
One cannot  afford to match  1000 possible nouns  just because 
the grammar  predicts that  the  next word  might  be a  noun. In 
such cases, the phonemic  string may  be  used to  generate 
plausible  word hypotheses, while the language model is used to 
verify such  hypotheses  for  compatibility and consistency. 
In general, one  wants systems in which the role of  knowledge 
sources is somewhat symmetric.  They may be  required to pre- 
dict or.  verify depending on the  context.  The representations 
of  knowledge required to perform  these  different  roles will 
usually  be different. 

In  CSR  we  have  seen that  at a given time  one of several 
words might  be  possible  given the acoustic evidence.  This is 
what  leads to  the nondeterministic  search, i.e., consideration 
and evaluation of an ordered list of alternate word sequences 
in  the flow  chart given in Fig. 10. This nondeterministic  (and 
errorful)  nature of  decisions permeates al l  the levels  of the 
speech  decoding process, i.e., segmental, phonetic,  pho- 
nemic, syllabic, word, phrase,  and conceptual, and not 
just  the word  level. There is no such thing as error-free seg- 
mentation,  error-free  labels,  and so on up  the levels. This 
requires the representation of alternate  sequences  at all levels, 
not  just  the word  level as  in the case  of  CSR  systems. Fig. 12 
(from  Reddy  and Erman [ 1221)  illustrates the consequences 
of this  nondeterminism. 

At the  bottom of Fig. 12, we  see the speech waveform for 
part of an  utterance: ‘. . . all about . . . ’. The’“true”  locations 
of phoneme and  word boundaries are  given  below the wave- 
form. In a  recognition  system, the choices  of  segment bound- 
aries and labels to be associated with each  of the segments 
are  not as clear cut. (In fact, even getting  trained  phoneticians 
to  agree on the  “true”  locations is often  difficult.) A segmen- 
tation and  labeling  program  might produce segment bound- 
aries as indicated  by the  dotted lines connecting the wave- 
form to the segment  level.  Given the segmental  features, the 
phoneme  represented  by the first segment  might be  /awl, 

I aa ’ I ’  , a :  b i  a 1  1 1 ’  $- all 1 I Y 1 1 
r -  

I I I about - 
Fig. 12. Example of network  representation of alternative choices at 

various levels.  (From Reddy and Erman [ 1221 .) 

/ah/,  or  /ow/. Similarly,  several different labels can be  given to 
each of the  other segments.  Given the necessary  acoustic- 
phonetic  rules, it is possible to combine, regroup,  and delete 
segments,  forming larger phonemesize  units, as shown  in the 
figure.  Note,  for  example, that /ah/ and /1/ are very similar, 
and it is not impossible that  the minor  parametric variability 
that caused the segment boundary  at  the lower level is just 
free  variation. These phoneme  hypotheses give rise to a  multi- 
plicity  of word hypotheses  such as ‘ah but’, ‘all out’, ‘all 
about’, ‘all but’, ‘are about’, and so on. 

If, instead of selecting several alternate  segmentations  and 
following their  consequences, we were to select a single seg- 
mentation  and associate a single label with  each  segment, the 
resulting  errors might  make it impossible to verify and  validate 
the correct  word. Thus some form  of  network  representation 
of alternate  hypotheses at all levels is necessary in systems 
requiring high accuracy. 

Even the lowest level decision about segmentation some- 
times  requires the active mediation of  higher  level  knowledge 
such as the plausibility of a given  word occurring  in that posi- 
tion. Fig. 12  can  be used to illustrate the  point.  The segment 
boundary  at  the word juncture of ‘all’ and ‘about’ is usually 
very difficult to find  since the spectral  characteristics of /l/ 
and the reduced vowel /ax/ tend to be  very similar. In the 
event that a w e r  level  process is fairly confident about this 
word sequence but  there is no segment boundary,  it could call 
upon  the segmenter for a closer look, possibly  using a  different 
parametric  representation.  In general, SUS’s require flexible 
means  of cooperation  and  communication  among  different 
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knowledge sources (KS’s). Since an SU system tends to have 
many  more KS’s than a CSR system, the system should be 
designed so that knowledge processes  can  easily be added and 
deleted. 

Finally, the requirements of representation of understand- 
ing,  response  generation,  conversational  context, and task al l  
add to the  difficulty and  overall complexity of an SUS. 

Approaches to Speech  Understanding: Given the difficulties 
that arise in SUS, it is clear that  one needs significantly more 
sophisticated system design than  those used in current CSR 
systems. At present,  there is no clear agreement among re- 
searchers as to what  an ideal system organization for an SUS 
might  be. 

In the VDMS system [ 1271,  the parser coordinates  the 
operation of the  system. In many respects the  control flow 
resembles the one  for‘CSR systems (Fig. 10) and is based on 
the best-first strategy. However, the simplistic notion of an 
ordered list  of  word sequences is replaced by a parse  net mech- 
anism which permits sharing of results and does not  require 
strict  left-toqight analysis of the  utterance [ 11 51. A language 
definition facility permits efficient internal  representation of 
various KS’s [ 1281. 

In the SPEECHLIS system [ 1661 , control strategies and  sys- 
tem organization are derived through  incremental  simulation 
[ 1681. People located in different  rooms simulate the various 
components and attempt to analyze an  utterance  by  communi- 
cating via teletypewriter.  Then  one  by  one, people are re- 
placed by computer algorithms having  specified interface char- 
acteristics. A control  strategy  for SUS derived in this  manner 
is described by Rovner et a l .  [ 1311. The final control struc- 
ture is not available yet  but is expected to  be within the near 
future. 

Perhaps the most ambitious of  all the system organizations is 
the  one used by the Hearsay-I1 system (861, 1371. Though 
it was  designed with speech understanding systems in mind,  it 
is  viewed as one of the  potential  solutions  to  the problem of 
knowledge-based systems (KBS) architecture  that is of general 
interest in artificial intelligence research. Other proposed solu- 
tions to the KBS architecture problem include Planner [62],  
production systems [ 1061, and QA-4 [ 1321. 

513 

Hearsay-I1  is  based on a blackboard model (Fig. 13).  The 
blackboard model conceives  of each KS as an information 
gathering and  dispensing  process.  When a KS generates a hy- 
pothesis about the  utterance  that might be useful for  others,  it 
broadcasts the hypothesis by writing it on  the “blackboard”- 
a structurally  uniform global data base. The hypothesis-and- 
test paradigm  (see Section I-A)  serves as the basic medium of 
communication  among KS’s. The way KS’s communicate and 
cooperate  with each other is to validate or reject each other’s 
hypotheses. The KS’s are  treated uniformly by  the system and 
are independent  (i.e., anonymous  to each other) and therefore 
relatively  easy to modify and replace. The activation of a KS 
is datadriven, based on  the occurrence of patterns  on  the 
blackboard which match the templates specified by  the KS. 

Most  of the  control difficulties associated with SUS appear 
to have a solution within the Hearsay framework. It is easy to 
delete,  add,  or replace KS’s. The system can continue to func- 
tion even in the absence of one  or more of these KS’s as long 
as there are some hypothesis generators and some verifiers in 
the aggregate. The blackboard consists  of a uniform multilevel 
network (similar to  the  one in Fig. 12,  but  containing all the 
levels)  and permits  generation and linkage of  alternate  hypoth- 
eses at all the levels. A higher  level KS can generate hypoth- 
eses at a lower level  and  vice  versa. It is not necessary for 
the acoustic processing to be bottom-up and the language 
model to be topdown. 

How does the recognition proceed in an asynchronously 
activated datadriven system such as  Hearsay-II?  Since there 
are not  many systems of this  type  around, it is difficult for 
most people to visualize what happens. It is difficult to ex- 
plain  using flow charts which are primarily useful for explain- 
ing sequential flow of control. What  we have here is an 
activity equivalent to a set of cooperating  asynchronous 
parallel  processors  even when it runs on a uniprocessor. Gen- 
erating and verifying hypotheses using  several KS’s is 
analogous to several persons attempting  to solve a jigsaw 
puzzle with  each person working on a different part of the 
puzzle but with each modifying his strategies based on  the 
progress being made by  the  others. 

What is important to realize is that within the Hearsay 
framework one can create  the  effects of a strictly  bottom-up 
system, topdown system, or system which works one way at 
one time and the  other way the next time, depending on cost 
and utility considerations. The ratings policy process, a global 
KS, combines and propagates ratings across  levels facilitating 
focus of attention,  goaldirected scheduling, and eventual 
recognition of the  utterance.  The focus-of-attention KS is 
used to determine an optimal  set of alternative paths which 
should be explored further based on notions  such as effort 
spent, desirability of further  effort,  important areas yet to be 
explored, and goal lists. 

Knowledge  Sources: Fig. 14 shows the design choices made 
by  the  three systems. Many  of the low-level issues are 
common  with CSR and do not  require  much discussion  (see 
also Sections 111, IV, and V). Here  we  will  discuss the  nature 
of the higher level knowledge sources used in each  system. 

The task for Hearsay-I1 is news retrieval, i.e., retrieval of 
daily  wire-service news stories upon voice request  by  the user. 
The vocabulary size for  the task is approximately 1200 words. 
The  syntax for  the task permits simple  English-like sentences 
and uses the ACORN network  representation developed by 
Hayes-Roth and Mostow [ 581.  The  semantic  and pragmatic 
model uses subselection mechanisms  based on news items of 
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Fig. 14. Design choices of  the  three speech  understanding systems. (Compiled from Lesser et ul. [86], Woods 
[ 1661, Ritea [ 1271, and  other related publications.) 
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Fig. 15. renormance of  Hearsay4  speech  understanding  system. (From han [ 351 .) Column 1 gives data set number, 
task, and apeaker identification.  Column 2 gives number of words in task lexicon.- Column 3 shows number  of sentences 
in data set. Column 4 gives total number of word  tokens  in  data set. Column 5 gives results for H S I  system recognition 
with Acoustics module  and  Syntax module both operating. First subcolumn  indicates  percent of sentences recognized 
completely  correctly. “Near &” (indicated b e l o w t h a t m m n k - i n  first sabcotumn) Indicates  percent of times that 
recognized utterance differed from a c M  utterance  by  at most one word of approximate similar phonetic  structure. 
Second subcolumn gives percent of  words recognized correctly. Mean computation times on PDP-10 computer (in sec- 
onds per  sentence and in seconds per second  of speech) are shown in subcolumns three  and four.  Column 6 shows results 
for recognition using all three sources  of knowledge (for Chess task only): Acoustics, Syntax,  and Semantics modules. 
Subcolumns are similar to those of Column 5. 

80 93 

the  data, analysis of the  conversation,  and  the presence of duce  summary  information such as the  total  money  spent  or 
certain content words  in the  blackboard. allocated.  The vocabulary is about 1000 words. The  syntax 

The  task  for SPEECHLIS is to act as an assistant to  a travel permits  a wide variety of English sentences  and is based on  the 
budget manager. It permits  interactive  query  and manipula- augmented  transition  network  (ATN) formalism developed by 
tion of a travel budget of a  company.  It is meant to help a Woods [ 1641.  The parser is driven by  a modified ATN 
manager keep  track of the trips  taken or  proposed,  and to pro- grammar [ 15 I ,  [ 161  which permits parsing to start  anywhere, 
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not necessarily left-to-right. The semantic  component is based 
on a semantic  net and  uses case frame  tokens to check for  the 
consistency of completed  syntactic  constituents and the cur- 
rent semantic  hypotheses [103]. Semantics is also used to 
focus attention and to produce  a  representation of the mean- 
ing  of the  utterance. A discourse  model is used to predict 
what the user  might say next. 

The  task for VDMS is to provide interactive  query and re- 
trieval of  information  from  a  “submarine  data base.” The vo- 
cabulary for  the task is about  1000 words. The language 
definition  facility [ 1281  permits the speaker to communicate 
in relatively natural English. A semantic  net  representation 
along with  strategies  for  net  partitioning  help to organize 
and condense the semantics of the task [60].  The prag- 
matic  component [29] permits processing  of  simple forms 
of conversationdependent ellipses and anaphora (see Sec- 
tion V-D). 

Status: None  of the three  systems discussed here is working 
well enough to report  performance  statistics. Many  compo- 
nent  parts of these  systems are  working, but  there are still 
weak links  in the  total systems that make such  measurements 
meaningless.  In the absence  of these,  it is useful to  look  at  the 
performance of  Hearsay-I to understand the  potential role of 
semantics  and other  taskdependent knowledge in speech 
understanding  systems. Fig. 15  shows  performance results of 
Hearsay-I on the voice-chess task, both with and without  the 
use  of  semantics.  In a set of experiments using 79  utterances 
containing 352 words  from  three speakers (one speaker using 
telephone  input),  the  sentence accuracies of the system in- 
creased from 46 to 79  percent  by the use  of taskdependent 
semantics. Response time also improved by  about 10-20  per- 
cent (1 1-9 s). This speedup  illustrates the fact  that  more com- 
plexity need not always  mean  slower  systems. It is difficult 
to extrapolate how  well other systems might perform  from 
this  lone  example which  used a  powerful  semantic  module, 
i.e., a chess program, to predict legal moves.  However,  most 
researchers  agree that  without  semantic  and/or  pragmatic 
knowledge, the systems will be unable to recognize or inter- 
pret some  of the nongrammatical and  non-well-formed  sen- 
tences that usually occur in conversations. 

Future  Directions: It is too  soon to draw  any conclusions, 
but a few  general observations can  be  made. The main  sci- 
entific  question to be  answered in  the  next few  years  will be: 
is understanding a necessary prerequisite  for recognition or 
can the simpler CSR systems do  the  job? If SU systems  can 
achieve  higher  accuracies or recognize utterances  faster  on  a 
given task than a CSR system, then  the answer can be  affirma- 
tive. It will always be  the case for simple tasks that CSR  sys- 
tems,  with their simpler  program organization,  are  more likely 
to be  adequate and costeffective. What is not known  are the 
tradeoffs  that occur  with large vocabulary English-like 
languages in  complex  task  situations. 

The second question is how to simplify the  structure of the 
present SU systems while continuing to make effective use  of 
all the available knowledge. Wiu SU  systems  price  themselves 
out of the market by being more  complex than most  computer 
programs we write? The  present  systems  are large, unwieldy, 
slow, and contain too many ad hoc decisions without  the 
benefit of careful  comparative  evaluation of potential design 
choices. This is to be  expected given their  pioneering  status. 
Once these  systems are  working, the most important task will 
be  to  study design alternatives that will significantly reduce 
the cost and/or increase the performance. 

111. SIGNAL PROCESSING FOR SPEECH RECOGNITION 
One  of the  first decisions to be  made in the design of a 

speech recognition  system is how to digitize and represent 
speech in the  computer.  The tutorial-review paper,  “Paramet- 
ric Representations of  Speech” by Schafer  and Rabiner [ 137 1 , 
provides a comprehensive and  in-depth  treatment of  the digital 
techniques of speech analysis. Usually the first steps in the 
recognition process are the division  of the  connected speech 
into a  sequence of utterances  separated by  pauses  and the nor- 
malization  of the signal to reduce variability due to noise  and 
speaker.  In  this  section, we shall review the signal  processing 
techniques that have found to be  useful in  performing these 
tasks. The  books by Fant  [391 and  Flanagan [441 are  recom- 
mended for those  interested in a  thorough  understanding of 
the  theory and practice of  speech analysis. 

A .  Parametric  Analyses of Speech 
Analysis  of the speech signal was perhaps the single most 

popular  subject of the papers on speech  research in the 1950’s 
and  1960’s. The  book  by Flanagan [44] summarizes much of 
this work  and  provides an excellent description of the most 
commonly used  speech  analysis techniques,  such as the short- 
time  spectrum,  formants, zero-crossings,  and so on. In recent 
years,  advances in computer  architecture, graphics,  and inter- 
active use  of  systems  have significantly altered  the way speech 
research is conducted [ 1051, and  have tilted  the balance in 
favor  of digital rather  than analog techniques. Here  we  will 
briefly mention  some of the techniques that are commonly 
used in  speech  recognition research today. 

The simplest digital representation of speech is pulse-code 
modulation (PCM). The changes in air pressure  caused by  the 
speech  are sampled and digitized by a  computer using an 
analog-todigital  converter.  The  speech is sampled from six to 
twenty thousand  times  a second in speech recognition re- 
search,  depending on the  frequency response desired. The 
speech is usually quantized  at  9 to  16 bits per  sample.  Schafer 
and Rabiner [ 1371 report  that  11 bits is adequate  for  most 
purposes. The higher  sample  accuracy  used  in some systems 
1771, [ 1751  provides for  the wide dynamic range  of signal lev- 
els observed  across  speakers. Conventional  automatic gain 
control  techniques  produce signal distortions and  are not pre- 
ferred  by  researchers. It is easier to throw away the unneeded 
resolution  later  than to train speakers to speak  at  a uniform 
level of  loudness. 

Given a linear PCM representation of speech, one can derive 
other representations  commonly used in speech  recognition. 
Most  of these  representations are  based on  the assumption that 
parameters of speech remain  unchanged  over a  short-time 
period.  The  commonly used short-time  spectrum can be ob- 
tained using an analog fiiter  bank or calculated from  the PCM 
speech using digital filtering  techniques or  the fast Fourier 
transform  (FFT). 

The  most widely  used technique  in  speech  recognition 
systems today is the LPC technique pioneered by  Atal [ 1 I - 
[SI and Itakura [68],   [69],  and extended  by Markel [94] and 
Makhoul [91].  The tutorial-review papers  by Makhoul [92],  
[93] discuss in  detail  the use  of this  technique  in  speech analy- 
sis and recognition.  The  theoretical  foundations of  LPC are 
based on  the fact that  the model of an acoustic tube whose 
input is impulses or low-level  noise is mathematically  tract- 
able, i.e., the  important  parameters of the  tube can be  deter- 
mined from  its  output, and that  the model is good enough  in 
estimating the response of the vocal tract.  The basic ideal be- 
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hind LPC is that, given the acoustic tube model of the vocal 
tract,  the present can be estimated from the immediate  past, 
i.e., a speech sample can be  expressed as a linear function of 
the preceding P speech samples. The coefficients of the linear 
function are determined by least square error fitting of the 
short-time speech signal.  Given the coefficients, one can 
derive other parametric representations of speech, such as 
spectrum,  formants, and vocal tract shape. Besides linear pre- 
dictive coding (LPC), other commonly used parametric repre- 
sentations in speech recognition are the smoothed  short-time 
spectrum based on DFT processing [ 1751 and measurements 
based on amplitude and zerocrossings [ 11 1.  Silverman and 
Dixon [ 1751 state  that they have found DFT based  processing 
of speech to be more desirable in  their system than LPC based 
methods. 

B. End-Point  Detection 
Division of connected discourse into  utterances, i.e., detec- 

tion of the beginning and ending of individual phrases is usu- 
ally  called end-point detection. Accurate determination of the 
end  points is not very difficult if the signal-to-noise ratio  is 
high,  say greater than  60 dB.  But most practical speech recog- 
nition systems must work with much lower S/N ratios, some- 
times as low as 15  to  20 dB. Under these conditions, weak 
fricatives and low-amplitude voiced sounds occurring at the 
end points of the  utterance become difficult to  detect, leading 
to unacceptable  error  rates in high-accuracy systems. It is pos- 
sible to detect  end  points accurately even in  the presence of 
noise by careful attention to the algorithms. Gold [ 5 11, 
Vicens [ 1521, and Martin [96] report on specific algorithms 
used by their systems. 

The only careful study of this  problem so far  appears in a 
paper by Rabiner and Sambur [ 1  181.  They use the overall 
energy measure to locate  an  approximate end-point interval 
(N1, Nz) such that although part of the  utterance may be  out- 
side the interval, the  actual end  points are not within this in- 
terval. Precise end points are obtained by extending this  inter- 
val in  both  directions  to  include  any  lowamplitude unvoiced 
fricatives at  the beginning and end  using a strict threshold on a 
zerocrossing measure. 

Martin [96]  reports on the use of a pattern matching tech- 
nique to distinguish speech  sounds  from breath noise, which 
has its own spectral characteristics. Vicens [ 1521 detects and 
rejects high-energy impulse noises, such as opening of the lips 
(when using a close-speaking microphone)  and  teletypewriter 
noise, by  their very short  duration followed by a long pause. 

C. Noise Normalization 
The single most important  factor  that  affects  the reliability 

and  repeatability of speech  recognition systems at present is 
the lack of proper attention to the sources of  noise,  i.e., back- 
ground noise, microphone (or  telephone) frequency response, 
reverberation noise, and noise from  quantization and aliasing. 
Systems tend to be reliable as long as these sources of noise 
are kept invariant, but show a signifcant  drop  in performance 
as soon as the  situation is altered.  There have been a few 
studies on recognition in noisy environments [961, [ 1041, and 
on the use  of telephone as input device [ 381, [701. But there 
are  many  questions that still remain unanswered. 

Many system designs respond to the problems of noise by 
refusing to deal  with  this source of variability and requiring a 
new training session each time  the environment, the micro- 
phone, or  the speaker is changed. This seems acceptable  in  the 

short run but  systematic  studies  into noise normalization  tech- 
niques and the  factors affecting the  potential  tradeoffs will  be 
needed eventually. 

Background Noise: This type of noise is usually produced 
by air-conditioning systems, fans, fluorescent lamps, type- 
writers, computer systems, background conversation, foot- 
steps,  traffic,  opening and closing doors,  and so on. The de- 
signers of a speech recognition system usually  have little 
control over these in real-life environments. This type of noise 
is additive in nature  and usually steady  state except  for im- 
pulse  noise sources like typewriters. Depending on the envi- 
ronment,  the noise  levels  will vary from  about  60 dB (A) to 
90 dB (A). Many of the noise sources have  energies concen- 
trated over certain portions of the spectrum and are generally 
not representable by white-noise experiments. 

The most commonly used technique to minimize the  effects 
of background noise  is to use a head-mounted close-speaking 
microphone. When a speaker is producing speech at normal 
conversational levels, the average speech level increases by 
about 3 dB each time the microphone-to-speaker distance is 
reduced by an inch (when the distances are small). In absolute 
terms,  the speech level is usually around 90 to 100 dB when 
the speaker-to-microphone distance is less than 1 in. Some 
systems use the so-called  noise-canceling  close-speaking micro- 
phones wvich are somewhat adaptive to the noise  levels in the 
environment [ 1261. It is important  that a close-speaking 
microphone be head mounted; otherwise even  slight  move- 
ment of the speaker relative to the microphone will  cause  large 
fluctuations  in  the speech level.  Close-speaking microphones 
may also exhibit somewhat poorer  frequency response charac- 
teristics. Careful experimental  studies  are needed to determine 
the microphone-related factors that affect the performance of 
a speech recognition system. Another  method  often used to 
reduce background noise  derived from air conditioning,  6GHz 
electrical hum, etc., is to high-pass fiiter the signal. (Cut-off 
frequency a80 to  120 Hz.) 

Two signal  processing techniques are generally used to nor- 
malize the  spectra so as to reduce the  effects of  noise and dis- 
tortion: inverse filtering and spectrum weighting.  Silverman 
and Dixon [ 1751 use quadratic  spectral  normalization to com- 
pensate for amplitude variations. Itakura 1701 uses a second- 
order inverse filter based on the long-time spectrum of the en- 
tire  utterance. This is intended to normalize the gross spectral 
distribution of the  utterance. One could also use an inverse 
filter based on the noise characteristics alone rather  than  the 
whole utterance.  Spectrum weighting techniques attempt  to 
ignore those  parts of the spectrum where the S/N ratio  is low. 
This can be  achieved by subtraction of the log noise spec- 
trum  from  the log speech spectrum. This is equivalent to 
[St + N,] /N, where S, and N, are the short-time spectra of 
speech and noise at time T, and N is the long-time average 
spectrum of the noise [ 1701. Another technique  is to  extract 
features  only  from  those  frequency bands where the signal 
spectrum exceeds the noise spectrum by at least 6 dB or  more. 
The larger the difference, the less the impact due to noise. 

Telephone Noise: Use of the telephone as the  input device 
for a speech recognition system introduces several problems: 
the  restriction of the  bandwidth  to 300 to 3000 HZ, the 
uneven frequency response of the carbon microphone, burst 
noise, distortion,  echo, crosstalk, frequency  translation, en- 
velope delay, clipping, and so on. It is not  known  at  this 
time how each of these problems affects  the accuracy and per- 
formance of a system. In the case  of isolated word recognition 
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systems, we know [70]  that  there is little effect in the case of 
relatively unambiguous vocabularies, but  the accuracy drops 
significantly  for  ambiguous words, like in  the  alphadigit list. 
Further studies are needed to suggest noise normalization  tech- 
niques which  will improve the accuracy for  telephone  input 
systems. Use of a  different  microphone  headset  connected to 
the  telephone systems and preemphasis and/or  postemphasis 
to normalize for  the  frequency response characteristics have 
been suggested [ 38 1 . Techniques suggested for background 
noise normalization  would also be applicable  here. 

Reverberation  Noise: In rooms  which have hard reflecting 
surfaces,  there is a significant reverberant field. Unlike back- 
ground noise, which is additive,  reverberation is a  multiplica- 
tive noise  and cannot easily be suppressed. If the reverbera- 
tion  measurement of an environment  indicates  a significant 
reverberation  component,  acoustic  treatment of the  room may 
be necessary. One can reduce the effects of reverberation  by 
using a close-speaking microphone  and  locating  the  input 
station  away  from hard reflecting surfaces if possible. 

Sampling Effects: Speech input is filtered  by passing 
through  a low-pass filter  prior to  the sampling process to elimi- 
nate undesired high frequencies (aliasing) of speech  and high 
frequencies of noise. The  characteristics of the filter, es- 
pecially its rolloff near  the  cutoff  frequency, are superimposed 
on  the  spectrum of the speech signal. It is not known whether 
this has any signifcant effect on  the  performance of the 
system. 

Future  Directions: We do not yet have a clear idea of  which 
of the many possible techniques of noise normalization  work 
well and which do  not,  and  what  the accuracy and perfor- 
mance  tradeoffs  are. We need many  careful  experimental 
studies.  However,  some basic issues are clear, although very 
few systems seem to have  paid any  attention  to  them. In high- 
noise environments,  it will be difficult to detect, recognize, 
and  distinguish  between silence, weak fricatives (voiced and 
unvoiced), voice bars, voiced  and unvoiced /h/, and nasals in 
some contexts. In systems using telephone  input  it will  be 
difficult to detect and distinguish between  most  stops, frica- 
tives, and  nasals. System must provide for some  form of 
noise adaptation  at  the  symbol (usually phonemic)  matching 
level if they are to be noise-insensitive. 

IV. TASK-INDEPENDENT KNOWLEDGE 
There  are  many  aspects of processing that are  common to 

both connected  speech  recognition (CSR) systems and  speech 
understanding (SU) systems.  The associated knowledge and 
techniques  are:  the  speech  sounds and symbols  (phones  and 
phonemes),  features associated with speech sounds (acoustic- 
phonetics), rules governing the insertions  and  deletions of 
speech sounds  (phonological  rules),  stress  and  intonation 
patterns of speech (prosodics),  and  matching of  speech  sounds 
with higher level linguistic units (syllables and  words).  The 
knowledge associated with  these  techniques is primarily depen- 
dent  on  the language  and is usually independent of the task to 
be performed. In this  section we will present the knowledge, 
techniques, and present  state of accomplishment associated 
with  these  task-independent  aspects of speech recognition, 
i.e.,  phonemic labeling, phonology, word hypothesis,  and word 
verification. 

In the following discussion, the use  of the  terms phone, 
phoneme, and syllable are somewhat  different  from the  con- 
ventional usage  of these  terms in linguistic literature. In 
linguistics, the use of  these  terms is motivated  by  either per- 

ceptual  or articulatory (production) considerations.  Our use 
of the  terms is acoustically  motivated.  Thus the minimally 
distinctive  character of a  phoneme is based on  acoustic con- 
siderations, i.e., two phonemes  are  distinct if they are acous- 
tically  separable. We choose to use the same terms  rather  than 
invent  some new ones because the  intent is the same  even 
through  the criteria for distinguishabilty are different. 

A.  Phonemic  Labeling 
We have already seen, while discussing the difficulties of 

CSR systems  (Section 11-B), that  some  form  of signal-to- 
symbol  transformation is necessary and that  attempting to 
match using reference  patterns (as in the case of word  recogni- 
tion) can lead to unwieldy and  unextensible CSR systems. 
The  common  technique  adopted  by CSR and SU systems is to  
attempt to transform  the speech into  a  phonemic  (or  some 
such) string, which is then  matched to the  expected  phones in 
the word. This transformation of the speech signal into  a 
sequence of phonemic'symbols usually  involves feature  detec- 
tion,  segmentation,  and labeling. The tutorial-review paper  by 
Broad and  Shoup  [21 I presents  some of the basic concepts 
associated with  the  phonemic labeling problem.  The  book  by 
Fant [ 40 I provides a comprehensive discussion of the features 
of speech  sounds  and  their  relationship to phonemic labels. 
Here we will outline  the  techniques useful in  machine labeling 
of speech. 

Feature  detection usually represents  the  detection of silence, 
voicing, stress,  and so on.  The  purpose of segmentation is to 
divide the  continuous  speech signal into discrete  units based 
on some  measure of acoustic  similarity. Labeling schemes 
associate a  phonemic  symbol  with  each  segmental  unit. Before 
this  symbol  sequence can be used in  matching,  it is necessary 
to apply phonological rules (Section I V B )  to combine seg- 
ments, change labels based on  context, delete segments such 
as transitions,  and so on. 

Different  systems  do  these  operations  in  different  orders. 
Some  systems  segment  the  data  first, use the averaged seg- 
mental  parameters to detect  features such as voicing and  stress, 
and  then  attempt labeling. Other  systems classify and label 
speech every 10 ms and use the resulting labels in segmenta- 
tion.  The  former  tends to be  less sensitive to noise and seg- 
ment  boundary  effects.  The  commonly used  paradigm is to 
detect features,  then  segment,  and then label. 

Not  all connected  speech  recognition  systems use segmenta- 
tion  and labeling prior to matching.  The Dragon system [9] 
matches  the  phonemic  representation of the word directly  at 
the 10-ms  level.  Bakis [ 121 reports  significantly  improved 
performance  on  the  continuous digit recognition  experiment 
using the  segmentation-free  word  template  matching  technique. 
However,  such  techniques  are likely to run  into serious  dif- 
ficulties with large vocabularies involving a wide variety of 
juncture  phenomena. 

1) Feature  Extraction: There are a large number of poten- 
tial  features  one can extract  from speech [401. Many  of these 
tend to be unreliable,  and it is difficult to devise detection 
algorithms for  them. Hughes and  Hemdal 1651  and Itahashi 
et  al. [671 have attempted  detecting various distinctive fea- 
tures  with  a  limited success. However,  certain basic features 
are extracted by almost all the  systems:  silence, voicing, and 
stress. These are usually based on  two  measurements: energy 
and  fundamental  frequency  (pitch  period) of the speech sig- 
nal. Schafer  and  Rabiner [ 1371 present  the basic concepts 
and techniques useful in  extracting energy and  pitch measure- 
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ments. One common measure of energy is to sum the  absolute 1 

values  of the speech samples over a 5-ms region. The papers 
by  Sondhi  [1471, Gold and Rabiner 1521, and Gillmann 
[SO], provide several alternate  techniques  for  extracting  pitch 
periods. 

Silence detection is usually based on  a  threshold applied to Fig. 16. Example of missing  phoneme  boundary,  showing  oscillogram 
the energy function. Weinstein et [ 1591 use a threshold of (waveform)  plot of part of  the word  sequence  ‘‘been  measured-” 

about  3 dB  over the  background noise level.  When the energy units.  Second  line  shows  a  manually  derived marker indicating  which 
Time  scale is indicated on the  first  line  below  the  plot  in  centisecond 

f& below t f i  threshold  it is classified as a silence. The part of the  waveform  belongs to  “been” and which part to “mea- 

silence segment is then  extended  on  both sides as long as the shows  derived indicating  where various phonemes 
sured”  (only parts of each  word are visible  in  the  plot). Third line 

energy in  the  adjacent frames stays below a slightly higher belonging to the  words  begin and end. The ending  phoneme /n/ of 
threshold. the  word  “been” is assimilated  with  the  beginning  phoneme /m/ of 

Voicing decision is usually based on  the results of  pitch indication  in  the  waveform.  Boundary  indicated  at  time 128 cs rep- 
the  word  “measured” as can be seen from  the lack of any  visible 

extraction. If  the period shows wide variability, it is treated as resents an arbitrary choice on the part of the human segmenter. 

unvoiced [521. In addition,  concentration of energy in the 
high-frequency regions (3700-5000 Hz) when compared  with 
low-frequency regions (100-900  Hz) is also an indication of 
unvoicing [ 1591. 

Stress decisions are usually based both  on energy and  on  the 
pitch  period. Much  of the  recent  work  on stressed syllable 
detection is based on  the work  by Lea e t  al. [ 791, [8 1 I .  Lea 
gives an algorithm for  detecting stressed syllables from  the 
rise-fall patterns of the  pitch period ( F o )  contours  and  the 
local  maxima of energy. Although FO contours fall gradually 
in  each  breath  group, it is possible to detect  those  maxima 
related to stress  and  they usually show  rises  over the gradually 
falling contour. 

In addition  to such primary  features, several systems [ 1361, 
[ 127 I use other measures such as normalized linear prediction 
error,  frequency of 2-pole linear  prediction  model, first auto- 
correlation  coefficient,  and energy in the 5-10-kHz region. 
Each of these  features measures some  quality of the signal 
such as lack of high-frequency energy or presence of voicing. 

2) Segmentarion: It is often said that  “the problem  with 
segmentation is that  you can’t segment.” That is to say,  there 
is no simple machine  algorithm which  will give phonemic 
boundaries. However, if one is satisfied with  acoustic  bound- 
aries, i.e., boundaries associated with significant changes in  the 
acoustic  characteristics of speech,  then  it is possible to devise 
automatic  algorithms to segment  speech.  The papers by Fant 
and  Lindblom [ 42 I , Reddy [ 1  191, Reddy  and Vicens l125 1 , 
Tappert et al. [ 1481,  Dixon  and Silverman 1301,  [31 I ,  Baker 
[ 1  1 I , and Goldberg [ 53 I illustrate several attempts to segment 
connected speech into  phonemic units  with  the  understanding 
that some  phonemic  boundaries may  be  missed and  some 
acoustic  boundaries  may be inserted  where  there are no  phone- 
mic boundaries. 

Why is segmentation difficult? Figs. 16 and  17  (from 
Goldberg [ 531 ) give examples where a  boundary may be miss- 
ing or added based on  acoustic evidence. Fig. 16 gives the 
oscillogram of part of the word  sequence ‘been measured.’ 
Note that  it is impossible to say where /n/  ends and /m/ begins 
(vide the  time period 12 1  to  132  centiseconds).  The labels 
indicated  at  the  bottom of the figure indicate an arbitrary 
choice on  the  part of the  human segmenter. Fig.  17 contains 
part of the waveform  of the word  ‘samples’ and the corre- 
sponding  spectrogram.  Note  that  there is a significant varia- 
tion  in the  parameters  in  the  last  4  centiseconds  (from 75 to 
79) of the vowel resulting from  coarticulation. Any attempt 
to ignore this variation can lead to errors  in other  contexts. A 
segmentation  program based on  acoustic  measurements  would 
normally insert an extra segment even though  there is not  a 
corresponding  phoneme. 
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Fig. 17. Example  indicating  possibility 
o f  extra  acoustic  segments  for  a  given 
phonetic  segment.  The  waveform  plot 
is similar to  the one described  in Fig. 
16. The  vowel /ae/ has  significantly 
different parameters for  the  last 5 0  ms 
or so (from  time  unit 75  onwards) 
making it a  candidate  for an extra 
acoustic  boundary. 

There are many  times  when  a  boundary is expected  but  it is 
difficult to say exactly  where  it  should be  placed because of 
continuous  variation. Fig. 18  illustrates  an  example of this. 
Looking at  the waveform and the  spectrogram  for  part of 
the word ‘ratio,’ it is difficult to say where /i/ ends and /o /  be- 
g i n s .  Again the  boundary  indicated (* on line 3  between  /i/ 
and lo/ at  time  324)  represents an arbitrary  choice  on the  part 
of the  human segmenter. If a machine  segmentation program 
should place that  boundary  marker  at  a slightly different posi- 
tion (or  time  unit),  it does not necessarily indicate an error of 
segmentation. In general, one will  observe a few  missing 
phonemic  boundaries,  some  extra  boundaries,  and  some cases 
in which the  location of the  boundary is shifted. These do  not 
necessarily represent  errors,  but  rather arise from  the  nature 
of the  acoustic  phenomena associated with  phonemic  symbols. 
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Fig. 18. Example o f  hard-to-place  boundaries. The waveform  plot is 
similar to the  one  described in Fig. 16. Note  that it is difficult to say 
where  /i/  ends and lo/ begina in the  word ‘‘ratio’’-boundary could  be 
placed  anywhere  between  time unit 324 and 330. 

Another  problem  with  segmentation is devising an  appro- 
priate  acoustic  similarity measure which  indicates  a  boundary 
if and  only if there is significant acoustic change. It is dif- 
ficult to express  in  algorithm  from  intuitive  notions of wave- 
form similarity. 

Segmentation  techniques: Amplitude  (or  energy) is the 
single most  important measure in  segmentation [ 1  191.  It can 
be  used to detect many of  the boundaries.  Sometimes it leads 
to extra segments  in  fricative  sounds  and missing segments  in 
vowel/liquid sequences.  Spectral  characteristics of the  sounds 
can be  used to  find  additional  boundaries  that are  missed  by 
the gross segmentation based on amplitude. This additional 
segmentation  may be  based on heuristic  techniques using 
speech  specific  information [31],   [32],  [ 1361, [ 1591,  or algo- 
rithmic  techniques based on a  similarity  metric on  the param- 
eter space [53].  The latter  technique  permits  experimenta- 
tion with  and  evaluation of different  parametric  representations 
of  speech. The  instantaneous  frequency  representation [ 11  ] 
yields the  most  accurate  boundaries  in  nonsonorant  speech 
(within  1 or 2 ms). 

Fig.  19  shows  typical  segment  boundaries placed  by a ma- 
chine  segmenter [ 531.  The labels on  the  third and fourth rows 
under  the waveforms in Fig. 19  show the  human  segmentation 
and labeling  given for  the  utterance.  The vertical lines  indicate 
machine segmentation.  Note that there are many  more ma- 
chine segments than  there are phonemic  boundaries. Exami- 
nation of the waveform  and spectrograms in the f i i r e  shows 
that many of the  extra segments are in  fact not  errors  in seg- 
mentation  but  a  consequence of intraphone variability and 
transitions  between  phones. 

Performance: There  are  many  factors which must be con- 
sidered in  the  evaluation of segmentation programs.  Fig. 20 
presents  a list of some of the  more  important ones.  Since re- 
ported  performance  evaluations  of  different programs  may 
deal  with  only  a few  of these  factors,  direct  comparisons are 
difficult to make. 

Dixon  and Silverman [ 3 1) report 6.9 percent missed seg- 
ments  with 10.5 percent  extra  segments over 6175 segments 
(8.5 min of speech). Recordings  were made  under  sound 

booth  conditions  with high quality  equipment. A single 
speaker was  used and  speaker specific training was employed. 
The  segmenter also makes use  of  speech specific knowledge 
at the  phonetic level.  Dixon  and  Silverman report  that re- 
cent  work has further  reduced  these  error  rates to 5 percent 
missed and  6  percent  extra. 

Baker [ 1  1  ]  reports  9.3  percent missed with 17.6 percent  ex- 
tra segments for 21 6  segments  in 5. sentences  spoken by 4 
male  and one female  speaker.  Recording conditions and 
equipment varied, and no speaker specific information  at  the 
phonetic level was  used. The  referent  segmentation used in 
Baker’s study  included all  segments indicated at  the phonemic 
level. Hence,  omissions  of sounds by the speakers  may  have 
caused slightly higher  missed segment  rates  than would  be 
shown  with  a less conservative referent. 

Goldberg  [531  reports  a 3.7 percent missed and 27.6 percent 
extra segments for  1085 segments in 40 sentences  spoken 
under  terminal  room  conditions (-65 dB (A)) using a close 
speaking microphone. Training  was speaker specific and no 
speech specific knowledge  was employed.  The  system was 
tested  for several speakers  with similar results. Goldberg intro- 
duces  a  model  from signal detection  theory to quantify  the 
missed  versus extra segment tradeoff. By adjusting  a few 
thresholds,  error  rates  (predicted by the  model)  of 11.7 per- 
cent missed and  1 1.7 percent  extra can  be  achieved. 

3) Labeling: Labeling is the process by which each segment 
is assigned a label. This can be done  either heuristically [73],  
[ 1201 , [ 1361 , [ 1591 , based on speech specific information, 
or by  using a  nearest  neighbor  pattern classification technique 
[531,orboth  [311. 

As in every other aspect  of speech  recognition, it is difficult 
to attempt comparative  evaluation of different labeling 
schemes. There  are  three  factors that affect  accuracy  and 
computation  time of a labeling procedure:  number of labels, 
number  of  alternate choices,  and the correctness  criteria. 
Weinstein e t  al. [ 1591  report  results of  labeling accuracy for 
about  20  or  the  35 APEL labels used in  the Lincoln  system. 
Dixon  and  Silverman [ 3 11  use 34  different phonemic class 
labels in  their  system. Goldberg [531 uses about 70 labels to 
account  for various allophonic variations. The fiier the de- 
sired phonemic  transcription,  the  lower the accuracy. 

The  second  factor that affects  apparent  accuracy of  labeling 
is the branching factor, i.e., the  number of alternate labels 
assigned to a  segment,  and is indicative of the degree  of in- 
decision of  an  algorithm. If you permit  a large number of 
alternative choices, the correct label will appear  sooner or 
later. Fig. 2  1  (from  Goldberg [53 I )  illustrates the effects of 
the branching  factor  and the  number of labels on accuracy. 
The figure shows that  the labeling  accuracy  increases sharply 
when one  considers several alternative choices. For example, 
the  correct  label  appears as one of the choices  70-80 percent 
of  the time if one  considers 5 alternative choices (out of a pos- 
sible 40) whereas it is the  top choice  only about 35 percent of 
the time. 

The  third  and  perhaps  the  most elusive factor is the label 
assigned to  a  segment  by  a  human  subject to  be used for the 
evaluation of the machine labeler. Dixon et  01. [ 1741, [ 1441 
discuss the need for objective phonetic  transcription  and 
its  importance  in  obtaining reliable performance  statistics. 
Shockey  and  Reddy [ 1421  show  that subjective judgments of 
phoneticians seem to agree among themselves only  about  51 
percent of the time when  labeling spontaneous  connected 
speech in  unfamiliar languages.  Most of this variability is at- 
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Fig. 19. Typical result of a machine segmentation "Is there any news about Democrats?" The waveform plot is similar to the one described in Fig. 
16. Dark vertical lines indicate  position of machine boundaries. 

1 .  Recording  conditions  Environmental  noise 

Noise and amplitude pre-processing 
Recording equipment (microphonel) 

2. Speaker var ia t ions Nuder, sex, and age 
Speaker spec i f ic   t ra in ing  

3 .  Use  of speech specific  Phonetic and coart iculat ion  rules  
knmledge 

4 .  Performance  measures  Missing vs. extra  segment e r ro r   r a t e s  
Cost i n  speed and memory 

5 .  Confidence  of resul ts   Quant i ty  of data  
Nature and qual i ty  of  "correct" 
s e m n t a t i o n   ( r e f e r e n t )  

Rg. 20. Typical factors  which may affect  segmentation  performance 
evaluations. 
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Fig. 21. Accuracy of labeling as a function of branching factor  (num- 
ber of choices per segment)  and  number of templates.  The  number 
below each curve indicates the  number of template classes. The 5 

numbers of classes indicate  fmer subdivisions. The 33 classes are 
classes consist of vowels, liquids, fricatives, nasals, and  stops. Larger 

individual phonetic labels. (For further details, see Goidberg [ 531 .) 
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tributable to  the unfamiliarity with the language and the un- 
distinctive character of many of  the sounds in connected 
speech spoken by a native speaker. Carterette  [22] says that 
phoneticians disagree on  phonemic labels up to 20  percent of 
the time on a familiar language. Shoup [ 1431 says that phone- 
ticians with similar training and background disagree  less than 
10 percent of the time on phonetic labels  while transcribing a 
familiar  language. It is not known at this time  how  often  the 
higher level  linguistic cues are instrumental in determining the 
phone label and how often all the relevant information is  avail- 
able in the  actual speech signal itself. Since  we need some form 
of human  segmentation and labeling to compare machine label- 
ing with,  it is  clear that  the accuracies reported are only as 
good as the manually derived labels we start  with. Fig. 19 il- 
lustrates some of the problems with  perceptual  judgments as- 
sociated with manually derived labels. 

Some systems [ 1591, [ 1661 attempt speaker  normalization 
based on vocal tract  length  estimates [ 1551 or a vowel nor- 
malization procedure proposed by Gerstman [49].  The  latter 
procedure observes the range  of  values for formant  1 and 
formant 2, and uses a linear scaling technique based on these 
values. Other systems [30],  [ 531  achieve speaker normaliza- 
tion  by using speakerdependent  prototype reference patterns 
associated with each label. Note that speaker normalization 
may  be  necessary and useful at many other levels  besides the 
labeling  level.  Fig. 3 indicates many of the  potential sources 
of improvement.  In  addition to vocal tract variations, one has 
to consider dialectal variations, vocabulary and grammatical 
preferences of the user, and a psychological model of the user 
predicting what  action  he might take  next. 

Performance: There are a few performance evaluations of 
labeling schemes given  in the  literature [ 3 11,  [461, [ 531, 
[ 1201, [ 1591. Of these, the performance results given  by 
Dixon and Silverman [ 3 1 ] are the most comprehensive so far 
and are representative of the  state of accomplishment to date 
in labeling connected speech. Dixon and Silverman report 
6 1.7 percent accuracy at  the phoneme level and  88.6  percent 
accuracy at  the phoneme-class  level. 

B. Phonological  Rules 
In  the preceding section, we  saw how a speech utterance is 

segmented and each segment is labeled with one  (or more) of a 
set of phonemic symbols. Here we  will  give some examples of 
knowledge and rules that have been found to be useful in 
combining and relabeling segmental units  (with essentially 
phonemic labels). In  natural  continuous  speech,  the influence 
of surrounding vowels and  consonants and stress patterns can 
lead to insertions and deletions of segments or variation in  the 
expected acoustic characteristics of phonemes. The rules that 
govern this behavior are called phonological  rules. Papers by 
Cohen  and Mercer [ 241 and Oshika e t  al. [ 1121 provide many 
examples of the  nature and use of phonological rules in speech 
recognition systems. 

Fig. 12 illustrates the need for rules that combine adjacent 
segments into larger  sized units. In  the word “about” the 
diphthong /awl is  usually  divided into  two  or more segments. 
Given the labels (or  features) of individual segments, one can 
define  diphthong  detection rules which will combine the seg- 
ments into larger units when an  appropriate sequence of labels 
occurs. Often the onghde and offglide portion of a vowel 
are indicated as separate segments. In  this case these segments 
are deleted using segment deletion rules. In Fig. 12,  the initial 
part of /aa/ in “all” is an example of an onglide which has no 
phonemic significance of its own. 

Fig. 22 gives some examples of insertion,  deletion, and 
change rules that are  used in CSR and SU systems. The com- 
ments associated with each rule explain the applicability of 
that rule. It is estimated that a few hundred  such rules may  be 
needed to explain the commonly occurring phonological 
variations. 

Segment insertion rules are sometimes used to propose extra 
phonemic boundaries where no acoustic boundaries exist. 
Fig. 16 shows an example of word juncture where the ending 
sound of one word is the same as (or similar to)  the beginning 
segment of the following word. This usually leads to a single 
longer duration acoustic segment. If the  duration exceeds a 
threshold for  that class of speech sounds,  an  extra  boundary 
may be inserted (usually at the midpoint) to facilitate word 
matching. 

Fig. 23 (from Oshika e t  nl. [ 1 121) illustrates the phonologi- 
cal variation that is  pervasive in natural  continuous speech. 
Notice the significant  changes in the formant trajectories as 
one goes from isolated words to connected speech. It is 
especially noticeable in the realization of the words “you” and 
“the” in  the connected  utterance. In both these cases, the 
expected vowel characteristics have been significantly altered 
because  of the  context and stress. Any attempt  to  find a 
/u/-like sound in “you” during the word matching would lead 
to  the rejection of that word as a possible choice for  that 
portion of the  utterance. 

Fig. 23 also illustrates several other phonological phe- 
nomena. Note  that a frication segment is inserted at  the 
juncture of the words “did you” (pronounced as  “did ja”) 
where there was none in the isolated words. The fricative 
sounds at  the  juncture of “refresh screen” are merged into a 
single /sh/  sound, leading to  the  deletion of a segment. Oshika 
et al. [ 1 121 and Cohen and  Mercer [24] provide a detailed 
discussion of the specification and use  of phonological rules in 
speech recognition systems. 

C. Prosodics 
Prosodic features of speech, Le., stress, intonation,  rhythm, 

pauses, and tempo, augment the  syntactic and semantic  struc- 
ture of language in helping to communicate the intended 
message. Stress patterns of speech help to  distinguish between 
“light housekeeper” and “lighthouse keeper.” Intonation 
helps to distinguish between “I will move, on Saturday”  and 
‘‘I will move on, Saturday.” Rhythm in speech is illustrated 
by the example “John, who was the best boy in school, got 
the medal” where one usually  observes an increase in the 
speech rate during the production of the  parenthetical relative 
clause (almost as though each constituent of the sentence  has 
to  &.serve an equal-time rule). Tempo of speech and pauses 
provide additional distinctive patterns  helpful in the  interpret* 
tion of spoken language. These and other examples of prosodic 
knowledge, given in Lea e t  al. [ 8 1 I ,  illustrate the importance 
of prosodics in speech understanding research. 

Stress and pause structure have been used to determine 
syntactic boundaries in utterances [8 11, [ 821, [ 11  11. Al- 
though the boundaries cannot be  placed exactly,  they do 
indicate  the general area within the  utterance where a syntactic 
boundary may be expected. Rising and falling patterns of 
pitch  contours have been used to determine  whether  an ut- 
terance is a question or an assertion. Research is presently 
under way [81] to determine other acoustic correlates of 
contrasting  patterns of intonation,  rhythm, and tempo  in 
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DID 

X - h‘/U * Z means X ern become W in the  context of Y +ad z 

( 3 means log ica l  GR 

( ) means enclosed aeg.mlt  is optional 

;. . . indicatus a cmmcnt 

Insertion  Rules 

O - ( - ) / n * s  

0 - ( i ) / t * u  

Deletion  Rules 

b - O / m *  

; a s i lence  segment: m y  be insertcd between 
In/ and /s/ 

; m / i / - l i k e   r e m n t  may appear  in  the 
c m t e x t  of /t/ and /u/ 

; a /b  might be missing when preceded by .ilk 
[P, t .  k) - 0 / * {PI t .  k) ; an unvoiced  stop may be missing  in the  

context of Mother unvoiced s top  

Substi tution  Rules 

L + a / Umroiced unvoiced ; a /s/ becoees devoiced i n  an unvoiced 
context 

s + z / Voiced Voiced ; 10 /s/ becaes  voiced  in  a  voiced  context 

[t, d l  + Flap 1 V o w 1  , V w e l  ,, ; m in te rvoca l ic  /t/ or /d/  becane f l a p l i k e  

Fig. 22. Some  typical  phonological rules. (Compiled from Cohen  and Mercer [ 241, Erman 
[ 3 5 ] ,  andHdl [55] . )  

SCREEN 
Fig. 23. Spectrograms of the words “did you see it on the refresh screen?” said in isolation,  compared with spectrogram of the words in the  con- 

the  correspondipg kdated words. (From Oshika et d. [ 11 2 ] .) tinuous phrase. Note the  significant  differences in acoustic  characteristics of the words “you” and “the” in the connected speech  compared to 

Future  Directions: It has been said that  “prosodics play 
the role in  spoken language that ‘space’ plays in written 
language..”  If this is so, we have been slow in  making  effective 
use of this  source of knowledge. To be sure,  amplitude (which 
is a  measure of stress) has been used in  segmentation  and 
stress  detection  for a long time,  but we are only just beginning 
to  explore  other uses of stress and  intonation-related phe- 
nomena. Forgie [45] suggests that  much of the  nonlinguistic 
phenomena such as hesitation  and stutter may be detectable 

from  prosodic  patterns of speech. This would make it easier 
to detect  and ignore some of the speech-like noises and other 
nongrammaticality in spoken  utterances. These considerations 
make prosodics  an  important area of study  in speech recogni- 
tion research. 

D. Word Hypothesis 
As the vocabularies get larger, it becomes expensive to match 

all  the possible words that may  appear in a given part of the 
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utterance.  In large vocabulary systems, the phonemic string 
is used to generate hypotheses for plausible words in a given 
location which are then verified by various higher level pro- 
cesses and/or more expensive  low-level  verifiers. There are two 
techniques presently being  used in SU systems [ 1001, [ 1301, 
[ 1461. 

Rovner er  al. [ 1301 use partial sequences of phonemic de- 
scriptions and the expected  phonemic patterns of the vocab- 
ulary to retrieve words from the lexicon that  match  the 
acoustic characteristics of the signal to some specified degree. 
The class of words scanned may be delimited by explicit 
enumeration, class membership,  or  phonemic length. Ap- 
propriate word boundary rules are used  whenever an adjacent 
word is known. 

Smith’s  word hypothesizer [ 1461 detects syllables and 
uses them  to retrieve and verify words that have match- 
ing  syllable types.  The syllable type is hypothesized using 
a Markov probability model to relate a sequence of phones 
to a sequence of states defining a syllable type. For each 
stressed syllable type,  the program looks up all the 
words containing the same  syllable type using  an inverted 
lexicon,  prunes away multisyllable words that  do  not match 
with  adjacent syllable hypotheses, and rates  and  hypothesizes 
the remaining words. Smith reports  that  the program locates 
the  correct word within the  first two choices about 59 percent 
of the time given a 275-word vocabulary. 

E. Word  Verification 
Matching and verification of hypothesized  words, given the 

acoustic evidence from  an  unknown utterance, is  basic to  
almost all speech recognition systems. In  connected speech 
this usually implies matching the expected  phonemic realiza- 
tions of a given word with  an unknown phonemic string pos- 
sibly containing  insertion,  deletion,  and  substitution errors. 
Here  we  will illustrate the techniques  employed by looking at 
the  structure of three word verification techniques: heuristic 
matching[35],[55],stochasticmatching[71],[150],[172], 
and analysis-by-synthesis [ 751, [ 121 . 

Heuristic  Matching: Many of the connected speech recogni- 
tion  systems use this  type of matching. Hall [551 of Lincoln 
Laboratories gives one of the clearest descriptions of the basic 
techniques involved.  Matching  process must account for  three 
types of errors: some of the symbols in  the phonemic  string 
may be spurious (insertion  error); some of the expected 
phonemes may’ be missing as a result of incorrect segmenta- 
tion,  or a result of being  unsaid by the speaker (deletion 
error); or phonological context may have  caused the segment 
to be identified as a different  phoneme  type (substitution 
error). 

The basic matching  techniques involves  aligning the phone- 
mic spelling  of the word to be matched  with the segmental 
(phone-like) labels while allowing for  the possibility that 
some of the above types of error may have occurred. Align- 
ment is usually  based on  the  notion of “anchor  points” in 
which stressed vowels and sibilants which are much less likely 
to be missed are aligned first, followed by the alignment of 
the remaining vowels and  consonants. Once the alignment is 
completed, the degree  of similarity between the word  and the 
unknown  phonemic  string is defined as a weighted sum of the 
individual phoneme versus segment label similarity values. 
These similarity measures are usually  available  as a confusion 
matrix generated from a set of manually labeled training data. 

Stochastic  Matching: This type of matching is used in the 
IBMsystem[72],[150],[172] andintheDragonsystem[7].  
Given a finte-state  representation of alternative pronuncia- 

tions of a word with associated transition probabilities, a 
dynamic programming technique is used to perform matching 
left-to-right in a best-first manner.  The best phonemic  match 
and the corresponding likelihood are determined by matching 
all the possible phonemic variations of the word with the un- 
known segmental phoneme string. This technique, being 
more mathematically tractable, will probably become the 
standard  technique in word matching. However, careful train- 
ing procedures are needed to  establish the  transition proba- 
bilities in the graph representation of alternative pronunciations. 

Analysis-by-Synthesis: Klatt  [75] proposes the use of 
analysis-by-synthesis  as the principal technique for word  veri- 
fication. He  feels that phonological phenomena  such as vowel 
reduction, flapping, palatalization, etc., are basically  generative 
in nature and cannot be easily captured in terms of analytic 
rules. Klatt and Stevens’ study of spectrogram reading I761 
demonstrates the  difficulty.  In  that  study  only  77  percent of 
the segments were correctly (or partially correctly) labeled 
during the analysis phase, while 97 percent of the words were 
correctly identified during verification. 

Some form of  analysis-by-synthesis procedure seems  es- 
sential to transform an abstract  representation of a word into 
an acoustic representation suitable for matching with the 
acoustic parametrization of the unknown  utterance.  Klatt 
gives the  structure and description of an  analysis-by-synthesis 
system which  can  be  used  as a word verification component. 
(see  also Section IX of Jelinek [ 721 .) 

Future  Directions: Whether matching must occur at the 
signal  level, as in the case  of  analysis-by-synthesis, to achieve 
accurate recognition will depend on  the success  achieved by 
the heuristic and stochastic matching techniques. One would 
also  have to  investigate the  store versus compute tradeoff in 
determining whether one can store a set of synthesized (or 
learned) reference patterns as in the case of word recognition 
systems (with  the necessary juncture rules of course) or 
whether it is  necessary to synthesize them each time. This 
would depend on  the degree of variability and the  number of 
reference patterns needed to cover the range  of  variability 
expected for each word. A mixed strategy in which those 
words that  exhibit significant variability (such as function 
words) are verified by analysis-by-synthesis technique while 
all others are verified by one of the  other techniques might 
be desirable. 

V. TASK-DEPENDENT KNOWLEDGE 

Specifying the task to be performed by a speech recognition 
system involves defining the vocabulary to be used,  the gram- 
matical structure of legal or acceptable sentences (syntax),  
the meaning and interrelationships of words within a sentence 
(semantics), and the  representation and use of context depend- 
ing on  the conversation (pragmatics). Some recognition sys- 
tems choose to ignore one  or more of these KS’s, partly 
because the notions of semantics and pragmatics are some- 
what illdefined and ill-understood at present, and partly 
because not all the KS’s are necessary if the task is suffi- 
ciently restricted.  The tutorial-review paper by Woods [ 1671 
presents a clear  discussion of the role of syntax and semantics 
in speech. In this section, we  will illustrate how these task- 
dependent KS’s help to restrict and reduce the combinatorial 
explosion resulting from the  error  and  uncertainty of the 
choices at  the lower levels. 

A major component of an SUS is to understand and respond 
to a message. There is a large body of literature  on language 
understanding that is relevant. The books  edited  by Minsky 
[ 1021, Simon [ 1451, Rustin [ 1331, Colby and Shank [ 1381, Comcast - Exhibit 1004, page 523



524 PROCEEDINGS OF THE  IEEE. APRIL 1976 

n AW 

Fig. 24. Phonemic subgraph of the  word “approrche3” showing pooibk speaker vuirtioa.  Bnnchea  com- 
sponding to machine error phonemslla  and indkatiom of tccond-orda  conrtriint have been omitted for clar- 
ity  of representation. (From Paul et al. [ 1141 .) 
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Fig. 25. Confusability of  some  common vocabularies.  (From Good- 
man [ 541 .) The fmt  two columns show the  entropy per word (is . .  
average number of bits  it  takes to represent a word in the Imguage) 
and the  equivalent branching factor. The last two columnr, show the 
confusrbility of  the  same  vocabulary in terms,of entropy (of a noisy 
channel) and branching factor. Note that  the  confusabiiity of the 
digits vocabulary is low while  the  confusability of the  alphabet 
(‘‘aye,” %?e,” . . . ) is much higher. Note that  the average branching 
factors of the languages used by the  systems shown in Figs. 9 and 11 
are all l a s  than 10 except  for  the extended  Lincoln  task. 

Shank [ 1391,  and  Bobrow  and Collins [ 191 contain  a  number 
of the  important  papers in the  natural language understanding 
area. In this section, we  will restrict ourselves to those  aspects 
of the  taskdependent knowledge that are directly relevant to 
the problem of recognition of the  utterance. 

A.  Vocabulary 
The  primary  source of restriction  in  most speech recognition 

systems is the vocabulary. Performance of a  system is not  only 
affected  by  the size and dialectal variations of the vocabulary 
but also by the  confusability  among  the words. The  main 
design choice associated with this level is the  representation 
of alternative  pronunciations of the words. If the  task  permits, 
one might also wish to select words so as to minimize the 
confusability  among  them. 

Representation of Phonemic  Variation: Most  of us know 
that words are pronounced  differently in different  contexts. 
The phrases “David and  Robert”  and “ F a n  chips” illustrate 
two different  pronunciations of “and.”  The word “mostly” is 
sometimes  pronounced  without  the  It/, as “mosly.” What is 
not  commonly realized is that much of this variability is rule 
governed and can be predicted by a ‘set  of phonological rules 
[24],  [ 1121.  Starting  with  a  phonemic base form,  one can 
create a l l  possible alternative  pronunciations. Early attempts 
represented each phonemic  variation as a  separate  entry  in  the 
lexicon, but most present systems use a  more  compact  net- 
work  representation. Fig. 24 [ 1141 illustrates the  representa- 

tion of many  alternate  pronunciations of “approaches”  in  the 
network  form.  Stress  and syllable boundary  information is 
also usually entered m the lexicon. 

The  lexical  entries are sometimes preanalyzed to determine 
all  the  words  that have the same  syllable type  and  represented 
as an inverted dictionary  where  one can look  up all the  words 
that have the same syllable. This type of representation is 
useful in generating  word  hypotheses based on the  phones and 
syllables observed in  the  symbolic  representation of the  un- 
known  utterance. 

Ambiguity: We saw in Section I1 how a system which gives 
99  percent  accuracy on a 200-word multisyllable vocabulary 
can drop to  89 percent accuracy on a  36-word alphadigit 
list. This is because the  letters of the  alphabet  (when  pro- 
nounced as “aye,”  “bee,”  “cee,” * * * ) are highly confusable. 
It is thus  important to know not  only  the size of a vocabulary 
but also a measure of its  confusability.  Goodman 1541 has 
studied  the  confusability of several vocabularies using both 
theoretical and experimental  methods. Fig. 25  summarizes 
some of his results  for several task domains. The f i t  two 
columns  show  the  entropy per word (i.e.,  average number of 
bits required to represent  a  word  in  the language) and equiva- 
lent branching factor.  Thus for  the digit sequence recognition 
task, where  any of the  10 digits can follow at every choice 
point,  the average branching  factor is 10. However, the  con- 
fusabiIiG-ofthe digits vocabulary‘\,is not very high .  Using the 
notion of entropy of a noisy channel,  Goodman  shows  that, 
from a  confusability  point of view, the average branching 
factor  for  the digit task is only 1.18. For  the spelling task 
(i.e,, alphabet  recognition  task),  the  confusability is much 
higher, with  a branching factor of 5.39. 

Effect   of  Vocabulary  Size  on Accuracy: There have been no 
systematic  studies  in  this area. The  Lincoln system perfor- 
mance  drops  from  49  percent  sentence accuracy to 28 percent 
when the vocabulary increases from  237  words to 41 1 words. 
(Note  that  the  complexity of the language, as measured  by the 
average branching  factor, has also increased. Fig.  25 shows 
that  the  branching  factor increased from 7.32 to 12.61-almost 
proportional to the increase in vocabulary in  this case.) The 
Hearsay-I system shows  a similar drop  in  performance  in going 
from  30  to  194 words. What seems to be important is not so 
much  the size but  rather  the confusability. In vocabularies 
that have not been carefully preselected, i.e., they might be 
assumed to have about  the same percentage of words that are 
confusable,  doubling  the size of vocabulary seems to double 
the error  rate. This linear increase is contrary to the earlier 
expectations  that, as the vocabularies get larger, confusability 
among  words  (and  hence the error  rate)  would  only grow  less 
than  linearly.  However,  this linear increase should  not be of 
concern if CSR systems can approach  the accuracies being 
achieved by  word  recognition  systems, i.e., greater than  99 
percent  accuracy  at  the word  level. Comcast - Exhibit 1004, page 524
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Future Directions: Assuming that  current  trends in research 
and technology will continue,  there is no reason, in principle 
at least, why we should not look  toward unlimited vocabulary 
recognition systems. However, this will require significant 
advances in  dictionary  representation, word hypothesis,  and 
word verification. There are  several  large phonemic dictio- 
naries of English  available in computer readable form [ 571. 
Words that  do  not exist can be added using grapheme-to- 
phoneme  translation  techniques (see the paper by Jon Allen in 
this issue). Special techniques have to be devised to produce 
compact  and easily retrievable representations of a dictionary 
containing  on  the  order of a million entries. 

Unstressed function words will  always  be a problem,  whether 
we have a 1000-word system or an unlimited vocabulary sys- 
tem. To establish the feasibility of unlimited vocabulary 
recognition, we need to consider only the problems of locating 
and recognizing the rest of the words which can be expected 
to have at least one stressed syllable. Given the present and 
projected performances of word  hypothesis  procedures, fewer 
than  one thousand of the million words are likely to  be 
hypothesized  around  each stressed syllable. This candidate list 
can be further pruned to  10  or  20 words using stochastic word 
verification procedures discussed in  Section IV. At this point 
the remaining words will  have fine differences, such as be- 
tween the words sir and slit. These will require analysis-by- 
synthesis, matching with prestored reference patterns  for syl- 
lables, or some such technique. Any further ambiguities at 
this stage and prediction  and  detection of unstressed function 
words will require the active mediation of higher level pro- 
cesses, such as pragmatics. 

B. Syntax 
The grammatical structure of sentences can be viewed as 

principally a mechanism for reducing search by restricting the 
number of acceptable alternatives. Given a vocabulary of size 
N ,  if one  permits  any word to follow any other word such 
as “sleep  roses dangerously young colorless,” the  number of 
possible sentences would be of the  order NL for  utterances of 
less than L words in length.  Syntactic  structure imposes an 
ordering and mutually  interdependent relationships among 
words such that  only a subset of the NL is in fact possible. 

For example, the IBM  New Raleigh task [ 101 containing 
250 words permits  only 1.4 X lo’ sentences of the possible 
2508 (-lo1’), thereby reducing the search space by a factor of 
10”. A more meaningful measure for CSR systems is the 
average branching factor of the grammar,  i.e., the average 
number of alternative word  hypotheses possible at each point 
in the grammar. For  the IBM  New Raleigh task,  this is about 
8 out of the possible 250 words (with a maximum branching 
factor of about  24). Baker and Bahl [ 101 measure the com- 
plexity of a grammar in terms of the  entropy of a word in the 
language. For  the IBM task,  the  entropy was 2.87. (Note 
2mtropy is also a measure  of the average branching factor of 
the grammar.) One must also consider the confusability 
among the alternative words at each choice point. Fig. 25 
(from [ 541 ) shows the  entropy and the average branching fac- 
tor  that can  be expected as a result of the confusability of the 
vocabulary. Note that  the average branching factors  for several 
of the systems discussed in Section I1 are all less than  10. 

Woods [ 1651 proposes four categories to measure the con- 
straint provided by a given grammar. The first two categories 
are finite-state grammars, the first one having a small branch- 
ing factor (usually less than  30  at each choice point) and the 
second one having  large branching factors (greater than  400 
words at some choice points). Category 111 systems are arti- 

ficial  languages characterized by context-free grammars per- 
mitting recursion, and  having  large branching factors. Category 
IV systems are approximations to natural English grammars 
with considerably larger search space than even category 111. 
Most systems built to  data tend to be  of the category I type. 

Robinson [ 1291 argues that  the  representation of grammar 
based on  written language is likely to be of limited use. She 
proposes that  the discovery  of rules governing spoken language 
behavior and the development of performance grammars 
should be based on systematic  study of conversational speech. 
She demonstrates some of the strategies and constraints  operat- 
ing in performance  (and the rule-governed  regularities they 
produce) by analysis  of  several task-oriented dialogs. 

Representation: The most commonly used representation 
for grammars is some form of network  representation. Woods 
[ 1671 uses augmented transition  network (ATN) grammars. 
An ATN consists of a finitestate  transition diagram with 
embedded recursion added, and a set of registers which can 
hold arbitrary pieces of tree  structure and can  be modified 
depending on  the  actions (programs) associated with the arcs 
of the grammar. The ATN formalism is known to have the 
linguistic adequacy of a transformational grammar while pro- 
viding more of the efficiency needed in parsing algorithms. 
The papers by Bates [ 15 1, [ 161, and Paxton [ 1 15 ] contain 
examples of the  representation and use of transition  network 
grammars. 

Baker [ 7 I and Jelinek, Bahl, and Mercer [ 7 1  ] view grammar 
as a probabilistic function of a Markov process and represents 
it as a finitestate network with transition probabilities includ- 
ing the self-transition probability (providing for recursion). 
Fig. 26 gives  an illustration of Baker’s representation of the 
chess grammar (transition probabilities not shown). This rep- 
resentation permits the Dragon system to determine the  opti- 
mal match for  the  utterance using the dynamic programming 
algorithm. 

C. Semantics 

The  term semantics means different things to different 
people. Here  we  use the term to denote the rules and relation- 
ships associated with the meaning of symbols. By this we 
mean the rules of  language which tell us that  the sequence of 
words “colorless yellow ideas” is not meaningful. It is not 
always  possible to detect semantic inconsistency by looking at 
adjacent word  pairs as in  the previous example. The  state- 
ments “Give  me about a yard”  and “Tell me  about Tom” are 
acceptable, but “Give  me about Tom” is not. Given a set of 
possibly disjoint words,  semantic  information  must  determine 
whether they are compatible  and meaningful. The role of 
semantics in  the recognition aspects of an SUS is analogous to 
that of syntax, i.e., it provides a mechanism for reducing search 
by restricting the  number of acceptable alternatives. The 
papers by Woods [ 1671, Nash-Webber [ 103 I ,  and Hendrix 
[60] illustrate the uses of semantic knowledge in speech 
understanding systems. 

The principal technique used to represent this KS is a 
semantic net. Fig. 27 gives the  structure of a semantic net 
fragment used by Hendrix [ 61 I .  A semantic net is used to 
represent  objects, relationships among  objects, events, rules, 
and  situations.  Such a net can be used to  predict or verify 
possible word  hypotheses in an unknown  utterance. Given 
the concepts of content and contains and the meaning of the 
word “in,” one may accept the  statement “The bolts are in 
the box”  and reject “The box is in  the bolts” using such a 
semantic  net. Comcast - Exhibit 1004, page 525
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Fig. 26. 

SITUATIONS 

MACHINE  PARTS 
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Fragment of network grammar for Chess. (From Baker [ 71 .) 

R TIMES 

Fig. 27. Part of a typical  semantic net. (From  Hendfix [ 

The chess task used by  Hearsay4 [ 123 I illustrates  how 
knowledge about  the partially recognized utterance can be 
used to constrain  the  hypotheses to a small set of words. For 
example, given that a word such as “captures”  or  “takes” 
appears  in  the  partially recognized utterance,  this  information 
can be used to further restrict the search to  the  capture moves 
in  a  particular  board  position. This restricted  set of  moves is 
used to give high semantic  preference to  the key content 
words that may occur  in  the  capture moves. 

D. Pragmatics  and  Discourse  Analysis 
The  term pragmatics usually leads to even more  confusion 

and misunderstanding than semantics. Here we use it to mean 
conversationdependent  contextual  information, i.e., task- 
related  information  accumulated so far through man-machine 
dialog. At a given point in the  conversation,  the user may use 
an elided (or non-well-formed) sentence  or may use pronominal 
reference to a previous subject. For  example,  consider  the 
sequence of questions,  “HOW  much  does  Tom weigh?  How 
about John? What is his height?” It is obvious that in the 

Fig. 28. User-oriented  discourse  model.  (From Woods et  aL [ 1691 .) 

second question  one is asking for John‘s weight even though  it 
does not  appear  explicitly. In the third  question,  does  the 
term “his” refer to Tom  or John? It is ambiguous, but  the 
most plausible interpretation is that  it refers to John, the sub- 
ject of the  immediately preceding utterance.  Interpretation 
and  validation of such questions based on pragmatics of the 
situation  require the  representation of dialog so that missing 
constituents can be inferred.  Deutsch 1291 uses a  tree  struc- 
ture  representation  scheme  for handling simple forms of el- 
lipsis and  anaphora. 

The  other main role of pragmatics is to predict the user 
behavior (user  model) based on  the dialog. Fig. 28 is a  transi- 
tion  network diagram indicating the  common  modes of inter- 
action  found  in travel budget management dialog [ 1671.  It 
illustrates various possible modes of interaction of the user 
such as: user adds a new item to  the data base, system points 
out  contradiction, user asks a  question, system answers, user 
makes  a change, and so on. If the pragmatic knowledge can 
accurately  ascertain  the  state of the user, it can be  used to 
achieve syntactic  subselection, i.e., only  a small set of all the 
possible grammatical constructs  would be likely in that situa- 
tion. We do  not  yet have any system which  has made ef- 
fective use of user models, but several are attempting to  do so. 

VI. SYSTEM ORGANIZATION 
System  organization is a catch-all term  that describes the 

art of transforming  ideas  into  working programs. Given that 
many of the  problems  of  connected speech recognition  and 
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understanding are not well defined,  the issue of system organi- 
zation assumes added  importance. We know that all the 
available sources of knowledge must communicate  and co- 
operate in the presence of error and uncertainty. We do  not 
know  how to  do it effectively or  efficiently.  The system must 
work smoothly with highdata-rate real-time input and provide 
facilities for speaker- and taskdependent knowledge acquisi- 
tion.  The tutorial-review paper by Reddy and Erman [ 1221 
and the papers by Newell [ 1071 , Baker [9] ,  Barnett [ 141, 
Erman [35],  Fennell [43],  Jelinek et al. [71],  Jelinek [72],  
and Lesser (851 provide more detailed discussions of system 
organization issues.  In this  section, we  will briefly review the 
problems of system organization. 

Many of the principal issues of system organization were 
raised and discussed in Section I1 while studying the  structure 
of various types of speech recognition systems and examining 
what makes such  systems  difficult to realize. In  particular, we 
have seen how various systems were organized to permit sev- 
eral diverse sources of knowledge to communicate  and co- 
operate,  how search strategies were devised to ded with  error 
and  ambiguity,  and how knowledge is represented and used. 
In this  section, we  will  discuss some of the  related issues of 
system organization which were not covered earlier. 

A.  Control  Strategies in the  Presence of Ambiguity and  Error 
There are  several sources of error  and  ambiguity in speech 

recognition. In spontaneous (nonmaximally differentiated) 
connected  speech  many  expected  features (and phones) may 
be  missing. Variability due to noise and speaker leads to 
errors. Incomplete and/or  inaccurate KS’s at each level in- 
troduce  more errors. In simple hierarchical systems, these 
errors  propagate through various levels, compounding the 
error  rate.  Thus every system organization must  cater to the 
inevitability of errors  and  handle  them  in a graceful manner. 

Given the  errorful  nature of speech processing, one has to 
consider several alternative hypotheses (or  interpretations) 
since the hypothesis  with the highest rating may not be the 
correct one. In Fig. 12, we  see how the problem of error is 
transformed into a problem of uncertainty  by considering 
several  plausible alternative hypotheses. At that  point  the 
problem becomes one of search through this multilevel net- 
work to discover the best path  that is consistent  with all the 
KS’s. There are several search techniques developed in  the 
field of artificial intelligence that become  potentially useful. 
We will consider two of these techniques that have been used 
in speech recognition. 

The commonly used strategy is best-first  search. This tech- 
nique is used in Hearsay-I, Lincoln, and in a modified form in 
the IBM system (see Section 11-B and  Section V of Jelinek 
[ 721 ). This technique is best explained by an  example [ 1221. 
In Fig. 29, we  see a tree of  possible alternatives that had arisen 
in the analysis of the  utterance “Are your hea-daches severe?’.’ 
We find  that  there are nine alternatives for  the f i t  word: 
“have,” “are,” “where,” and six others.  The ratings indicating 
the  likelihood, which can be derived either mathematically 
[71] or heuristically [ 5 5  I ,  are given under each word. Given 
that  the word “have” has the highest rating (470), we  begin to 
explore that  path. “Have” is followed by a single alternative 
“you.” The combined  rating for  the sequence “have you”  is 
given under “you.” The rating of 455 makes the sequence 
“have you”  better  than  the  other alternative paths. Proceed- 
ing along this  path, we  have three alternative words that can 
follow “have you.” The sequence “have you  had” receives the 

I 
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Fig. 29. Example of best-fiit search. (From  Reddy and Erman [ 1221 .) 

highest rating of 447 but is no longer the highest rated  path. 
Search is suspended along this  path and we  begin exploring the 
alternatives that can follow “are.” Of the  three alternatives, 
the  path “are your” has the highest rating of 453. Proceeding 
along this path, we get a rating of 445 for  the sequence “are 
your headaches.” Since this is lower than 447, we now sus- 
pend this search and resume search along the path “have you 
had.” The highest rated sequence “have you had mumps” is 
lower than 445, so we resume the path of “are your head- 
aches” again.  Now we f i d  that “are your headaches severe” 
has the highest rating of 462  and, being the  end of a sentence, 
cannot proceed any further. We accept this as the most prob- 
able sentence and return it as the answer to the search. 

Another  technique that has been used in speech recognition 
is to search all possible  paths in parallel but constrain the 
search only  through  those sequences which are valid paths in a 
specific network [71, [&?I. This network is constructed to be 
an integrated representation of all the available KS’s. Expo- 
nential  growth is constrained through the use  of a Markov 
assumption which limits the relevant context and collapses 
many alternative sequences to a single state. With this tech- 
nique, search time is linear in  the  number of states in the  net- 
work and in the length of the  utterance. 

There are several other search techniques,  such as prosodi- 
cally  guided search [ t i l l ,  anchor  points,  focus  of  attention 
[861 , a few alternative paths in parallel [9Ql, and so on.  The 
relative  advantages and disadvantages of these techniques are 
not clearly understood. 

B. Real-Time  Input 

Unlike most other  forms of computer  input, speech is criti- 
cally datu  directed. That is, initiation and termination of the 
input depend on  the incoming data  rather  than on program 
control.  Thus a system must be prepared to continuously 
monitor  the speech input device (analog-todigital converter, 
filter  bank,  or  what have you) to determine if the signal is 
speech or noise. 

The high dota rares associated with speech input  (100 to 
300 kbitls) imply that a system cannot  afford to have resident 
in primary memory more  than a few seconds of speech data 
(usually no more than a single utterance). Thus the  data must 
be immediately processed, placed in secondary storage, or 
played back. Keeping two  highdata-rate devices  serviced is 
not a major problem if the system is dedicated. However, 
if the system has a general-purpose operating  system, special 
care must be taken to see that  the device  service overhead is 

Comcast - Exhibit 1004, page 527



528 

low in order to avoid loss of data.  This often becomes dif- 
ficult to achieve with two active  devices  because  of the costs 
associated with process synchronization,  buffer service rou- 
tines,  and signal detection [ 3 5 ] .  System  primitives available 
within the system for  performing  these  operations  tend to  be 
too slow  and  need to  be reprogrammed. 

C. Knowledge Acquisition 
Every speech  recognition  system uses thresholds,  templates, 

probabilities,  and so on, based on measurements  obtained on 
training  data.  In the case  of  word recognition  systems, the 
problem is solved neatly since reference  patterns  capture 
noise, microphone,  speaker,  and phonological variability in a 
single step.  In CSR systems, however, one has to deal  with 
most of these  sources of variability individually. 

The f i t  question that arises is what  parameters will be  seen 
when  a  sound is spoken.  This  depends not only on  the 
parametric  representation used but also on  the speaker, the 
microphone used,  and the noise in the environment.  Systems 
using forinant. repr~entatiek’  attempt to.. normalize  speaker 
dependendies by eshiating  the shifts in  formant  trajectories, 
the length of the vocal tract of the speaker,  etc.  Systems that 
use prototype  template matching  require  spectral  templates 
(or some other parametric  representation)  for  each  sound to 
be recognized for each speaker.  These in turn require  a  set of 
carefully  manually  segmented and labeled sentences for each 
speaker. Machine-aided segmentation  and labeling  has been 
attempted [ 61, but  this  requires  a reasonable set of starting 
templates  (the  chicken  and  the egg problem). 

The  second  question that arises is what  phonemes  are  ob- 
served when  a word (or a  sequence of words) is spoken. 
Phonological rules predict  some  phenomena but  they do  not 
predict (at least not as yet)  that a stop in some  context  can be 
threequarters voiced and onequarter unvoiced. Some sys- 
tems  attempt to accumulate  such  acoustic-phonetic phe- 
nomena  from real data. Again, one needs manually  labeled 
data  or machine-labeled data  for training  of the system.  Baker 
and Bahl [ 101 present  the results of an  interesting  training 
method  for  automatically  learning  transition  probabilities de- 
scribedin  [71] and [72].  

Many of the heuristic  techniques used by various systehs 
require  substantial  amounts of labeled data.  This  in turn 
necessitates the design  of  several interactive programs with 
graphical output  for collection  and validation  of rules. La- 
beled data are also essential for systematic  performance  analy- 
sis of segmentation, labeling, syllable detection, word hypoth- 
esis, and word verification procedures. 

VII. CONCLUSIONS 
We have attempted to  review the recent  developments  in 

speech  recognition. The focus has  been to review  research 
progress, to indicate the areas  of difficulty, why they  are dif- 
fml t ,  and how  they are being  solved. The  paper is not in- 
tended as a survey  of all known results in speech recognition 
and  represents  only one  point of  view  of important issues, 
problems,  and  solutions. 

The past  few  years  have  seen several conceptual and scien- 
tific advances in  the field. We have  already  discussed many of 
these aspects earlier in  the  text. We will summarize  them  here. 

1)  For  the f i i t  time we  have available extensive  analysis  of 
connected speech. We know  connected  speech recogni- 
tion is not impossible. 

2) The  role and  use  of  knowledge are better  understood. 
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Almost all systems use  knowledge to generate,hypotheses 
and/or verify them. 
Error and ambiguity can be handled  within  the  frame- 
work of  search. 
Stochastic  representations and dynamic programming 
provide a simple and  effective  solution to the matching 
problem. 
Network  representation of  knowledge is a  compact  and 
computationally efficient way  of  generating and verifying 
hypotheses. 
For  the first  time we  have some  techniques for  the 
codification  and use  of phonological rules in speech rec- 
ognition  systems. 
For  the  first time  we  have effective  tools  for the  study of 
prosodics and the application of prosodic  information to  
speech recognition. 
There has been comparatively significant progress in the 
past five years in  the areas of parameter  extraction, 
formant tracking, feature  detection,  segmentation,  and 
labeling. 
Linear  predictive  coding and Itakura’s distance  metric 
represent effective digital techniques  for analysis and 
matching at  the signal level. 

spite of the significant progress, there are still several 
unsolved problem areas: signal processing  associated with 
noise, telephone  and  speaker  normalization, real-time  live in- 
put providing  graceful interaction  with  the user, careful  and 
systematic  performance analysis  of the existing  systems,  and 
labeled data bases. In addition,  continued progress is neces- 
b a r y  in almost all the knowledge domains to  establish optimal 
representation  and use of different  sources of  knowledge. 

We have indicated that  it may  be  possible to build a $1000 
isolated word  recognition  system,  a $20 000 connected  speech 
system, an unlimited  vocabulary  system,  and so on. All of 
these seem feasible and can probably be  realized within the 
next  10 years if the present  momentum in speech  recognition 
research can ‘be continued. However, they may  never be 
realized without significant and  directed research effort. We 
are still f a r  from being able to handle relatively unrestricted 
dialogs from  a large population of speakers  in  uncontrolled 
environments. Many more  years of  intensive  research  seems 
necessary to achieve such  a goal. 
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