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CHAPTER

MOS Integrated
Circuit Fabrication

A VLSI processing facility constitutes the major financial commitment for
integrated circuit production. Vast amounts of money and engineering time are
invested in an effort to advance and refine the state of the art. Higher
throughput, circuit densities, and yields are all important to the economic
stability of the industry. ,

Circuit design is structured by the processing. The interplay between chip
fabrication and circuit design cannot be separated. Rather, they merge to
become a single discipline. Process engineers must understand circuit design,
and circuit designers must have a knowledge of fabrication if they are to.be
effective. , -

The fundamentals of silicon chip fabrication are discussed in this chapter,
with an emphasis on MOS-based processes, as suggested by the chapter title.
The level is introductory and is not meant to replace a detailed course in the
subject. Instead, the objective is to bring out important points. relevant to
circuit design. '

Persons with experience in the subject matter may choose to simply glance
through most of the chapter in a first reading. The mathematics can generally

228
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6.1 Overview of Basic Silicon Processing Steps 229

be omltted without:loss-of -continuity in later chapters. Note, however, that v

some of : the drawrngs are worth attentlon

ER

5.1  Overview of Basic Slllcon Processmg Steps

Thls section will center around a brief examination of the basic waferv

processing steps -used to fabncate silicon integrated circuits. The discussion is
intended ‘only as an”overview. 'A reader desiring a more in-depth treatment
should consult one of the texts referenced at the end of the chapter

5.1.1 Thermal 0xudat|on

Thermal oxidation is' the process used to create a native”5 silicon dioxide
(8i0,) layer on a silicon surface. The SiO, grown by this process is used in
different ways. For example, it serves as the insulator in the MOS system, is

needed to perform patterning during the lithography, and allows for the

technique of LOCOS (local oxidation of silicon) device isolation.

A silicon dioxide layer may be grown by passing an oxygen-rich gas over a

silicon surface.: Pure oxygen can be used as described by the reaction
Si + 0, Si0,. ‘
Steam is also used to grow oxide layers. The reection is
Si + 2H,0 > Si0, + 2H,,
where it is seen that free hydrogen is left as a by-product. Both reactions use
heat as a catalyst, thus giving rise to the term “thermal”. oxidation. Oxide

growth using O, i is called a “dry process to dlstlngmsh it from “wet” oxrdatlon '

in steam. ' ¢
The kinetics of the ox1de growth process can be understood by referring to
Fig. 5.1. Figure 5.1(a) shows that the oxygen can react directly with the surface

oz/Hzo

0000

N Oxygen diffusing through oxide-
Reaction N
Silicon surface Silicon

D Y I

-
>

Initiz{l oxide formation ... .- - 7 : s Oxidation after initial
(a) s R . layeris grown
: _,ermal oxrdatlon process
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230  MOS Integrated Circuit Fabrication

silicon atoms to form SiO,. This gives a high initial oxidation rate. After an
oxide layer forms, the oxygen must diffuse through the existing Si0, (as shown
in Fig. 5.1b) before it can react with the silicon atoms. Consequently, the oxide
growth rate decreases from its initial value. An analysis of the reactant fluxes
using a simple steady-state model for the growth kinetics shows that the oxide
thickness X, as a function of time ¢ is approximated by the quadratic equation

x2(t) + Axn(t) = B(t + 1), : (5.1-1)

where A and B are quantities characterizing the growth variables, such as
temperature and pressure, and £, is included to account for any existing oxide
at time ¢ = 0. Denoting this initial oxide thickness by Xox(0), o is computed .
from -

o= [50) + A¥O). | 612

The solution to the oxide growth equation is

Xoxl(t) = ‘-g- [\/1 + %l—i(tv + 1) — 1], - (5.1-35

which allows for the growth rate (dxo,/dt) to be calculated.
To study the oxidation process, assume that x.,(0) = 0 so that f, = 0 for
simplicity. Then eqn. (5.1-3) reduces to .

AT 4Bt '
M@=5bh‘P—qlr (5.1-4)

For small values of ¢ corresponding to the initial oxidation, the square-root
term may be expanded in a Taylor series to give )

Xoult) = gt- : ' 5.1-5)

Since the oxide thickness is proporﬁOnal to the oxidation time ¢, this is c';llled
the linear growth region with (B/A) the linear rate constant. As the oxidation
time is increased, (4Bt/A?) dominates the square-root term, so for large values
of ¢,

Xox(t) = VBL. (.1-6) -
This describes the parabolic growth region with B the parabolic rate constant.
It is possible to express the rate constants in the form
B = Cye BT,
(B/A) = Cze—Eg/kT’
where C, and C, contain the information on the kinetic growth variables, while

E, and E, are (approximately) activation energies for the process. Typical
values for (111) and (100) silicon surfaces are given in Table 5.1 for both dry

6.1-7)
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TABLE 5. 1 OX|de Growth Rate Constants*

Parabohc Rate Constant: B = Cie BT
-+ Linear Rate Constant: (B/A) = C,e™ T

(111) Silicoh (100) Silicon

Dry O, C1 =7.72 X 10* [ymz/hr]
: = 6.23 X 10°[pm/hr] C, =3.71 X 106 [um/hr]
- E=123[V] ..
| E; = 1.96[eV]
Steam : ' Ci=3 86 X 10” [um?/hr]

(@ 640 torr.)

C, = 1.63 X 10° [um/hr] C; = 0.97 X 10° [um/hr]
E, = 0.78[eV] -
E, = 2.05[eV]

.

* From S. K. Ghandhl VLSI Fabrication Principles, New. York Wlley, © 1983.
Reprinted with permission from John Wiley & Sons, Inc. -

.

and wet oxide growth rates. At a given temperature T, steam oxidation is
much faster than that obtained by dry O,. This faster growth rate is offset by
the fact that the presence of excess H,O found in the steam-grown oxide leads
to inferior SiO, properties. Critical 5102 layers such as those required for
MOSFET gate oxides are usually grown in dry oxygen Examples of oxide
thlckness as a function of growth time are shown in Fig. 5.2. Increased
pressure enhances the oxide. _growth rate, so- htgh-pressure oxidation is
commonly used when large xox values are needed in the ch1p desxgn Heavy
Thermal ox1datlon uses silicon atoms at the 31-8102 1nterface to create
molecules of silicon dioxide. The locatlon of the sﬂlcon surface will thus be
different after the oxide growth is completed This is 1llustrated in F1g 5.3. The
thickness xg; of the s1hcon lost to the oxide growth can be related to the oxide
“thickness X, using simple arguments. First, recall that Ng =5 x 102 [Si
atoms/cma] are in the crystal. The silicon dioxide has’ approx1mately Nsio, =
2.3 X 10* [molecules/cm3] Since 1t takes one atom of silicon: to create one
molecule of Si0,, .

NSlel - N SlOzxox . (5.1-8)
expresses the proper balanCe. Thus,
Ns; B
X = —Isglxox = (,46x g5 (5.1-9).

Si

may be used to calculate the amount of silicon consumed in the oxidation
process. This will-become pamcularly 1mportant when the LOCOS 1solat10n.
technique is dlscussed i

INTEL - 1110
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232 MOS Integrated Ci’r&;uit Fabrication

Oxide thickness [um]
L T T 1T TTETT

(100) Silicon
T= 1000 [°C]

Steam

[

L L1ty

1

0.01 RN L1 L1 i1l Oxidation time ¢ [hr]
01 - 1.0 10.0 : .

FIGURE 5.2 Examp]e'of thermal oxide growth.

- It has been found that stray ionic charges, most notably alkali ions such as
Na*, are trapped in thermally grown oxide layers. This leads to problems in
MOS threshold voltage variations through the flatband voltage Vep. The
amount of jonic charge can be reduced by performing the oxidation in a .
chlorinated atmosphere, such as that obtained by adding HCl or chlorine gas:
The addition of chlorine to the recipe allows for trapping of Na* ions into
neutral subsystems. This reduces charge at the Si-SiO, interface to levels where
acceptable MOSFET performance can be attained. Phosphosilicate glass
(PSG) may also be used as a method to attract mobile ions to a region of the
oxide where they can be neutralized or removed. ' ' I I

Thermal oxide

_1_ «+— Original location
~ of silicon surface; .

Silicon substrate
Ng; [em™]

FIGURE 5.3 Geometry for calculation of silicon consumed in.the thermél okiqation
process. ' ‘
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5.1 “‘Ovetview of Basic Silicon Processing Steps 233

EXAMPLE 5.1-1

An oxide layer ‘is grown on: (111) s“ilicon using steam. The oxidation is
perform‘e‘d at 1000°[°C] and lasts for 1 hour. Calculate x,,

Solut/on L
Fn'st find the growth rate constants For (111) SlllCOIl in steam,

= 386 X 10%~% 78/(8 62><1o—5)(1z73) o 0 316 [Mm2 /hr]

whlle
(B/A) = 1.63 X 108 ~2. 05/(8 62)<10'5)(1273) = 1.244 [Hm/hl’]

D1v1d1ng, L

Ao B
A= B/A) 0252[ym}

. Using eqn. (5.1-4) then gives

~(0.252)[ 4(0.316)(1) ]
Yox =73 1+ 02522 ~ 1)

SO Xox == 4500 [A].

5. 1 2 lmpurity Drﬂusmn

The diffusion of impurity dtoms into silicon crystal has been used since the
beginnings of the semiconductor industry. This doping technique is based on
the fact that dopant atoms gain thermal kinetic energy. at elevated tempera-
_turées. When -this ‘motion 'is . combined: with--a gradient in the doping density
" N(x); a-net flux of partlcles F [emP-sec]~“is created such that the particles tend
to move away from regions of high concentration. Mathematically this motlon
is: descrlbed by cmk’s law:in the (one—d1mens1onal) form

. ON (x)
ox

'where D, [cmz/sec] is the dzjfuszon coeﬁ‘iczent D depends on the temperature
~ the dopant species;. and the concentration of ‘dopants_in the diffusion path
lefus1ons are typically performed in the temperature range 900-1100 [°C]-

. ‘The -general . properties of diffusive. motion are obtained by wr1t1ng a
balance equation for particle densities. Consider the situation shown in Fig. 5. 4
where :a concentration: gradlent causes particles to diffuse from region 1 to

region 2. Since the number of: partlcles lost from region 1 is (dN/dt); the flow

F =-D (51-10)

INTEL - 1110
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234  MOS Integrated Circuit Fabrication

Region 1 0 Region 2

—p X

Region 1 0 Region 2
FIGURE 5.4 Particle flow established by a concentration gradient.

s described by
aN(x, 1) OF(x)
) 9F) , 111
ot x ¢ 1»1. )

Classical diffusion theory assumes that D is not a function of position x. Thus,
substituting the flux from eqn. (5.1-10) gives the diffusion equation

ON(x,t) . &N(x,t) .
= . 1-
ot b= , , 6.1-12)

This partial differential equation can be solved subject to appropriate
boundary conditions to determine the iripurity profile diffused into the silicon.
The diffusion coefficient D in this equation is interpreted as an average value
and varies with dopant species and diffusion temperature T [°K]. It may be
computed using the formula '

D = Dye /AT, (5.1-13)

in which E,, is an average activation energy corresponding to the dopant
“jumping” from site to site. Approximate values of D, and E,, are provided in
Table 5.2 for B, P, and As. ) )

Dopant profiles are controlled by the manner in which the dopants diffuse
into the silicon. Two types of profiles are of particular interest. The first is
obtained using a constant surface concentration (or predeposit) process in which
the surface dopant density Ns = N(0) is maintained at a value No [em™3]. Ny is

INTEL - 1110
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TABLE 5.2 Average Diffusion:Coefficients for
Common Silicon Dopants '

D = Dye™ 5T [cm®/sec]

E, [eV]

Dopaﬁt * Dy [em?/sec)

Boron - 5.853 3.62

Phosphorus = - 5.853 © 362
3.37

Arsenic 0.091

known as the solid solubility limit and represents the maximum dopant density
that can be “dissolved” in the silicon. N, depends on the dopant species and.
temperature as illustrated by the graph of Fig. 5.5. This type of diffusion
problem is shown in Fig. 5.6(a). Assuming that the diffusion cycle lasts a time
t, and is carried out at a temperature 7,, the final impurity profile is found to
be . . . :

(5.1-14) -

: x
= N f( )
N(x) b erfc 2@

10 } T (Y o §
900 1000 1100 © 1200

FIGURE 5.5 Solid.solubility limits for boron, arsenic, and phosphofus.

INTEL - 1110
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N@©, 8 = N,

INREREEZEE

N(x, t) D, = D(T})-

T, [°C]

Basic diffusion problem
(@)

N(x, t,) = Nyerfe( Yem™3]

oty
T T

TTTTTT

N

H

LLilly

L

Position x {em}

{ I
2vD,i, 4VD, 6VDi,

erfe profile
®)

FIGURE 5.6 Constant surface concentration diffusion.
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5.1 Overview of-Basic Silicon Processing Steps: 237

where D, = D(T ). The 'complementary ‘error function erfc (y) is given by
erfc (y) 1 —erf(y), ,, A (5:1-15)

where erf(y) is the error function deﬁ'ned‘ by the integral representatibn
erf ( )-"——2-'—- ye*"zd 5.1-16)
‘ y ‘ = VE o u.“ X . ( o A

A plot of the erfc proﬁle is shown in Fig. 5.6(b). The total number of dopant
atoms Q introduced into the wafer during this step is

© Dyt
Q0=A f N(x) dx = 2N,A #" (5.1-17)
R 70

‘with A being the surface area. This type of diffusion is used for shallow doping
profiles and also as a first step in deep diffusions.

The second type of diffusion problem is one where the dopants have been . -
introduced into the wafer by a predeposit step and are then subjected -to a
higher-temperature drive-in diffusion at temperature T, for time ¢, This is
shown in Fig. 5.7(a) and is also known as a limited source diffusion. Assuming
that Q atoms have been left by the predeposit, solving eqn. (5.1-12) gives the

Gaussian profile

_ ¢—*¥4Dda ' .
N(x) = m , . (5.1-18)

with D; = D(T). Using Q from eqn (5.1-17) finally yields the result of this
2-step process as

2N0 Dptp e-—xllwdu

Dt (5.1-19)

N(x) =
“This profile is illustrated in Fig. 5.7(b) and is valid as long as (Dat.) >>‘(Dptp)
is satisfied. Usually the wafer will be subjected to additional heat treatment
steps, which will cause the dopants to diffuse deeper into the silicon. This may
be accounted for by replacing the factor (D) in eqn. (5.1-19) by an effective
value

Dt = Dyty + Dit; + Doty + < - -, (5.1-20)

where each term Dyt; in the sum represents the effect of a separate heating step
in the wafer processing.

The doping profiles in eqns (5.1- 14) and (5.1-19) are reasonable ap-
proximations as long as the doping levels are low enough to ignore the
dependence of D on the carrier densities. High-concentration diffusions used
in certain VLSI processes do not result in erfc or Gaussian profiles, and the
analysis must be modified to describe these situations. The most general

INTEL - 1110
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@ atoms

/

BITTIITITTy

N(x, t)

Dy = D(Ty)
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Basic diffusion process
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Limited source diffusion.
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LB O'Vérview of Basic Silicon Proceésihg Steps:

D;t — D:e~E§IkT

“Dopant Boron = Phosphorus Arsenic

Dz 0091 385 0.38
ES 336 3.66 3,58

444 2.9
40 . 41

- 442
s 437

166.3
4.08

& in [cmzl sec] EXin [eV].
*From R. A. Colclaser, Microelectronics Processmg
and Device Design, New York: Wiley, © 1980.
Reprinted w1th permission from John Wllcy & Sons,
Inc.

situation is described by writing the diffusion coefficient in the form

) . .. 2 N .
D= h[D;? + D',-‘(—"l) + Df(ﬁ) + D,-*(B)], (5.1-21)
SN A\ n; :

where h is called the field enhancement factor. It accounts for field-aided
diffusion' under the influence of a built-in electric field that is created by the
separation of electrons from their host dopant atoms. /& has a value between 1
and-2. n-and p are the carrier densities, while n; is the intrinsic concentration at
the diffusion temperature. The quantity D; is the intrinsic diffusion coefficient
for the x charge-state vacancy. Intrinsic values are computed from

D} = Die BT, (5.1-22)

wheré E, is the activation energy for the state. Table 5.3 pr0v1des values of D,
and E, for B, P, and As. Note that only oertam terms in eqn. (5.1-21)
contribute to D for a given dopant. :

Boron is a p-type (acceptor) dopant that eXhlbltS neutral and positive
charge-state vacancy interactions. The diffusion coefficient has the form

pepr+or(2) ey

INTEL - 1110
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240 MOS Integrated Ci'rcuit-Fabrication

where the field enhancemcnt factor has been set to umty It is convement to
define an average 1ntr1ns1c diffusion coefﬁcnent by ’ sl

D, = Do + D} . . oo ‘ ; : ] (5 1"24)
A constant surface concentratlon boron dlffusmn is then found to be dcscrlbed
by the profile , S SRR
N(x, p) o~ NO(]- — Y2/3) - ) S : = . (51_25)
where o . R S RN
n; x2 \32 S B ’ v . T
(e . e
6NoD; P . ST (51 26)
This type of diffusion result is shown in Fig. 5.8 where it is compared to the
NIN, : :
1 L ER— BB 2o

As:N=N,(1 -
0.87Y ~ 0.45Y 3

Typical — =\
erfe \

] 1
0.2 04 06

YY; S o
FIGURE 6.8 High-density constant surface concentration diffusion profile comparison.
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5.1 Overview of Basic Silicon Processing Steps 241

erfc dlsmbutlon The dlffuswn edge is much sharper than that predlcted by the
classical theory When this type of boron diffusion is peiformed into an n-type
background, a pn junction is formed. The sharpness of the curve allows the
location x;-of the ]unctlon to be found by setting N(x;, t,) = 0, i.e., ¥ = 1.
Thus

% =2, 45\/D"‘z N" | (120

allows for an estimate of the diffusion depth.
- High-density arsenic (n-type) diffusions are characterized by

: v ‘n .
: D = h[D;’ + Di_(—,)], (5.1-28)
Sy E \Rje/ - . .
~showmg interactions with neutral and single- negative charge-state vacancies.

The' effectwe intrinsic carrier density n,, is introduced to account for bandgap
narrowmg from the high doping levels. The effective density is computcd from

“nE .= n-eAES”‘T > n? . 1-29) :

with AE, the reductlon in the energy gap. Figure 5.9 shows n; and n,, over the
_ standard range of diffusion temperatures.
It is found that the field -enhancement factor for As is approximately

: ‘ Dénéity- [em™]
10% ———7

n;, (As)

018 : 1 : |
900, : .- 1000 1100 1200

T[°C]
F!GURE 5.9 'n, and n;, as functions of temperature.
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h =2 Usmg this with the assumptlon that (r/n;,) > 1 reduces the dlfqulon
coefficient to : el

D = 20;(—'1).
Rie

A constant surface concentration diffusion lasting a time ¢, results in a dopmg
profile that is approximated by Lhaid

N(x, t,) = Ny(1 — 0.87Y — 0.45Y?),

with Y the dimensionless variable
niex
8NoD;t,’
ThlS type of dlstrlbutlon is also plotted i in Flg 5 8. When As 1s

Y =

setting N (x5, t,) = 0. Solvmg the quadratic results in

~ 1.6164/2Dt (’I:"’)

e

which prov1des a good estlmate of the dlfquIOIl depth

theory. The form of the diffusion coefﬁcient depends on the i?slﬁe of
electron concentration with respect to a reference density :

M, = 4.65 X 10%e™0%T,

In regions near the surface where n > n,,

. 2
D= h[Dﬁ-’ + Df(—”—) ]
' Rie

is valid. However, in the deeper regions of the crystal where n <

found that phosphorus has neutral and complex single-negative ch g€
interactions. This changes D to what is termed the “tail” value. A de al d
discussion of this topic is beyond the scope of the present treatment. '

EXAMPLE 5.1-2

A 2-step phosphorus diffusion is made into a p-type wafer that has an a cep ,

doping density of N, = 10° [em™]. The diffusion is described by a predeposit

for 30 minutes at 900 [°C] followed by a drive-in for 60 minutes at 110, ;
Calculate the depth x; of the pn junction: formed by this:proc ‘
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~ Solution . ‘ . : : :
" First read N, =6 X 1020 [cm“3] for the sohd solub111ty Next compute the
'dlfquIOn coefficients at the two temperatures

D, =5.853¢”* 62’(8 62"“’_5)(1173) = 1.66 X 107 [cmz/sec],
D, = 5. 8536—3 62/(8 62><10‘5)(1373) = 3,15 X 10-13 [cmz/sec]

Then use eqn (5.1 19) to find the dopmg proﬁle

(1 66 X 10 15)(30) e—-x2/4(3 15x10-13)(60)(60)
V(3.15 x 107)(60)

Ne =

This gives
N(x) = 1.97 X 1019e"‘2’9-454 [Cm_s],

where x is in units of [um)]. Sy '
To calculate the ]unctlon depth just look for the point where the donor
doping exactly equals the p-type acceptor level Na, ie., :

N(x;) = N, Vo

Solvmg,

| To7 X 107 |
\/O 4541n ( 97 105 0 ) 2.12 [pm].

EXAMPLE 5. 1-3.

A high- dens1ty arsenic d1ffus1on is performed at 1000 [°C] for 30 mmutes into a
hghtly doped p-type wafer Calculate the junction depth Xj.

‘Solut/on e B '
First read’ Noiz 6 5 X 1020 [cm'a] and n;, =2 x 10* [cm”3] from the charts
Next use the datalin Table 5.3 to calculate

v D‘_: = 22 9e~4 11(s. 62><10“5)(1273) = 1,36 X 10~% [cm? /sec]

' Equatlon (5.133) then gives

6.5 x 102

xp=1 616\/2(1 36 x 10 15)(30)(60)—2—><1—6;9—-,

ot x; = 0.204 [um].

5 1 3 lon lmplantatmn

Doping: by ion; implantation has already been mentloned in Section 1.1 for

setting MOSFET threshold voltages: An ion implanter is an apparatus that first
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Niow () T ~——— Gaussian
T——— Actual

N, F

0
FIGURE 5.10 Gaussian approximation for ion implant profile. '

ionizes a dopant source and then accelerates the ions to high energies. The
ions form a beam that is focused to scan over the wafer, The dopant ions are
literally smashed into the substrate. This results in a doping profile that is
approximated to first order by the Gaussian e

DI —(UD)[G—R, VAR, S g
: = ——_— E=Rp AR " .1-36).
Nion(x) iz ) e , . (5 1 ‘6)

The projected range R, represents the average penetration depth: of - the
implanted ions. R, increases with increasing energies and is also a function of
the dopant mass. The straggle (AR,) is the standard deviation associated with
the implanted depth and depends on both the incident ion energy and the.-ion
mass relative to the silicon atomic mass. The general shape of the: Gaussian
approximation is illustrated in Fig. 5.10, where it is compared to a more
realistic implant profile. ' : RS AL Ty

The number of ions implanted into a wafer is specified by: using the .dose
D; [em™?] defined as S e

+

Dy = Nion(x) dx = N,(AR,)V2n,

where N, represents the peak concentration (at x = R,) in units of [em™3),
The dose is a carefully controlled quantity and can be measured using t
current integrator technique shown in Fig. 5.11. This approach to dosime
measures the current supplied to the wafer to offset the charge ‘imbal;

created by the ion beam. To understand the system, let I represent the ‘beam
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- Current
Ton beam E “integrator

FIGURE 5.1 Current 1ntegrator dosmetry arrangement

current so that
f I(t)dt _ , ) (5.«1-38)

is the total charge delivered to the wafer during an 1mplant time #,. The charge
on-an individual ion can be written as (+sq), where s = 1 or 2 depending on
whether: the ions are singly or doubly charged. The total number of ions
implanted into the wafer is thus given by (AQ,, /sq). Denotlng the implanted
area by A yields-the dose expression

D, = --f I5)ds. (5.1-39)

ThlS shows that the 1mplant dose -can'be computed dlrectly from knowledge of
the beam current. Dose measurements typically exhibit less than 1% error,
_ which: serves: to- make ion:implantation:-one-of the most -carefully controlled
processes available:in silicon wafei fabrication technology.
v1on: implant; profiles: result from the: statistical nature of the ion-stopping
process.: An incident ion'is assumed to have:a mass M;and energy Ej, as shown
in'Fig.5.12: The ion loses:energy-to:the crystal by collisions with electrons and
silicon ‘nuclei. The maximum energy Er transferred to a target mass My (and
hence Iost by the jon) is‘found:to be

MMy
(M, + Mr)?

where M, is elther the electron ‘mass m or the nuclear mass Mg;, depending on

5B o (5.1-40)

‘ET'4

the event. Coulombic forces’ dlso. contribute to the ion energy loss. The overall '

effects are contamed in the stoppmg power S [eV/cm] such that ,
S = S,(E) 4+ SAE) . ' S (5.1-41)

INTEL - 1110
Page 24 of 89



246  MOS Integrated Circuit Fabrication

Electrons
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Incident
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FIGURE 5.12 Basic ion-stopping problem.

gives the nuclear and electronic contributions. The ion energy loss is then
described by ’
dE;

i NsilS.(Er) + S.(ED] (5.1-42?

This may be used to find the implanted distance R for an ion by integfating in
the form '

0 dE;

. 5.1-43
£ NsilS.(Ep) + So(Ep)] (-1-43)

R
R=j'dx=
0

The limits on the energy integral correspond to having an incident ion energy
E;at x = 0 and to an ion at rest (E = 0) at x = R. The projected range R, is
the average value of R for all of the ions. The straggle AR, represents the
statistical variations in the ion penetration distances. '

The preceding brief description of the ion-stopping process illustrates two
important problems introduced by the implant. First, the collisions with the
targets will tend to knock Si atoms out of their equilibrium lattice sites, which
causes cracks and defects in the crystal. Second, the ions will be randomly
distributed in the lattice and cannot act as substitutional impurities until the
implant is activated. This requires that the dopants find positions correspond-
ing to normal lattice sites in the crystal. To solve these two problems, the
wafer is subjected to an annealing step that simultaneously repairs the damage.
and activates the implant.

Thermal annealing consists of heating the wafer for a short time to allow
for diffusion of both the dopants and the silicon atoms. Assuming that this is
performed at a temperature T, for a time #,, the thermal anneal has the effect
of changing the straggle to ' : )

(AR,) = V(AR,Y + 2Dat4, ' (5.1-44)
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the damage.
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; that this'is

as the effect-

' where.DA =.D(T,) for the irnplanted species. A typical anneal cycle might be

(5.1-44)
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I\,‘rion'(X)",,.:;.;, i B 5 E
[ ; Original-implant profile -

: 7 Annealed profile

» X

FlGURE513 Effects of implant thermal annealing.

30 minutes at-1000 [°C]" Using this in eqn. (5.1-36) gives the final implant form

. 1 x — R, 2 _
Nt e i ey | o

As shown by the plots in Fig. 5. 13, the thermal anneal causes the dopants to
diffuse away from the projected range pornt R,. ThlS spreads the distribution
and reduces the peak concentration. A more aocurate analysis would account
for reflections and- out-diffusions at the silicon surface. =~ -

Rapid anneal technlques have recently become of interest. Thrs approach

involves heating the wafer to high temperatures for very short time periods.
An example of a rapid anneal technique is laser annealmg, which ‘employs a

pulsed  high-energy laser beam focused . to. scan the wafer. This induces
localized melting and recrystalhzatron The primary advantage of this approach
is that the,a nealed profile is very close to the original implant distribution,

iie., the spread descnbed by. eqn. (5.1- 44) i$:not. found for this type of
anneahng The main dlsadvantage is that the wafer throughput (thc number of
wafers processed per hour) is grcatly reduced

'hemncal Vapor Deposmon

m s111con wafer fabrlcatlon A phed by its namc, CVD produces layers by
using chemical reactions that deposrt the desired material onto the substrate.
The  reaction  kinetics involved -in this type of process depend on the
temperature, the pressure, and the reactant species.

e

T
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Silicon nitride

Thermal stress
relief oxide

Silicon substrate

FIGURE 5.14 Nitride with stress-relief oxide to prevent cracking.

Silicon nitride (Si;N,) is an important material produced by a CVD
process. Nitride is used to passivate the wafer surface, since it is a dense
dielectric that forms an effective barrier against alkali ions. Another important
property of SizN, is that it does not oxidize very well; this property is exploited
to provide the basis for the LOCOS isolation technique. A common reaction
for producing nitride layers uses silane (SIH4) in ammonia by means of

3SiH, + 4NH; — Si;N, + 12H,.

The reaction temperature for this process is on the order of.700 [°C].. One
problem that ‘arises is that nitride layers exhibit very high tensile stress, which
can lead to cracks when the nitride is deposited direetly onto a silicon surface.

To avoid this situation, a thin oxide layer is usually grown on a silicon surface
prior to the nitride deposition, as shown in Fig. 5.14. This stress relief oxide
_tends to relieve some of the surface tension and allows for rehab]e coverage by
the nitride.

CVD oxide layers are required whenever a silicon surface is not available

for a thermal oxide growth. One of the more common reactions used for this
purpose is the pyrolysis of silane in oxygen as described by

SiH, + 20, — Si0; + 2H,0  (600-1000 [°C]),

SiH, + O, — SiO, + 2H,  (300-500 [°C)).

The lower-temperature reaction produces hydrogen as a by-product and results
in higher-quality films than those obtained using the high-temperature water-
producing process. Phosphosilicate glass (PSG) can be deposited by simul-
taneous pyrolysis of silane and phosphine (PH3). Phosphine reacts with oxygen
according to

2PH; + 40, — P,05 + 3H;0.

The P,Os is then incorporated into the silica during the- deposition process
PSG has a lower tensile stress than pure silica, which tends to make PSG more
reliable when many thermal cycles are required in the process flow.”

Polycrystalline s111con (poly) may be depos1ted using the direct pyrolys1s of'
silane

SiH, — Si + 2H,.
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Ina low-pressure system, this occurs at a reaction temperature of about 600
[°C]. Typical deposition rates are on the order of 200 [A/mm] The
polycrysta]lmc nature of the silicon deposited in this manner is a strong
function of reaction temperature. For temperatures less than about 575 [°C],
the poly layer is found to be amorphous In contrast, layers grown at
temperatures greater than about 625 [°C] teénd to- exhibit localized columnar
crystal patterns. The orientation and diameter of these columns are dependent
on the specifics of the reaction conditions. Poly may be doped during the
deposition process by the addition of diborane: (B,Hy); -arsine (AsHs), or
phosphine to.the system. . In-MOS technology it is common to deposit intrinsic
poly and then selectlvely dope reglons ‘of the layer durmg the: normal process
ﬁow : P o W oy 2

Metal layers are. used to’ prov1de low-res1stance mterconnects Aluminum (and
its: alloys) is the most commonly used metal for this application, with a room
temperature ‘resistivity of about 2.7 [mQ-cm]. Gold is also useful for certain
applications. ‘Metallic layers of this type are obtained by first melting and then
evaporating the metal in a closed vacuum system. The solid samples are heated
using standard resistance wiring, electron beams, or rf-induction heating
techniques. Placing the wafers into the evaporant flux allows for a complete
and (almost) uniform coverage of the surface. Condensation of the metal onto

the wafer is attained by keeping the temperature of the wafer lower than that -

of the evaporant.
Refractory (h1gh-temperature) metals. are ﬁndlng mcreased use in VLSI

structures The main advantage of using a refractory metal is that low-
resistance pattemed interconnect levels can be formed at any time in the chip
process ﬂow The high melting point associated with these metals keeps the
pattern’ intact even if the wafer is subjected to additional heat treatments. (Al
has a low melting point—660 [°Cl—and can be used only after all the
hlgh emperature cycles are completed.) This property allows for multiple-
level interconnects to be created, which aids in the layout of complex chips.
Refracvory metals of current interest include titanium (Ti), platinum (Pt)
molybdenum (Mo), and tungsten (W). These may be evaporated using
electron-beam _heating or may be sputtered onto the wafer. In sputtering, an
inert gas such as Ar is ionized and used to bombard an electrode that is coated
w1th the desired substance. The collisions knock the atoms off the electrode,
creatlng a partrcle flux directed toward the wafer.

"Silicides ‘are compounds formed using silicon and a refractory metal. These
have been introduced for the same reason as the elemental refractory metals,
i.¢., to create high-conductivity paths that can withstand high—temperature
processes without melting. Some of the better-studied silicides are TiSi,, PtSi,,
TaSi, and "WSi;. In this group, titanium disilicide (TiSi,) has shown the Iowest
resrst1v1ty, with about p = 2.5 [mQ-cm] for cosputtered samples.

o S A
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Silicide

Gate oxide

FIGURE 5.15 A polycide gate MOSFET.

Polycides are simply combinations of polysilicon and silicides. A typical
polycide consists of a lower level of poly with an upper coating of silicide.
These are particularly useful because they exhibit the best features of both
polysilicon and silicides, including good stablhty, adherence, and coverage
(from the poly) and a high conductivity path (from the silicide). A MOSFET
fabricated with a polycide gate is shown in Fig. 5.15. It should be noted that
the threshold voltage of this device is dependent on the specifics of the layering
used for the gate. If a thick poly layer (>1500 [A]) is used, then the gate
threshold voltage will be the same as if only poly were used. However, if the
poly layer is thin, a shift in the gate-substrate work function ®gz will occur
because of the silicide. This must be accounted for in the threshold voltage
adjustment implant.

5.2 Lithography

An integrated circuit may be viewed as a set of patterned layers. Each layer is
a material with specific electrical properties. For example, n* regions, silicon
dioxide, and aluminum form layers of doped semiconductor, insulator, and
metal, respectively. In general, a layer must be patterned before the next layer
of material is applied. A device such as a MOSFET is a subset of the patterned
Chlp layers. Device characteristics result from the 3-dimensional structure
created by both the layering order and the geometric pattern on each layer.

The process used to transfer a pattern to a layer of an 1ntegrated circuit is
called lithography. Since each layer has its own distinct patterning require-
ments, the lithographic sequence must be repeated for every layer used to
build the chip. The main requlrements for a lithographic process are (a) a
mask or reticle that is a “master copy” of the desired pattern; (b) an exposure
or printing system that allows the transfer of the pattern to the wafer; and (c) a
resist material that coats the wafer and is itself patterned by the printing system
as the first step in creating the patterned layer.

5 2.1 Basic Pattern Transfer

The easiest way to illustrate the 1mp0rtant aspects of a lithographic process is
through a specrﬁc example The one chosen here is basic optical hthography
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Photoresist.

CpNe

) Sté.rting substrate o o After oxide growth resist application
o (a) 1 e R and soft-bake
. . .(b)
Ultravmlet hght

Chromlum mask
feature \

After resist development
(d)

Resist .

Oxide etch Strip resist, dope through window
®

(e)
FIGUREV 5.16 Example process for optical lithography.

w1th contact/proximity prmtmg The process will be discussed in conjunction
with the wafer fabrlcatlon steps in Fig. 5.16. This set of drawings will show
how a patterned n™* region is created in a p-type substrate such that the n* well
is accessed by a metal interconnect layer.

The starting point for the example is the section of p-type wafer w1th'
constant - doping: N, shown in F1g 5.16(a). The wafer is first sub]ected toa
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Drive-in or implant anneal "Oxide contact eut
with oxide growth
®

Aluminium

Evaporation of Al, application‘ and
- patterning of resist

®

Resist
! Aluminium

Aluminium

Aluminium etch Final structure
j k)

Figure 5.16 (contd.)

thermal oxide growth and is then coated with a layer of photoresist. At this
point, the wafer has the layering of Fig. 5.16(b). Photoresist is a light-sensitive
organic polymer (generally a type of plastic) that is initially in a liquid state
when it is applied to the wafer. The wafer is spun to allow for an even coating
of resist, and it is then subjected to a soft-bake heating step that solidifies the
resist enough for handling. Photoresist is available in two types, negative and -
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positive:: Negative: resists react: to. light: by’,absorbing photons, which' creates

cross:linking of the polymers when the resist is developed. Regions of negative '

photoresist that are exposed: to: light: becomé hardened after the developing
process:  Positive: photoresistworks’in :the ‘oppoesite manner, with absorbed
photons contributing: toward increasing ‘the :solubility ‘of the resist base resin.
Exposing ‘positive resist to: light creates soluble regions that are dissolved away
in“the developing solutlon The example here w1ll assume that negatlve
photore31st isused::

- Figure 5.16(c) shows the actual exposure step in the ﬁrst hthographlc cycle.
The: pattern‘for the'n’ geometry is:shown by the opaque regions on'the mask.
The mask-itself is high-quality‘quartz glass on ‘which a 1-to-1.(or1 X ) copy of
the: patterni-has ‘been:nade.’ The: ‘most common substaiice ‘used:'to. create
opaque’ mask regions: for :optical:lithography ‘is:chromium. Ultraviolet (UV)
light  is:used ‘'to expose’ the photoresist through ‘the ‘mask as shown: Photon
absorption ‘occurs in' the ‘photoresist- underneath: the: clear mask ‘régions. In
contact printing, ‘the mask-actually touches:the surface of the resist layer. This
results in ‘the: best pattern transfer resolution but'tends to’ wear out the mask
rather ‘quickly. Proximity printing solves this problem by maintaining a small
spacing (on the order of 20-40 [um]) between the mask and wafer surface:
Although the mask: does not degrade as rapidly, the resolution of the image is
reduced from that obtained by contact printing due to diffraction.

i.After exposure, the resist is developed to obtain the patterning as in Fig.
5.16(d)::Regions of negative resist that were exposed to the UV light through
the mask ‘have become hardened. This allows for -the silicon dioxide to be
selectively etched into' the pattern, illustrated by Fig. 5.16(e). The silica layer
may-be etched using:a wet chemical bath of buffered hydrofluoric (HF) acid.

Alternatively, a dry etch process based on a gaseous plasma may be used. It is-

important to note that this step has opened a patterned ox1de window down to
the bare p-type silicon substrate:.

The next step in the:processing is-to strlp the photore51st off the wafer.
This is required because resist generaily ‘has a low melting temperature, which
prohibits leavmg it on during high-temperature cycles. The pattern provided by
the oxide window is then used to. selectively. dope the wafer with donors to
form: the: patterned rn-type well in" the p-type substrate. Either diffusion or
implantation may ‘be used since the oxide acts as a mask to keep the dopants
out of the silicon regardless-of the doping technique employed. The oxide itself
becomes doped during this process but is assumed to be thick enough to keep
the:dopants from reaching the silicon surface. The resulting n-type well that is
created in this step is shown in Fig: 5.16(f). :

After:the initial: doping is: completed; the: wafer is heated for either-a
drive-in (for a diffusion) or an anneal (with an ion implant). The atmosphere is
assumed to . be nitrogen and oxygen, so"an-oxide layer is grown over the ‘entire

surface. This is drawn’in Fig. 5.16(g). The oxide is introduced at this pomt as'

an insulator between the semiconductor and ‘the metal layer.
Access to the n* well is obtained by another hthography step, wh1ch
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results in the oxide contact window shown in Fig. 5.16(h). Aluminum is then
evaporated over the entire surface of the wafer, and the desired metal pattern
is formed on the resist layer with the next lithography sequence. The wafer at
this point in the processing appears as illustrated by Fig. 5.16(i). Etching the
aluminum leaves the patterned layers shown in Fig. 5.16(j). The last step in
this example is to strip the resist, which leaves the final structure shown in Fig.
5.16(k). ‘ - _

This example demonstrates that the masking process is repeated for every
layer that needs patterning. In particular, masks were used to pattern the n*
doping, the oxide contact cut, and the metal geometry. Owing to the
importance of obtaining patterned layers that are accurate images of the
mask, good lithography is crucial for making integrated circuits. Many
variations in the lithography sequence are possible. Although space prohibits a
detailed discussion of the subject, some of the possibilities are discussed.

The first to be examined is an exposure technique known as projection
printing. In this approach, the mask is kept some distance away from the
wafer, and the pattern transfer is effected by optically projecting the image
through a lens system. One example of this type of printing system is the wafer
stepper shown in Fig. 5.17(a). The layer patterning is contained on the reticle,
which is typically a 5% or 10X enlargement of a single die area. Pattern
transfer is accomplished by optically reducing the image to the correct
dimensions while simultaneously focusing it onto a specified region of the
wafer. After the portion of the wafer is exposed, the system “steps” the image

Reticle

«——— Kocusing optics

Projected image

42t> —— Wafer

Setup Wafer stepping path
(a) (b)
FIGURE 5.17 Wafer stepper projection printing system.
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: ’a‘rticularly important as wafer
reticle: pattern allows for larger

techrnque s‘that the pattem transfer is* not greatly affected by dust particles
ctile is shielded with a'sheath: of clear nitrocellulose (or similar
1) ¢alled a pellicle. The system is-arfanged so that' any dust accumula-
tion is- festricted  to ithe pellicle surface. Image control is''maintained by
ensurlng that the dlstance between the reticle and the pellicle is sufficient to
keep' the ‘dust: i
Consequently, ‘the dust particles do ‘not image onto :the wafer. The main
disadvantage of the wafer stepper is that the wafer throughput is low compared
with that of a single-exposure process. .
i Negative photoresists:are . based on hght-sensrtwe otganic polymerlc resins
to- which photosens1tlzmg ‘agents’ have ‘been: added:'to:aid in the. photon
absorption: process. Typical negative:working resins are polyvinyl cinnamate
and cyclized polyisoprene. The resin itself must have the basic ‘properties: that
it can adhereto the desired surface and can be developed mto a hardened film
that is resmtant ‘to the basic layer etchants. The specific sensitizer used to
create a worklng negative resist depends on the resin system. since the two
must be compatible. Negative photoresist can be made very sensitive to llght
allowing ' for rapid exposure. Th1s makes negative photoresists useful for high

wafer throughput.- ‘However; they have ' the ‘undesirable property ‘of swelling.
: dunng the ‘development’ process: ‘because the ‘developing agent is absorbed by-

the polymer. Owing ‘to the distortion - introduced by the swelhng, negative
photoresists tend to be limited to' minimum: linewidths on the order of 2 [um].

Positive photoresists “do not ‘absorb ‘the ' developing' solution and are
thetefore the ‘ptime candidates  for’ fine-line optlcal VLSI lithography. The
polymeric: chemistry: associated with ‘positive photoresists  is: qurte different
from that described above for negative- workmg resists. Resins used in positive
photoresists ‘are not generally sensitive to' light but are chosen for their basic
characteristics, ‘such. as solubility and-adherence. The eéxposure properties of
positive resists arise fromthe- reaction of the ‘added light sensitizers with the
base resin chains. Positive photoresrsts tend to require longer exposure times
than those needed for negative resists. Consequently, improved resolution

capabilities ‘are gained at the’ eéxpense ‘of reduced wafer throughput.
- X:ray lithography is similar to the optical UV technique described above

except that X-rays are. used as the exposure source. This approach is of interest
because the- shorter wavelengths of X-rays allow for finer resolution in the
pattern -transfer-process ‘while still‘maintaining high wafer throughput rates.
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The most difficult aspect of X-ray lithography is mask making. The require-
ments are somewhat different from those used in optical lithography in that the
opaque regions of an X-ray mask are made to absorb (rather than reflect) the
radiation. Gold is typically used as an absorber for this type of mask. The walls
for the gold must be maintained perpendicular to:the mask surface to.ensure
good resolution. i

Electron-beam lithography offers the hlghest resolutron pattern formatron
by directly wntmg onto the wafer. The electron beam is columnated to:form
the desired spot size, and the beam is then used to scan the wafer surface; as
shown in Fig. 5.18(a). The pattern information is contained in the e-beam:scan
control system, which selectively turns the beam on and off depending on the
wafer coordinates of the beam as it scans the surface. Since beam diameters as
small as 0.01 [um] are possible, direct e-beam writing:allows for extremely
fine-line patterning. The major drawback of this technique- is that the wafer
‘throughput is low because of the time required to scan:the wafer at a rate:slow
enough to expose the resist. The throughput can be increased by enlarging the
spot size, but this obvrously reduces the resolution. A typical production:line
system providing a minimum linewidth of 2 [ym] might use an:e:beam asilarge
as 0.5 [um]. Other problems are that the circular beam shape makes it difficult
to form rlght angle (90°) turns in the pattern and that electron backscattenng, :
illustrated in Fig. 5.18(b), tends to widen the actua] exposure track.

5.2.2 Lateral Doping Effects

Doping through an oxide window results in a doped region that is larger.than
the window itself. This occurs because of lateral doping effects in which there is
a “spreading” of the dopants outward from the window edge in
parallel to the silicon surface. Both diffused and implanted patterns exhibi
lateral spreading. The MOSFET overlap capacitances CoL, and C,,,d di
Section 4.6, are direct consequences of this phenomenon. ... ..

Lateral diffusion is illustrated in Fig. 5.19(a). It is seen-
window serves as a mask for the patterning but that dopants at the.
oxide window diffuse outward. This results in.the: diffused: well geomet
shown in Fig. 5.19(b). The amount of lateral spreading is usually.
by the lateral junction distance y;. This can be quite large, with (. ¥il%;):
typical order of magnitude for a deep 2-step Gaussian profile. The :
of y; is dependent on the background doping Ngc of the s
specifics of the diffusion cycle. o

Lateral doping in ion implantation m1t1a11y results fr
outs1de the oxide “window plane” during the ion- -stopping- “hi
shown in Fig. 5.20(a). Thermal annealing of the implant will induc fu her
spreading because of lateral diffusive motion during the heat treatment. The
final width of the implant is-thus larger than the oxide window; as: deplcted in.
Fig. 5.20(b). Lateral doping from an ion implant is generally much less than
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FIGURE 5.1;8 Electron-beam lithography.’

INTEL - 1110
Page 36 of 89



258  MOS Integrated Circuit Fabrication

Oxide window

\ Lateral diffusion /

Npc substrate ! Ngc substrate

Diffusion at oxide Resulting geometry
window edge (b)

(a)
FIGURE 5.19 Lateral diffusion effects.

that for an impurity diffusion. Consequently, ion implantation is better sulted
for the fine-line geometries needed in VLSI chip de51gns.

5.2.3 Etching

Pattern transfer uses a resist layer as a etchant mask to allow selective removal
of the underlying material. The process of etching is critical to creating
fine-line features on integrated. cucults as it establlshes the hmlts on the pattern
resolution.

The basic problem in etchmg is illustrated by the example in Fig. 5.21(a),
where a mask (re31st) layer has been patterned to allow etching of an oxide.
The etch process is characterized by the etch rates v, and v,,, which represent
the rate of etching in the vertical and lateral directions, respectively. Practical
units for etch rates are [A/min]. The two-dimensional nature of the etchmg
process is specified by the degree of anisotropy e

vver

A=1-2n ‘ - | 621
where A varies from 0 to 1 depending on the ratio of the etch rates.

Implanted ions

HHH

A Implanted well -

Secattered i Oxide window )
ions plane . Final geometry

Lateral ion scattering
(a)

FIGURE 5.20 Lateral doping effects in an ion implantation;
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Substrate

- Purely isotropic etch (A = 0)
(b) )

B Suhsttéte" :

Pure anisotropic etchi(A =1):
, () .

lFiGURE 5 21 Basw etchmg problem

Purely zsotroplc etchmg occurs when Vit = Uy, i.€., A = 0. This results in
the structure:shown in Fig: 5.21(b), where the oxide etch undercuts the resist
mask. Al totally-anisotropic etch: is defined: by vj;; =0, giving A = 1. In this
case, only vertical etching is present so that the oxide wall is perpendicular to
the substrate surface. as. shown in: F1g 5 21(c) Anlsotroplc etching thus results
in the ideal structure:

' Figure 5.22 shows the: general case ‘where ‘a ﬁlm of thlckness h is etched
w1th an-amount ¢ lost in the lateral-undercut. This is described by

A=1-5 : _, s 6.22)

S1nce the amount ‘of etching is just the etch rate multiplied by the etch time ¢,.
The drawing also. gives a more realistic case in which the masking material
1tself has undergone some etchmg Th1s leaves a-slight tilt in the mask edge.

“:Substrate. : it \

FIGURE 5.22 : Geometry for a partially anisotropic etch.
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Substrate ' ‘ . Substrate

Oxide window widening Poly line'narrowing
(@) (b)

FIGURE 5.23 Window and line effects in a partially anisotropic etch.

The difference in etched contours for the mask and etched layer arises from
the fact that two materials exhibit different etch rates for a given process.

The importance of achieving a value of A close to unity is illustrated in -
Fig. 5.23. In Fig. 5.23(a) it is seen that an isotropic etch component will open
an oxide window that is larger than the resist pattern. If the oxide is then used
as a dopant mask, the curved oxide walls will lead to increased lateral doping
spreads. Figure 5.23(b) shows the opposite problem, where a polysilicon line
feature is defined by a resist pattern. The isotropic portion of the: poly:etch
from vy, gives a linewidth smaller than the resist pattern as shown by the
cantilever resist structure. This decreases the cross-sectional area of the current
flow, which increases the sheet resistance of the line. -In -addition;: the
undercutting requires that the mask pattern be larger than - the- final: ichip
feature. : o o vl

Etching techniques are generally classified as being either wet .or:dry.:Wet.
etching, as implied by its name, employs aqueous solutions:- of . acids: (or
caustics) to etch the desired layers. The wafers are immersed directly:in the
solution, which allows the chemical reaction to take place over the-exposed
surface regions. Wet etches tend to be isotropic when used on amorphous or
polycrystalline material. This then limits the use of wet etching to lithographic
features larger than about 3 [um]. LR

Silicon dioxide may be wet-etched in a buffered hydrofluoric acid solution
containing HF, NH,F, and H,O. The HF readily attacks the: SiO,: layer :but
does not etch bare silicon. This property of selectivity: makes it useful for
etching oxide windows down to a silicon substrate since the vertical etch rate
goes to zero when the substrate is reached. The HF solution is buffered to slow
down the etch rate to a controllable level. ' o

Phosphosilicate glass can be etched using a solution of HF and nitric acid
(HNO3) in water. Increasing the ratio of HNO; to HF yields a solution. that.
will etch polysilicon. Silicon nitride (Si;Ny) is wet-etched in heated phospho
acid (HsPO,). Solutions for etching aluminum tend to be based on H,PO, wi
HNO,; and CH,COOH (acetic acid) in water. , R,

Dry etching systems are based on the properties-of a weakly ionized gas
consisting of electrons, ions, and free radicals. This collection of particles
constitutes a plasma, so this approach is generically termed plasma-assi J
etching. The plasma is usually produced by an rf glow discharge i
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ccelerated ‘by: high electric fields and induce ionization by
'th gas mo ecules. Plasma-assrsted etchmg can be d1vrded

from

edin -

isotropic. because' of the dependence of ‘the surface reactron In practrce,

opeg hot ‘er the presence’of dlrected ions in the plasma can enhance Uyer 1O glve a

use i
dping -

1 line

“etch mechamsm RIE systems are generally designed so that the ions impact the
y the wafer vertically to ensure that v, > vy, This directionality allows for a
irrent minimization of the lateral etching, so that highly anisotropic etch contours are
;- the poss1ble RIE is thus a good choice for fine-line VLSI structures.

chip The gases used to create the plasma determrne both the etch rates and
«Wet _

s (or

o the

posed BEE A : LT DRIV ; BRSNS
ius or (e7) impacts with a CF, molecule to produce the
aphic ion and the F* free ‘radical. ‘The F* radical is the ‘active ‘species for -
; vely etching srhcon by forming SiFy; which is stable-and can be removed
lution from the wafer surface. A similar situation holds for silicon nitride: etching.
r-but Silicon dioxide relies on the CF3" ion for intermediate reduction to’ SiQ; which
1l-for then reacts to form SiF,. It is: found that addition of ‘oxygen: (and other gases)
1 rate can'greatly affect the etching characteristics of the plasma for'certain materials.
rslow’ The refractory metals Mo, W, Ti, and ‘Ta can be’ etched ‘using a' CF,
SRR plasma; The . silicides formed with these ‘metals “also - exhibit - this property.
> acid Aluminum, on ‘the other hand, cannot be etched with ‘'CF,. Rather, a
1 that. chlorine-containing gas such as carbon tetrachloride (CCl,) is used to induce a
thoric . reaction that forms AICl, as a stable by-product. Polysilicon can also be etched
s With usmg a chlorine-based plasma.

il ' Anvimportant consideration in dry etching centers around the select1v1ty of
d gas the plasma. As mentioned above, selectivity refers to the ability to etch only
tticles cértain materials ‘in a given process. This is particularly crucial in etching
sisted . . multilayer pattersis since each layer reacts differently to the etch mechanisms.
which . . In wet: etchmg, selectlvrty is attained by using acids that attack only a srngle
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'Po‘ly - Silicide
Gate oxide

Silicide
Gate oxide

Substrate Substrate

Resist gate patterning Purely isotropic etch
(a) (b)

Silicide
Gate oxide

Substrate
Partial amsotropic etch with different

lateral etch rates

©

FIGURE 5.24 Etch sélectivity problem for a polycide MOSFET gate.

layer of material at a time. This can be partially achleved in a purely reactlve
dry etch by varying the gas composition to preferentially etch a given layer ata
faster rate. Note, however, that a plasma made with CF, can potentially etch
any silicon-containing layer, so that high selectivity is difficult to obtain.
Another problem in dry etching is that ion bombardment of the wafer sputters
off material at a rate that is relatively insensitive to the composition.
Consequently, there are no built-in mechanisms to stop the process after the
layer is etched. This must be controlled externally by monitoring the etchmg
time to prevent over-etching the wafer.

An interesting example of the multilayer dry etching problem is pr0v1ded'
by the polycide-gate MOSFET in Fig. 5.15 of the previous section. Patterning
of the gate requires etching through the silicide, the polysilicon, and the gate
oxide. Figure 5.24(a) shows the initial layering with the gate etch mask. If a
purely isotropic plasma etch is used, the gate will have the structure shown in
Fig. 5. 24(b) Although this gives a smooth transition at the layer interfaces,
there is significant undercutting of the silicide underneath the mask. This-
results in increased sheet resistances, which act against the basic reason for
introducing the silicide layer in the first place. Figure 5.24(c) shows. the
structure obtained using an RIE in which the lateral etch rate for the poly layer.
is greatér than that for the silicide. This produces an undesirable silicide
cantilever in the MOSFET. Problems of this type illustrate the 1mportance of
characterizing the etching process used in the wafer fabrication.
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‘need to electrlcally 1solate

“dmg to the cucmt
”'Ons to preVent

lay rs. may form under. the interconnect lines that are patterned in the field
regions. If the field silicon surface becomes inverted, a conduction path may be
established between MOSFETSs in adjacent active areas. Isolation techniques
are usually directed toward dealing with this problem.

The: basic requirements for an isolation scheme are that (a) ‘the technique
should eliminate the poss1b111ty of forming unwanted field inversion layers and
initial active area reglons must be flat for fabricating the MOSFETs.
‘ snable feature is that the overall chip process yield planar surface
‘topologles after. each major step. There are different approaches used for
1solat10n in MOS mtegrated c1rcu1ts Three are presented below. - -

5-3'-1 Et@hﬁﬂ."?i.ﬁ*d_ Olsidje; lsﬁatiqn v
This basic MOS isolation approach uses the sequence shown in Fig. 5.25 to
deﬁne and isolate active areas. The startmg point is a lightly doped p-type

e “ ‘ Fle]d ox1de‘(‘FO‘X) : Fleld oxide
o / - : S E : /Actlve area

P 1eld o‘(lde growth : : ', Aetive area definition

@) il .
Etched ﬁeld 0x1de 1solat1on

FIGURE 5 25

INTEL - 1110
Page 42 of 89



264  MOS Integrated Circuit Fabrication

- wafer that serves as the substrate. The first step is to thermally grow a thick
field oxide (FOX) over the entire surface of the wafer, as illustrated by Fig.
5.25(a). Active areas are defined by a masking step that selectively etches the
field oxide down to the bare silicon. The pattermng for the present example is
shown in Fig. 5.25(b). The field is defined by regions of the wafer where the
FOX remains after this etch step. Active area patterns are set by the surface
geometry requirements for the MOSFET to be placed in each location. This
process also allows for n* line patterns to be formed during the active area
definitions. These serve as silicon-level interconnects.

The .isolation characteristics of the field oxide are best understood by
examining the structure of a completed MOS chip section. A poly gate
enhancement-mode MOSFET can be fabricated using the sequence of Fig.
5.26. The first step is the growth of the thin MOSFET gate oxide with
thickness x,, as illustrated in Fig. 5.26(a). Next a p-type ion implant (e.g.,
BF,) is performed to induce a positive threshold voltage shift for an E-mode

Field oxide ._— Poly
/ Gate oxide (x,,) v /

[

//// / / IIIIIIIIIIIIIIIIIIIIII/II
n N,

Gate oxide growth Polysilicon deposition . .
(a) (b)

Poly interconnect MOSFET poly gate ’

Poly and oxide etch
(] :
FIGURE 5.26 Enhancement—mode MOSFET fabrication sequence for etched ﬁeId
oxide isolation.
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Cpepolyt U pitypd MOSFET 0
interconnect poly gate interconnect

‘ Field inversion
: regron

F!GURE 5. 21 Fmal enhancement-mode MOSFET m an etched field oxide isolation
process

transwtor The gate polysﬂlcon layer is thcn depos1ted over the entire surface,
giving the layering shown by Fig. 5. 26(b) The poly layer is also used as an
interconnect level. The poly patterning is obtained from a masking step, and
then the gate oxide is etched to leave the basic structure of Fig. 5.26(c). This
shows :a:MOSFET pattern in the active area with a poly mterconnect line
: runnlng over the adjacent field region.

~The final stép: needed to complete the bas1c MOSFET is to perform an
n-type doping with either a diffusion or an ion 1mp1antatlon This results in-the

completed MOSFET-interconnect arrangement. in Fig. 5.27. The drain and.

source n* wells have been pattemed using the gate (and FOX) as a mask. This
is called a self-ahgned MOSFET since the gate pattem allows for automatic
alignment of the n* regions.. Overlap capacitance is thus minimized. A direct
consequence of this step is that the polysilicon layer is doped n-type unless a
mask'is provided prior to the doping step. (Undoped poly lines may be used as
res1stors )

. The purpose of the field oxide is to prevent the formation of i inversion

layers under the: poly interconnects. The region of concern in the present

example is shown in Fig. 5.27. It is seen that the polysilicon interconnect forms
aMOS system with the field oxide such that

1i€ox

631

CFOX -
k X FOX

is the ﬁeld capac1tance per unit area. “The ‘process flow is -set. to:.give
Xeox: > Xox: - Consequently, Crox < Cox, mdlcatmg a reduced level of MOS

field couphng into the substrate.
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The ﬁeid threshold voltige may be constructed as

(Vro)rox = Vi rox + 2 |¢r| + o V2qe5iN,(2 (@), (5.3-2)
FOX ‘
where
. 1 . .
Vesrox = @5 — ‘C—"(QFox + Qg r0x) v . (5.3-3)
v FOX

is the field flatband voltage. ®,; represents the difference in work functions
between the interconnect and substrate, while Qrox and Q. rox are the field
oxide charge densities. The basic constraint on the processing is to ensure that
(Vro)rox is greater than the largest voltage in the system. For example, with a
single voltage supply,

(Vro)eox > Vop (539

represents the minimum requirement to prevent formation of a field inversion
layer.

The value of the threshold voltage may be increased by two techniques.
The first is to provide a field acceptor implant with a dose D, rox that increases
the field threshold voltage by an amount

(AVrrox = L2E0X. \ (5.35)
C‘FOX .
The field implant must precede the initial field oxide growth. The resulting p*
under the FOX is sometimes referred to as a channel stop.
An alternate approach is to apply a body bias voltage Vj to the p-type
substrate. Assuming that Vj is negative with respect to ground, this induces a
body bias threshold voltage shift of

(AVr)rox = Yrox(V2 lprl + [Va| — V2 [®rl), (5.3-6)
where
1 ‘ ) :
Yrox = G— V2q¢sN, (5.37)
FOX

is the field body bias factor. Using this technique requires that V; be accounted
for in the circuit design since all MOSFET threshold voltages will increase. It
should be noted that the threshold voltage shifts described in the- above:
formulas are propottional to Xgok.

The main drawback of etched field ox1de isolation is that XFOX 3> Xox
implies the existence of large oxide “steps™ at the boundaries between active
areas and field regions. Transitions of this type can lead to problems in
depositing a conformal (unlform) layer of poly over the isolation terrain. For
example, a crack may occur in the poly layer that could lead to chip failure.
This gives motivation for examining isolation techniques that recess the field
oxide into the silicon, yielding a more planar overall working surface.
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: ‘Xpox, eqn ‘(5 1-9) shows that the ﬁeld recesses an amount

relatlve to the orlgmal s1hcon surface. Oonsequently, an ox1de step from the
field to an active area is at:most about 0.54Xgox. This results in chip surfaces
that are more planar than those obtained using a nonrecessed isolation oxide.

- The technique of local oxidation relies on the use of a silicon nitride layer
to inhibit oxide growth in active areas. The basic sequence is illustrated in Fig.
5.28. First, a stress-relief oxide layer and a nitride layer are patterned to define
the desned active area geometry, shown in Fig. 5.28(a). Next an acceptor- ﬁeld
1mplant is performed to increase the value of (Vip)rox. The resulting p*
regions are shown in Fig. 5.28(b). The field implants are self-aligned to the
active areas by the nitride masking.

-Localized growth of the field oxide is achieved using the fact that Sl3N4 ‘

does not react. with O, and only slowly oxidizes in steam. A typical FOX
growth might start with an initial growth in chlorinated O,, followed by a long
steam oxidation that produces most of the field oxide. The wafer would then
be :subjected to. a dry O, anneal/growth step to improve the quality of the

steam-grown oxide. The field regions (not covered by the nitride) are directly -
* oxidized by this sequence of steps. The resulting structure appears as shown in-

Fig.-5:28(c).

- The “lifting” of the nitride edges is easily understood. During the FOX
growth some of the oxidizing gas will diffuse through the stress-relief oxide to
the underlying silicon. This induces an oxide growth around the edges of the
nitride pattern, which in turn ‘lifts the nitride layer. The transition from the
stress—rehef oxide to the FOX is called the bird’s beak region because of its
shape. The formation of the bird’s beak in LOCOS results in a smaller active
(planar) area than that originally defined by the nitride patterning. The loss of
active ‘area to the bird’s beak is termed encroachment. The amount of

: encroachment increases with increasing thickness of the stress-relief ox1de

* layer; since more oxygen can diffuse under the nitride pad.

- MOSFETs are made in the active areas by first removing the nitride (Fig.
- 5.28d) and then etching the stress oxide down to the silicon (Fig. 5.28¢). This
allows for a controlled growth of the critical gate oxide with thickness x;,, as
illustrated by Fig. 5.28(f). The workmg value of the field oxide thickness Xpox
is also established . at this pomt since the next layenng wﬂl be the polysrhoon
gate ;
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Field oxide growth
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FIGURE 5.28 Basic LOCOS MOS isolation process .ﬁow.v ‘
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.+ LOCOS s a relatively complicated process to characterize and generally ‘

requires the use of numerical simulation studies. Although the details of the
analysis:are: beyond the scope of the present treatment three points deserve
further comment.: :
~First, it should be noted that the acceptor field implant used to-increase
(V'I[))po miust: be ' relatively deep ‘with::a- moderate ‘dose level. This arises
because the field oxide growth will consume the surface portions of the doped
p? layer. The iitial 1mp1ant characteristics must ‘be adjusted to account for
this part of the processing. The dose level of the implant must be high enough
to prevent the field from' inverting. -However, increasing “the field implant
density increases the: MOSFET 'n* /substrate  depletion ' sidewall capacitance
Cjoss as' shown' by ‘eqn. - (4.6- -21).- This ‘consideration requlres that only
moderate implant doses (10*2-10** [em™?]) be used.
+'The: second' point s c0ncerned w1th the reactlon of s111con n1tr1de and

steam by means of
SlgN4 + 6H20 — 38102 + 4NH3

The ammonia’ (NHj) produced by this ‘reaction tends to diffuse through the
structure and can eventually make it to the underlying silicon. The ammonia
will‘then: react ‘to form a layer of SizN, at the silicon surface. This is most
prevalent ‘around the edge of the nitride pattern and gives rise to what is
sometimes-called the “white ribbon” effect. The presence of this nitride can
cause nonuniform gate oxide -growths, so it must be removed with an
additional processing step.

“:The last ¢comment: deals with the formation of the bird’s beak and the
subsequent: active area’ ‘eéncroachment. This is an important factor in chip
layout since it requires that the- initial ‘active atea definition be larger than the
final: working value:. ‘A~ typlcal order of magnitude might be 0.8 [um)] lateral

encroachment (per side) using a 200 [A] stress-relief oxide thickness; the actual . .

value varies according to-the: process specifications.’ Encroachment is particu-
larly ¢rucial for "VLSI circuits smce it ‘creates ‘a fundamental 11m1tat10n on
hlgh den51ty layouts S

5 3 3 Trench Iso!atmn

LOCOS is'a w1dely used technlque since it prov1des the necessary isolation
properties andis- relatwely straightforward to implement. However, the
uridesirable ‘activearea” encroachment associated ‘with- the formation of the
bird’s beak has spurred development -of new isolation schemes for use in
high-density chip layouts. This section will dlscuss the use of “trenches as an
alternate approach to LOCOS.

Trench isolation uses a highly anisotropic silicon etch to create vertical-_

walled trenches around active areas. The trenches are filled with a dielectric to
‘establish the:boundaries needed to ensure ¢lectrical isolation. The process has
the -advantage that it exhibits only minor bird’s beaking and negligible
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encroachment. In addltlon trenches provide isolation structures that are
almost completely recessed into the wafer.

The basic process flow involved in a trench isolated integrated 01rcu1t is
illustrated in Fig. 5.29. Figure 5.29(a) shows a stress-relief oxide with a nitride
layer used to define the active areas. The example chosen here also uses a
CVD oxide layer as a mask in the trench patterning. Once the active areas are
defined, the wafer is subjected to an anisotropic silicon etch (usually an RIE)
that gives the initial formation of the trench structurlng shown in Fig. 5.29(b).
At this point, boron is implanted to create a p* channel-stop layer at the
bottom of the trench. The oxide mask is then removed.

Ideally, isolation would be accomplished by filling the trench w1th an
insulating dielectric such as silicon dioxide. Unfortunately, it is difficult to fill.
the trench using a CVD oxide because of void formation and other problems in
trying to obtain uniform coverage. To overcome this, the wafer is first oxidized
to grow oxide layers on the bottom and sidewalls; this is shown in Fig. 5.29(c).
Then polysilicon is deposited over the structure, filling the trenches. The
surface poly is etched, leaving the filled trenches illustrated in Fig. 5.29(d).
The last step needed in the isolation process flow is to oxidize the wafer. This
gives the final cross-section in Fig. 5.29(e).

This typical sequence illustrates some important points. First, note that
there is a small amount of active area encroachment during the thermal
oxidation of the trench walls in Fig. 5.29(c). Additional encroachment may
occur during the poly oxide growth, which gives the surface oxide layer of Fig.
5.29(e) due to both silicon consumption and any bird’s beak formation under
the nitride. The magnitude of the encroachment is relatively small (particularly
when compared with a standard LOCOS process), which makes this type of
isolation a good candidate for high-density circuit layouts.

The use of polysilicon as a “filler” material for the trench provides good
coverage but can introduce complications in the isolation characteristics. The
basic problem is shown in Fig. 5.30(a), where an interconnect runs over the
trench. Owing to normal coupling capacitances, the polysilicon. 1ns1de the
trench acts as an electrode with a floating potential.

There are three values of oxide thickness that enter into the analysis: the
top oxide Xrtox, which is grown during the final oxidation step; the sidewall
oxide Xsox; and the bottom oxide Xpox. Although the thickness of the trench
sidewall and bottom oxides are usually different (due, for example, to
nonuniform surface oxidation rates), Xpox = Xgox Will' be assumed for
‘simplicity. The important capacitances per unit area ate thus given by

Crox = % For [F/em?]

TOX

for (5.3-9)

Csox = X Cpox [F/em?®].

SOX B

At the present time, typical values for the oxide layers are Xsox = 1500 [A]
and XTOX = 4000 [ ] .
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4 8i0; masking laiyér‘ o
- (Active ared definition) - +

- Si0, mask p*
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FiGURE 529 Basic sequence for trgnch isolated iritegrated circuits.
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Interconnect

p* channel stop |,

Interconnect over poly-filled Coupling capacitances
trench (b)

(a)

Interconnect, V;

=

I-P

l Ce.g

Simplified cireuit model
(e)

FIGURE 5.30 Coupling problem w1th floating polysilicon filler.

The coupling problem is established by the capacitive connections illus-
trated in Fig. 5.30(b). To analyze the associated circuit problem, the model in
Fig. 5.30(c) will be used as the basis for a low-order approximation. It is
assumed that the interconnect voltage is V; and that the substrate is grounded.
Field effects in the substrate  are ignored completely. Defining the
interconnect-poly area by A, p, the .interconnect is coupled to the poly filler
region by a total capacitance

Crp = CroxALp. (5.3-10)

Similarly, denoting the total area of the trench sidewalls and bottom by Az
gives the poly-substrate capacitance as

Cp.s = CsoxArr- (5.3-11)
Assuming that the entire polysilicon region is at a potential Vp, the capacmve
voltage divider circuit gives

Crp
Crp + Cps

Ve = v, - (5.3-12)
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p channel stop i
o 1mp1ant

F!GURE 5 31 Example of nomdeal trench cross sectlon v

Minim’um couplin‘g is achieved by ensurmg that Vp &V This requires a large
value for the capacitance ratio Cp.s/Cj.p. :
" The most important aspect of this analysis is that V, must be kept below

~ the value of the trench threshold voltage (Vm)Box needed to’invert the silicon

at the bottom of the trench. This, of course, is required to preserve the

isolation characteristics. Equation (5.3-12) shows that V» <« V; can be attained
by satlsfymg the condition

C : : s

s (5.3-13)

The geometry of the trench structure automatlcally ensures that the capacit-

ance ratio is large. This is seen by rioting that Asz > Ap because the trench

‘has’ ‘both sidewall énd bottom ‘area contributions and surrounds an entire
MOSFET active area. In addltlon Krox > Xs0x can be set by controlhng the '

. oxldatlon times for the two oxide growths .

The ‘problems involved with trench isolation are much more" comphcated
than the simplistic example discussed above: This additional complexity arises
for marny reasons. One is that'the polysxhc is genera]l - iitrinsic so that the
assumption of ‘a single poly voltage V; is not valid.- An'analysw ‘must then
account for the potential variation in both the ‘polysilicon and‘the substrate.
Another’ complicating factor is that the cross-sectional geometry of a realistic
trench is not rectangular but assumes a profile similar to that illustrated in 'Fig.
5.31. These and other considerations need to be included to obtain a more

: ‘accurate charactenzatlon of the trench isolation structures.

5. 4 nMOS LOCOS Process Flow

A process flow. describes the sequence of fabrlcatlon steps used to create an
mtegrated circuit. Knowledge of the process flow allows for a complete
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electrical characterization of the layers used to construct the chip. It also
provides the information needed for layout des1gn

This section deals with a process flow for fabncatlng a LOCOS—lsolated
nMOS integrated circuit with both enhancement-mode and depletion-mode
transistors. Emphasis will be placed on the study of a depletion-load inverter
on the chip. Extension of the concepts to other circuit configurations is
straightforward. The sequences presented here are representative of realistic
processes. However, only the basic steps are included in the discussion. Many
variations are possible.

The process flow for fabricating a depletion-load nMOS inverter is shown
by the drawings in Fig. 5.32. The starting point for the discussion is the initial
active area patterning shown in Fig. 5.32(a). The drawing shows the active
area geometry defined using the stress-relief oxide and nitride layers. In
addition, a self-aligned p™* channel stop field implant has been performed using
the nitride patterning. For future reference it is noted that the E-mode driver
MOSFET will be on the left side of the active area, while the D-mode load
transistor will be placed on the nght side.

The field oxide (FOX) used in the LOCOS isolation scheme is grown by
subjecting the wafer to an oxidizing ambient. This results in the semirecessed
field oxide structure shown in Fig. 5.32(b). Note the characteristic bird’s beak
formation around the nitride edges. The next stéeps are to remove the
nitride and then etch the stress-relief oxide, which gives access to the silicon
surface as in Fig. 5.32. Once this is accomplished, the critical MOSFET gate
oxide with thickness x,, is grown. Figure 5.32(d) shows the structure at this
point in the process flow.

Two threshold adjustment ion implant steps are included in the fabrication
sequence. The first is an acceptor implant used to set the threshold voltage
Vo > 0 of the enhancement-mode MOSFETS. Resist is used as a mask to
selectively implant the E-mode active area; the patterning for this step is
shown in Fig. 5.32(e). Implanted p-type threshold adjustmert regions are not
usually shown explicitly in cross-sectional drawings. Depletion-mode
MOSFETs are made using the donor implant in Fig. 5.32(f). This step creates
a patterned n-well, which eventually serves as the D-mode transistor channel.
The use of donors ensures that the threshold voltage satisfies Vip < 0.

Polysilicon is deposited over the gate oxide in the next step. The poly layer
is patterned, and the gate oxide is etched. An n* implant is then performed to
create self-aligned drain and source regions. The structure now appears as in
Fig. 5.32(g), where the identities of the transistors become clear. Note that the
n* implant uses the polysilicon layer as a mask, so the poly layer is doped
heavily n-type unless a separate mask is provided to keep the layer undoped.
This is important for computing both threshold voltages (in CDGS) and parasitic
line resistances.

The last steps in the basic processing sequerice are to coat the surface with
CVD oxide and then pattern contact cuts where needed. Metal is deposited
over the surface and patterned. The final inverter structure is shown. in Fig.
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FEGURE 532 Basic nMOS LOCOS process flow for depletion-load inverter.
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Figure 5.32 (contd.)
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5: 32(h) Both’metal/n* and metal/poly contacts have been made The inverter
input'is at the poly level, while the output is chosen. to be on the metal level:
The: power. supply: (VDD) and ground connectlons to the circuit are obtained
from the metal lines. :

This. sequence connects: the source and gate of the dep]etlon-load
‘MOSFET: by mcludmg oxide: contact:euts for a:metal-intérconnect. Since this is
a common problem in' depletion-load nMOS logic; alternate: schemes have
been developed to electncally connect n* regions to poly layers. Two of these
techniques are included in the discussion: here In general both w1ll result in
reduced real estate consumption. :

The first n*/poly technique is termed a buttmg contact. To effect thls
connection, the processing sequence is followed to obtain the poly patterning
shown in Fig. 5.33(a). Note that the depletion MOSFET poly gate area over
the ‘field oxide has been reduced. The surface is coated with oxide, and then
contact cuts are etched into the oxide layer. The structure of a butting contact

After poly patterning
and n* implant
. @

Metal
“output poly

Butting contact
b N,

After metallization
®

FIGURE 5.33  Formation of a Butting metal/poly/n* contact.
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is-illustrated in Fig. 5.33(b).- Metal'has ‘been deposited such that it directly
connects the poly gate to-the n* region. The savings in real estate is evident
from the metal/n” and n*/poly contacts having merged into-one. The main
drawback of a butting contact is that the metal may crack because of the
transition from the top of the poly to the n* layer.

.Buried contacts achieve n*/poly connections without using the metal layer.
A typical sequence: is illustrated in Fig. 5.34. The starting point for creating a
buried contact is directly ‘after: the threshold adjustment implants have: been
performed. This is shown as Fig. 5.34(a). A buried contact relies on the.fact
that an n-type layer has been created for D-mode MOSFETs. The first step in
creating the buried contact is to perform a selective etch into the gate oxide as
in Fig. 5.34(b). Next the polysilicon is deposited and patterned so -that the
depletion MOSFET -gate poly extends over the exposed n-region. Figure
5.34(c) gives the polysilicon patterning. The n* drain-source implant estab- .
lishes the buried contact, since the polysilicon and n*-wells are now electrically
connected through the n-region. The final steps are to coat the wafer -with
-oxide, etch contact cuts, and perform the metallization. Figure 5.34(d) gives
the final structuring chosen for the example. Both the inverter input and
output are -on the poly level. The metal is used only for V,,p and ground
connections in the gate.

The process flows described so far are characterized by having three
interconnect layers; metal, poly, and n*. These can be patterned to accom-
modate the wiring dictated by the circuit design. Although this may appear to
allow a signiﬁcant amount of freedom in the layout, a p‘roblem arises with
using n -r‘e‘gions as interconnects. As discussed below, n* interconnects
require excessive real estate, making them less attractive for chip imple-
mentations. .

In the LOCOS process, an n*-region is patterned as an active area with
silicon ‘nitride. Active area encroachment during the growth of the field oxide
can significantly reduce the width of lines. Consequently, patterning an n™*
interconnect requires that the initial layout be larger than the final dimensions
to account for bird’s beak encroachment. Allowing for this encroachment
increases the amount of chip area consumed. The most efficient 1nterconnects
are thus the metal and poly layers.

The layout of complicated logic systems is facilitated by having multiple
interconnect layers available as needed. Owing to this consideration, process
flows have been developed to provide additional conducting layers. Figure 5.35
shows the basic steps used for a double-poly scheme. This gives two polysilicon
layers, denoted as Poly I and Poly II. Both may be used as MOSFET gates and
interconnect lines. With the final metal layer added, this scheme provides three
interconnect levels in addition to n* lines. :

The sequence in Fig. 5.35 demonstrates how two polysilicon layers can be
incorporated into the process flow such that either can be used for MOSFET
gates. The starting point is the active area shown in Fig. 5.35(a). The (first)
gate oxide with thickness x, is grown,-and then the first poly layer (Poly I)-is
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Selective gate oxide etch -
(b)

n
Buried n*
contact . p, N,

" Poly deposition/patterning,
oxide etch and n* implant
()

~Poly Poly
inpgtﬁ .

contact

 After metallization

V FIGURE 5.34 Formation of a buried poly/n* contact.
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FIGURE 5.35 Double-poly process flow.
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_Polyll

Gate oxide
N, :

Poly II deposition/patterning
s (e)

p, N,

Oxide eteh, n* implant

ﬁgure 5. 35 (contd )

deposned and patterned. Figure 5. 35(b) shows the structure at this point. The
_gate oxide is etched as drawn in Fig. 5.35(c) to allow access to the p-type
silicon surface in preparatlon for the second poly layer. A second gate oxide is
grown to a thickness x.. In an_ ideal process, the two gate oxides will be
identical. As seen in Fig. 5.35(d), this results in a polyoxnde growth over the
Poly I layer. The second: polysilicon layer, Poly II, is then deposited and
patterned as illustrated in Fig. 5.35(e). Note that a capacitor can be formed
between the Poly I and Poly II layers since there is an oxide layer between the
two. After the gate oxide is etched, both poly layers are exposed. An n™*
drain-source implant gives the final structure, shown in Fig. 5.35(f). The metal
deposmon and patterning follows, which completes the process flow.

_Other multilével interconnect schemes are common. For example, single-
poly, double-metal processes have been developed. Refractory metals are
partlcularly useful in this regard.

EXAMPLE 5.4-1

‘ The 1mportant paras1tlc mterconnect capacxtances are established dunng the
_ fabrication cycle. Figure E5.1 shows the layering for a single-poly, single-metal
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CVD oxide
over poly Metal Metal

7

p-type substrate D

Field region
FIGURE E5.1

process. Assume oxide separations of
Xpp =0.60{um]  (poly to field);
Xmp = 0.40 [pm] (metal to poly);
Xmy = 1.00 [pm] (metal to field);
Xmnp+ = 0.42[pm]  (metalton™)

as representative values. Compute the oxide capacitances per unit area for
each case.

Solution v
Since £, = (3.9)(8.85 x 107'%), the interconnect capacitance is calculated
using Ciqe = (3.45 X 107")/x;, [F/em?]. This gives :

Cpy = 5.76 x 107° [F/cm?®] = 0.0576 [fF/um?],

Cpnp = 8.63 X 107°[F/cm?] = 0.0863 [fF/um?],

Cos =3.45 X 107° [F/cm?] = 0.0345 [fF/um?],

Cont = 8.22 X 107° [F/cm?] = 0.0822 [fF/um?]. -

These values will be used as typical capacitance levels in later examples. W

5.5 Threshold Voltage Adjustment

The depletion-load nMOS fabrication sequence described in the last section
has associated with it three distinct MOSFET threshold voltages. Multiple-
threshold process flows introduce extra degrees of freedom, making them
particularly useful in circuit design. ' - o -

The basic threshold voltage is that obtained from the MOS system physics
before ion implantation. From Section 1.1, this is given as

, 1 _ : o
Vo = Ve + 21¢e] + == V2qeaNo(2 | 0rl), B X5 1)

ox
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where: Vi is:the flatband voltage:

) | i
Vip = ®gs — f(:—(st + Qox)- (5.5-2)

This is sometimes referred to as-the ‘‘natural’ threshold voltage of the wafer
since it is set by the basic processing parameters including x,, and N,. It may
be posmve or negative, dependmg on the relative magnitude of each term.

‘Enhancement:mode MOSFETSs are obtained by implanting acceptors with
a dose D, o Th1s glves a posmve shlft to the natural threshold voltage, o

’ Dy, . , _
VTOE-mode = Vo + ‘qCI >Q ‘ v e - (5.53)

Depléetion-mode transistors are formed with a donor 1mplant Letting D, , be
the dose, thls gives a negatlve Shlft such that

VTODmode Vm 4D Id<0 . o : (G549

Cox

Both VTO E-mode and VTD Buanode Can be set by adjusting the dose of the implant.
These serve as the fundamental circuit design values in the depletion-load
process.

Zero-threshold MOSFETs are defined to have threshold voltages shghtly
greater than 0 [V]. These enhancement-mode devices require only small values

‘of Vs >0 to induce conduction. Zero-threshold transistors are partlcularly

useful for reducing threshold voltage losses and find wide application in certain
types of switching and logic control networks.

Zero—threshold transistors can be fabricated by mtroducmg another ion
implantatlon step into the process flow. Alternatively, the natural threshold
voltage Vi may itself be slightly pos1t1ve, which then gives a zero-threshold
MOSFET without additional processing. To study this possibility, suppose that
the gate is doped n-type with a donor dens1ty of Ny ,poly- The flatband voltage is

= _ (KT, &g}z) _1 ~ ‘
: VFB - ’ ( q ) l'l( Cox (st + Qox)) (5-5"5)

N,

whéré,{I)Gs. from Problem 1.2 in Chapter 1 has been used. Since Vg <0,
attainment of a zero-threshold device requires that

206el + o VIgENCIGD = [Vesl 5546
Assuming that N, is preset (to give a safe pn™ reverse breakdown voltage), xo.
becomes the critical processing parameter. The value of x,, needed to satisfy
eqn. (5 5-6) depends on the oxide charges O, and Q. and also on the dopmg
levels in the gate and substrate. This may or may not be possible.
‘State-of-the-art processing lines have reached a significant level of com-

‘ plexity.. Consequently, additional processing steps that enhance the circuit
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capabilities do not present-any major technological problems. Economics is the
important factor in the final decision. '

5.6 nMOS Design Rules and Layout

Chip patterning represents the silicon implementation of a circuit design.
Functionality of the chip depends on faithful reproduction of the pattern.
Design rules are a set of specifications for the mask patterns used in the layout
and provide geometric information such as the minimum widths and spacings
for each layer. In addition, vertical alignment problems are addressed by
specifications on the spacing between lines on different layers. Electrical
characteristics are usually provided with the geometric patterning information.
Items of interest include k' values, sheet resistances, and capacitance levels.
Design rules provide guidelines for chip layout at the mask level. The
specific rules result from a detailed analysis of a given process flow and reflect
the limitations of the processing line. In an industrial environment, design rule
sets are highly proprietary because an enormous amount of information can be
extracted from them. This section deals with the origins and application of

design rules in chip mask design and layout.

5.6.1 Physical Basis of Design Rules

Formulation of a design rule set is based on many considerations. The most
crucial items are (a) limitations in the lithography, (b) physics of the process
flow, and (c) electrical characteristics of the final structures. A detailed
discussion of design rule derivation is beyond the scope of this book. However,
it is possible to introduce some of the factors that yield the final numbers.

The concept of a minimum linewidth is usually associated with limitations
in the lithographic resolving power. A minimum linewidth (in units of microns
[um]) specifies the smallest width of a liné that can be reliably patterned on a
given layer. In terms of the interconnect example shown in Fig. 5.36, this
design rule specifies the smalleést value of w permitted. Other physical
problems are also addressed by this design rule. For example, with a resistivity
p [Q-cm] and a layer thickness 4, the sheet resistance of the interconnect is

R, = %[9], (5.6-1)

so that
R = Rn [Q] : - (5.62)

gives the resistance of a path with length ¢ = nw, where 7 is the number of
squares of dimension (w X w) in the direction of current flow. For long
interconnects, #n may become excessively large. Design rule sets may specify a -
larger value for min (w) in this case to reduce the overall resistance.
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1

FIGURE 5.36 Interconnect gedr{igfry..

Minimum spacing rules for lines on a given layer also tend: to. originate
from the lithography. In Fig. 5.37, two poly lines are separated by a distance
d; the design rule for this layer will specify the minimum: d. permitted. This
choice affects the electrical properties of the. final structure since a parasitic
coupling capacitance Ce,, €xists between the two lines. Ceoup increases with
decreasing separation distance d. The line-to-line spacing thus affects : the

performance of the circuit. Mutual inductance also enters into the problem

since magnetic coupling is present. o S

~ Minimum spacing rules between lines on different layers are extremely
important in.layout. Restrictions arise because the: layers must be stacked to
form devices. If the vertical alignment of the layers is off, the fabricated
structure. may not behave properly. The complexity of the problem can be seen
by..noting . that s;:veral‘ layers. must - be. applied and patterned to form an
integrated circuit. Failure to correctly align even a single layer can result in a
totally nonfunctional wafer. . ... L '

. Design rule specifications for vspacingj b,etween‘lii,les of different layers are

. Io'—W—vL——d'—f"—W—-J

FIGURE 5.37 Interconnect spacing geometry.
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FIGURE 5.38 Registration error example.

chosen to compensate for misalignment or registration errors in the layering
process. This is a complicated problem because it is not possible to perfectly
align each new layer with existing wafer patterns. Rather, a registration
tolerance must be allowed. This is usually determined by the lithographic
equipment and the scheme used to place registration marks on the wafer for
subsequent layers. :

An important example of the alignment problem is shown in Fig. 5.38. A
contact cut is needed in the oxide cover to access the n* patterned layer. The
ideal location is shown by the solid line. The distance d,_., between the edge of
the n* boundary and the contact cut must be large enough to allow for
registration errors when designing the contact cut mask. As long as the actual
contact cut is within the n™ borders, the connection made through the cut will
work. The dashed line shows a case where a good cut will be made even
though misalignment has occurred. ,

Spacings between lines on different layers also affect the electrical
characteristics. Parasitic coupling capacitance is particularly important. Figure
5.39 shows a poly line and a metal line that are adjacent and thus experience
field interactions. The spacing must be large enough to reduce this coupling to
a negligible level. .

MOSFET layout involves some special considerations. Consider first the
active area definition in a LOCOS process. This mask sets the dimensions of
the nitride pad used to inhibit oxide growth. Active area encroachment
induced by the formation of the bird’s beak requires that the nitride mask
dimensions be larger than the final active area. This is pictured in Fig. 5.40,
where the solid line shows the nitride mask dimensions, while the dashed line
gives the final active area boundary.

d]:ul,v-melle

Poly

Substrate

FIGURE 5.39 Poly-metal spacing example.
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Nitride mask pattern
/ .

|Boundary of}

| final active |
area

- Encroachment region

FIGURE 5.40 Nitride tnask design.

The poly gate overhang dlstance d,;, is shown in Fig. 5.41. The dlstance do,,
s included to ensure that the n*-regions will be separated in the ‘event of a
misalignment between the active area and the poly mask. d, is crucial in a
self-aligned gate process since failure of the poly to cross the active area will
result-in shorted:n -reglons
- Another example is the mask defining the donor (n-type) implant in a
depletion-mode MOSFET. The implanted reglon must be larger than the
device active area to ensure that an n-laycr is created if misalignment occurs.
The: outline ‘of: the:deplétion implant is shown in Fig. 5. 42 by the dashed line:
‘Similar problems arise for selectively implanted E-mode transistors.

i

le— Poly overhang '

FIGURE 541 'Poly gate overhang in a MOSFET.
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FIGURE 5.42 Threshold adjustment ion implant boundary spacings for a depletion-
mode MOSFET layout.

5.6.2 Mask Drawings

Design rules are spacing and linewidth requirements for making masks. The
active area encroachment problem just discussed shows that the mask
geometries are different from the final device layout. The mask pattern set is
sometimes referred to as the drawn layout, while the resulting chip patterns
are termed the actual or final layouts. Encroachment, lateral diffusion,
isotropic etching, and other physical processes require that a distinction' be
made.

An example of this was presented in the discussion of the overlap
capacitance C, in Section 4.6. Overlapping exists because of lateral doping
effects in a self-aligned MOSFET structure. Denoting the drawn channel
length by L’, this gave

L'=L+2L,, / (5.6-3)

where L is the actual channel length. Figure 5.43 shows the superposed mask
patterns for the gate and active area in solid lines. The final n* geometry (after
processing) is indicated by the dashed lines. The boundary around the device
edges is affected by both encroachment and'lateral doping effects.

Device characteristics depend on the final geometric values. For example,
L and W in I, always refer fo the length and width of the finished device.
However, it is usually more convenient to present layouts in terms of mask
drawings, particularly during the design phase. In this case, care should be
exercised when obtaining geometric data for circuit simulation purposes.

Mask-level layout drawings usually show the ideal locations of the
patterns. Multiple-layer drawings are common. In simple layouts, the regions
are labeled (e.g., poly, n*, etc.). More complicated drawings required coding
to keep the layers separated. In single-color drawings, levels can be distin-
guished using different line types (solid, dashed, etc.) for boundaries.
Alternatively, variations in shading or cross-hatching are common: Color
coding is useful for CAD displays and plotters and is particularly nice for stick
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FIG‘URE'5.43 MOSFET top view.

dlagrams in VLSI system design. (A stick dlagram displays only the routing of
the patterns. )

5.6.3 Design Rule Sets

Design: rules are’ process-specific, so minimum linewidths, spacings, dimen-

sions, etc., are given in units of microns [um]. The actual numbers provide a
‘measure of the integration densnty since small values indicate higher packing
densities. A design rule set can eas11y be 50 pages or longer. Simplified sets
exist for -applications that do.not maximize packing density. An example of a
- basic nMOS design-rule set is provided in Table 5.4. This is a generic list
~ compiled for illustration only. Levels (masking layers) are denoted by number
(01, 02, etc.) and name (*“‘Active area,” “Enhancement implant,” etc.), with
-critical dimensions provided for each. A typical list of electrical parameters is
also shown. Note in partlcular the variations in k’ values for dlfferent-smcd
devices.

Tncreased mterest in IC chip design for VLSI has prompted the develop-
ment of portable deSIgn rules that can, in principle, be adapted to an arbitrary
processing line. These are formulated in terms of a fundamental design length
A (giving them the name A design rules) The length A is chosen according to
technology and is a measure of the minimum resolution of the lithography. A
" base set of A design rules is provided in Table 5.5. Portability is incorporated
since A. may. be varied as needed. The main disadvantage of portable design
rules is that most spacings are chosen as integer or half-integer multlples of A
for simplicity. This generally precludes the poss1b111ty of attaining a maximum
packmg density.
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TABLE 5.4 Simplified nMOS Design Rule Set Example

Electrical Characteristics

Parameter Minimum

Typical

Maximum*, Units

1. Enhaﬂéement mode
k'(L>5[pm]) = 22
k' (L < 5[um])

Y

VTO

2. Depletion mode
k' (L > 5[pm])
k' (L <5 [um])

Y
Vro

25 28
2 26

A%
[uA/V?]
v

M

2

0.9 1.1

25 28 [LA/VY
25 28 A/ V7]
0.43 0.47 v

-3.4 -30 V]

Layout Ruie‘s

Layer

Number Name

Rules (Units of [pm])

01 Active area -

02 Enhancement implant

Depletion implant

Buried contact .

Poly
Metal contact

mask

‘Metal

" Passivation

Minimum diménsion” -
Minimum spacing
Minimum overlap with
active area (FOX). -
Minimum overlap with
active.area (n7): ...,
Minimum overlap with i
active area (FOX) « .o B
Minimum overlap. with
active area (n*) .
Minimum spacing from
“E-mode MOSFET
Minimum: overlap -
Minimum spacing
to. poly.or device -
Mininum width
Minimum spacing
Minimum MOSFET
‘gate overhang
Minimum spacing
tont oo
. Minimum dimensions
- “for buried contact
Minimum dimensions
- Minimum spacing” "
to active area edge - "
Minimum:spacing: to. .
_poly edge . . ..
Minimum width
‘Minimum ‘spacing” -

(overglass)
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TABLE 5.5 Simplied'nMOS Portable Layout Rule Set Example

Number . Name . Rules

01 Active area Minimum dimension
GRS B 4 Minimum spacing
02 v Enhancement implant ‘Minimum overlap with
o : ‘ S active area (FOX)
Minimum overlap with
active area (n*)
Depletion implant Minimum overlap with
' active area (FOX)
Minimum overlap with"
active area (n")
" Minimum spacing from -
E-mode MOSFET
Buried contact Minimum overlap
Minimum spacing
. topoly or device
- Poly Minimum width
Minimum spacing
Minimum MOSFET
gate overhang
Minimum spacing
ton*
Minimum dimensions
‘ C for buried contact
Metal contact
mask o Minimum dimensions
A Minimum spacing
to active area edge
Minimum spacing to
‘ poly edge
Metal : Minimum width
. ‘ Minimum spacing
08 Passivation '
(overglass)

5.6.4 'Some Comments on Layout

Integrated circuit layout is usually classified as an art that is best learned by
practice. If integration density is not important, layout becomes relatively
staightforward. The complicating factor is that the geometry determines the
circuit parameters such as parasitic capacitance and resistance; these in turn
affect the performance and the overall design. Iterations are often required.
Computer-aided design (CAD) and computer-aided engineering (CAE)
are mandatory for complete layout: control. Varieties of workstations are

INTEL - 1110
Page 70 of 89



292 = -MOS Integrated: Circuit Fabrication

available for graphics layout' and schematic capture (where the layout can:be
used to generate a component list). Most layout software tools provide-a
design rule checker (DRC), which can be used to determine if any design rules
have been violated. In addition, circuit compaction and interconnect routing
capabilities are common.

The advent of VLSI has spurred the development of CAD/CAE tech-
niques. Advances in these areas have rapidly changed the level of layout
complexity possible. Circuit design is intimately related to layout, so maintain-
ing pace with the state of the art is mandatory.

5.7 Processing Variations

Variations in the process flow result in nonuniformities on the finished wafers.
Electrical and structural differences can be detected when comparing wafers in
a given lot. For that matter, die characteristics vary across -a single wafer.
Precise control of the. fabrlcatlon process is not possible.

Geometric variations are addressed by adhering to a design rule set in the
layout. Electrical variations directly affect the circuit performance, so a circuit
designer must work around the processing variables to ensure working circuits.

This complicates matters since the design methodology must be extended and

reflned to a level that is compatlble with the process limitations. -

@

5 7.1 Generalized Modehng

Process variations are usually ana]yzed using stat1st1ca1 techmques. The
problem can be understood by referring to the example in Fig. 5.44, which
shows a histogram for threshold voltages in a given test group. The “target”

Relative 4
frequency
of occurrence

it | il ;
0 0.9 1.0 11 ’V“’[V]

F!GURE 5.44 | Histogram example for- threshold voltage
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w#-30 ©+ 30 )
FIGURE 5.45 Gaussian probability distribution density.

value of the process is assumed to be Vo = +1 [V]; this is termed the nominal
or working value. Demgn rules generally provide nominal values for electrlcal
characteristics. :

Modelmg the variations of a parameter is complicated and can be
approached’ in several different ways. The simplest analysis is based on
Gaussian distributions. For a given parameter x, the probablllty dens1ty p(x)is
glven by

() = — :1 e (C L. : i )

p(x) Vit ) 5.7-1)
such that p(x) dx gives the probability of finding the parameter value in the
range x and (x + dx) In this equation, u is the mean or average value of the
parameter and o is the standard deviation of the distribution; o measures the -
spread of the dlstnbutlon Flgure 5. 45 shows the general propertles of a
Gaussian. '

Probability densities are used to compute probablhtles To calculate the
probability P of finding the variable x between X; and X,, differential
contributions p(x) dx in this range are summed by integrating:

X2 : . o

P=| p(x)dx R | (5.72)
X1 . .

Smce the total probablhty of measuring x in [~ +00] is unity, the distribution
is normalzzed to 1 by requlnng '
400

Twa=1 e
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Relative frequency 4
of occurrence

/ \
o S Vi [V]
0.9 1.0 1.1

l*———3o—'l'—-§c —

FIGURE 5.46 Adaptation of Gaussian distribution to threshold voltage histogram with
large variations.

- — — — — — ——— "}

These equations indicate that the probability of measuring a value in a given
range is proportional to the area under the curve. -

It is useful to reference the probability to the values of i and 0. An
analysis of the problem shows that - _

u+3o0 ’ ) ’ E
f p(x)dx = 0.997, _ (5.7-9)

u—30

which indicates that about 99.7% of the sample values lie in the interval
(4 — 30, p + 30). The quantity 60 is a convenient measure of the total
spread. . .
To apply the Gaussian distribution to the threshold voltage problem in Fig.
5.44, let the nominal value Vy, = 1 [V] represent the mean. The standard
deviation o can be obtained by fitting the histogram to a Gaussian, as shown in
Fig. 5.46. This allows for an estimation of 36 = AVjy, so the threshold voltage.
can be assumed to lie in the range :

Vo = 1 % (AVyo) [V]. 619

This becomes a circuit design constraint.

5.7.2 Analysis of Device Parameters

Process variations directly affect the device parameters used in circuit design.
As an example, consider the threshold voltage spread just described. Varia-
tions in the gate oxide thickness x,, are an important factor in this problem. To
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analyze this dependence, recall that -
St Xy o b . g CHERLee TRAE o ¢

s_o”.taking differ_entials.gives" L

ox

‘v::dConr_‘, _;z—dxox ‘ s s SC AR G (5-7'7)

Th1s may be rewntten as

Ao _ L 678
Cox i xox ,, ) “ a )
where C and x(,x are. mterpreted as nommal values
To see the effect on Vi, wnte e )
' Xox D, xD . ‘
. Yo =Vpp + 2|¢F| + lanl o e il v ) (5_7.9)

Dx
Assummg for the moment that only vanatlons in x,, are lmportant taking
dlfferentlals yields

AL
de = o

1 D | o
dxox + - |QBO| dxox + qg_l dxox- 5.7-10)

The ﬂatband voltage term evaluates to (see eqn. 1.1-22)

aVFB
axox

X oy = (Qm + Qox) dxox, , | o .711)

0 de can then be wntten 1n the form

dVTO = [st + Qox' = qu |QBO|] - (5.712)

C2 ’
showlng the dependence on varlatlons m Cox Thls is useful because Cox can be
measured in the lab: 4
‘The' general analysxs techmque can be extended to‘include more than one
varlable For example, to compute the vanatlon in Vo due to changes in both
xox and D,, write S
Ve avm Pt . '
d = dxox dD, : ' : 5.7-13
merlaxm\( aD I’ B ; . ( - )

Th1s adds a term
4 (qDI) ap,

C, D, ‘ .

to eqn (5 7 13) For an arbltrary functlon f f (A B, C, ...), variations die

(65714
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to the parameters A, B, C, ..., can be computed by
3
df = (af>dA+<af)dB+( f)dc+
ac
To apply these results to a realistic situation, approximate
df = Af, dA=AA, dB = AB, ceey  (5.7-16)

where (Af) represents the spread in f values due to changes (AA), (AB) etc.,
in the processing line.

5.7.3 Circuit Design Criteria

Process variations enter into the circuit design problem because they affect the
voltages and currents. Consider a depletion-load nMOS inverter. The driver-
load ratio for a given V,, is calculated from

kp(W/L)p _ Ver(Vor)
k},(W/L)L [Z(VOH - VTb)VOL - V%)L]J

Br = (5.7-17)

where
Vie(Vor) = Vror + ve(MVor + 2(¢r| — V2 [d5]). ‘ (5.7-18)

Normal processing variations exist in the threshold voltages Vyy, and Vi, and
also in the k' values. To complicate matters more, power supply variations (as
manifest in Voy) should also be accounted for in the circuit design. A good
design will account for these possibilities such that the range of Vo, output
voltages is acceptable when interfaced with the other circuitry.

The  simplest approach to designing around process variations is to use
nominal values in the initial design cut and then vary the important parameters
to track the circuit performance. Although a few hand calculations can be
made, this generally requires a computer simulation of the circuit. For
example, SPICE provides for a sensitivity analysis (.SENS) to determine
tolerances. Experience is probably the best teacher for this type of problem.

Chip yield is also related to the problem. A processed wafer contains many
die, only a fraction of which will operate correctly. The yield Y is defined to be
the percentage of good die on the wafer. Defective chips either will be
completely nonfunctional or may not meet electrical specifications for the
product. In a new design, this may result from problems in processing, circuit
design, or both. The importance of this consideration is immediately obvious:
low yields give low (or negative) profits! Economics thus dictates that a circuit
designer (who wants to stay employed) take variations into account.

5.8 CMOS Technologies

CMOS fabrication is complicated by the fact that both n-channel and
p-channel MOSFETs are used. This requires that bulk regions of both
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polarities be. available at the wafer surface. nMOS transistors are fabricated in
grounded p-type bulk regions, while pMOS transistors are made in n-type bulk
regions -that are electrically connected to the power supply. The substrate
wafer. can bé chosen either n-type or p-type.. The CMOS process flow must
include a step to create regions of the opposite polarity.

A possible approach to CMOS is to use a p-type wafer and selectlvely
dope n-tub regions for placement of p-channel MOSFETs. The pnmary
sequences for an inverter created in an n-tub LOCOS flow are shown in Fig.
5.47. The startmg pomt is a p-type wafer. Ton implantation or diffusion is used
to create n-tub regions; this is illustrated in Fig. 5.47(a). Allowance has been
made for eventual connection of the n-tub region (the bulk electrode for
pMOS transistors) to the power supply Vpp rail. The next step defines the
active areas by nitride patterning, and then the LOCOS FOX is grown. Figure
5.47(b) shows the structure at this. point. Note that the different widths for the
two active ‘areas have been patterned to give a symmetric inverter with
Br = By
- Gate oxide regrowth comes next, and then poly i 1s deposited for the gate
layer. Poly pattermng followed by selective n™ and p implants gives the chip
surface shown in Fig. 5. 47(c). After a CVD oxide is applied and patterned,
metal is deposited to give the output, Vpp, and ground connections shown in
Fig. 5.47(d). This complétes the main processing steps in the LOCOS flow.

Other approaches are possible. The direéct complement of the n-tub
process is the p-tub flow where an n-type wafer is used for pMOS transistors

. and p-tub regions are provided for n- -channel MOSFETSs. p-tub technology is
ideal for retrofitting a pMOS (only) line for CMOS. Twin-tub processes have
also ‘been developed In this approach, a thin CVD epitaxial layer of lightly
doped silicon is grown on the substrate wafer. Then individual n-regions and

- p-regions are patterned in the epitaxial layer to provide MOSFET active areas.

A significant problem that can occur in CMOS circuits is latch-up. Figure
5.48(a) shows the origin of the problem in’ the n-tub inverter. Tracking the
silicon layers from the power supply Vpp to ground shows the existence of a
4-layer p npn structuring. This can be interpreted in different ways. Those
familiar with power semiconductor devices will recognize this as the basis for a
silicon-controlled rectzﬁer (SCR). An SCR acts like a diode but is triggered into
conduction using an- external electrode: Alternately, . the layerlng can be
visualized as a pair of opposite polarity brpolar transistors. This view point is
adopted here and gives the npn/pnp combination shown in Fig. 5.48(b). i

Latch-up describes the condition in which current flow is diverted from the
power supply ‘to" the - ground électrode through the p*npn™ layering. Once
currént flow is initiated, the only way to stop it is to disconnect the power
supply. Since no currént-is supplied to the circuit, the logic will not operate. In
the worst-case scenario, the chip burns up from excessive Joule heating.

The bipolar transistor equivalent circuit shows the substrate current I from

VDD If the base-emitter junction of ‘the pnp transistor becomes forward

biased, I begins to flow. This provides base current I, to thé npn-transistor,
which turns the dévice on. Collector current I, = Ip, from.the npn transistor
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For pMOS bulk
connection
L
!
p
n-tub
. p-type, N, n-type, Nu.wn | /-
- b, MI

n-tub formation

(a)

1, Ny, wb

After LOCOS
(b)

~p_.. Poly input

N,
1, Ny, tub pMOS », M,

After poly deposition/patterning
and drain/source implantation

()

y_Poly gate n*

L7y

p N,

Final structure

@
FIGURE 547 CMOS process flow.
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AMOS 0 pMOS
gate. . ] ~gate

(Ground) | - nMOS  pMOS (Vop)
-nMOS | . drain: .. ,drain | pMOS
_source i ; source;
gER + A

p D
i )

S

e —4= =" ntub

p-type (Bulk)

Inverter structure
(@ .

n* (nMOS source) . p*(pMOSsource)
, I Vo

Equivalent bipolar transistor circuit

(b)
FIGURE 5.48 Latch-up in an n-tub CMOS inverter.

forces the pnp transistor to conduct more current. Feedback thus sustains the
current flow and sinks current directly from V), to ground. This type of action
" leads to latch-up. ‘ ‘
_ The bipolar analogy can be analyzed for the condition of latch-up.
Denoting the common-base current gains by ¢, and a,,,, the analysis gives
I= --——L— (5.8-1)
' 1= tppr = Wprp '
where I is the reverse leakage current. The current gains are dependent on
current such that (da/dl) > 0. Both a,,, and a,,, increase with increasing
current, so the condition )

U+ Uy = 1 S 582

gives a singularity corresponding ‘to latch-up. current flow. After this is
initiated, feedback sustains current flow. ‘

Different approaches are available for dealing with latch-up. Using the
bipolar transistor analogy shows that reducing the common-base current gains
of the parasitic transistors can prevent the structure from ever reaching the
singularity condition (eqn. 5.8-2)."A direct way to implement this is to place

heavily doped guard rings around the MOSFETs. Figure 5.49 shows both
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Poly gate +_tub
nput —og

p* guard ring

n-tub
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5 Poly gate input

;
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FIGURE 5.49 Guard rings for latch-up prevention.
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perspective and top views of the guard ring placement. An n* ring is placed
around the n-tub contamm the pMOS devrce, while a p* ring surrounds the
nMOS transistor. o

Guard -rings have the effect of changmg the: layering into a p+n+p+n+

structure in the lateral current flow direction. This reduces the effectiveness of
the basé and emitter region
values. (In terms of the device physics of blpolar trans1stors the guard rings
simultaneously reduce the emitter m]ectron efficiency and the base transport
factor.) Bias is controlled by tying the p™ rings to 0 [V] and the n* rings to
Vpp. Parasitic resistance and associated voltage drops: are then eliminated,
which keeps the b1polar transistors in cutoff.

Trench isolation in an n-tub or p-tub process automatlcally precludes the
possibility of the latch-up by blocking the current flow path. No guard rings are
necessary. Twin-tub-also has- this characteristic. However, the increased cost
“and complexity of twin-tub processmg is significant.

___Another CMOS. technology is silicon. on sapphire (SOS), which uses
eprtaxral silicon layers grown on a sapphire substrate. Sapphire is an insulator,
so latch-up is not -a problem. Moreover, the capacitance levels are greatly
reduced, which allows for higher-speed circuits. Cost, however, is again a
major factor against using SOS for everyday applications.

EXAMPLE 5.8-1°

A CMOS process uses n-tub technology with the following specifications:

o = S00[A], w, = 580[cm?/V-sec], u, = 218 [cm?/V-sec],
N, = 105[cm™], N,,, =5 x 10*[em™?],
Ny = 10% [Cm_B]a B Nygw = 6 x 10" [em™],
Nyp+ = 1020 [em™3, N,, - = 1020 [em™] (n* and p* regions).

The base threshold voltages are set at Vp, = +0. 70 V], Vo, = —0. 80[ V].
Calculate the important circuit design. parameters.

Solution
First,

(3.9)(8.854 X 107
0.05 x 107*

Cox = = 6 91 X 10‘8 [F/cm?].

Next,.

k= (580)(6.91 X 107%), Ky = 40 [uA/V?],
o k= (18)(6.91. X 1078, ky = 15[uA/VY].

ifi. both transistors, which results in lower a
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The body bias coefficients are

= V2(1.6 x 107)(11.8)(8.854 x 10~ %)(10%)

n

~ 0.26[V'?] (nMOS),

6.91 x 1078
V2(1.6 X 107)(11.8)(8.854 x 10~%)(10™)
= = (.84 V" MOS).
*o 6.91 x 1078 084[V7] @ ‘ )
For an n-channel FET, the bulk Fermi potential is
1015

2|l = 2(0.026) ln( ) ~0.579[V] (nMOSFETS),

1.45 x 10%°

while a p-channel FET uses
16

2 |@rn| = 2(0.026) In (m)

= 0.699[V] (pMOSFETsS).

Next, examine the junction capacitances for the nMOS n™*/p-substrate and
pMOS p™/n-tub drain and source regions.
10"10%°

nMOS: ¢, = (0.026) In [m

] ~ 0.879[V],

and

(1.6 x 107)(11.8)(8.85 x 10~ %) 9 2
G 2(10°° + 10-2)(0.879) ? [E/cm’],
while the sidewall contribution quantities are

(5 x 10%)10%
(1.45 x 10)?

(1.6 x 107)(11.8)(8.854 X 10~ )
Ciosw = 16 20
2(2 x 107 + 107%)(0.921)

The sidewall capacitance must be multiplied by the junction depth x;, for use
in circuit calculations.

Gasn = 0.026)1n | | = 0oy,

~ 2.13 X 10~ [F/cm?].

10161020
pMOS: ¢, = (0.026) In [m] = 0.939 V],
and - -
1.6 x 107)(11. .854 x 10™
Cpo = (1.6 )1.8)(8 ). 2.98 x 107*[F/em?].

2(107™ + 1072%(0.939)
The sidewall contributions are

(6 x 10¥%)10?°
(1.45 x 10'%)?

(1.6 x 1071)(11.8)(8.854 x 107
Ciosw = 17 =20
2(1.67 x 107" + 107*°)(0.985)

Posw = (0.026) m[ ] = 0.985 V],

=723 x 10°%[F/cm?’]. W
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TABLE 5,6 - Simplified CMOS Design Rule Set Example (n-tub)

H vl;f“}l'eétl'jiéajljE Chéragit’eriétics

' Minimum. "+ Typical Maximum Units

K(L>S[um]) 0360 0 40 4 [A/V]
Y 023 026 [v?
' 07, 0.9 11 . V]

2. pchannel MOSFET | | |
RL>S[um) 1S 18 AV
k' (L' < 5[um]) 14 16 [nA/V?]
0.76 0.84 v

B ~0.85 . [v]

Layout Rules

Name . Rules (Units of [pm])

n-tub Minimum diriensions
. Minimum spacing
Active area Minimum dimension
Minimum spacing
Minimum distance
L to n-tub edge
nMOS threshold . o
" ‘implant : Minimum overlap with
: active area (FOX)
Minimum overlap with
active area (n™)
Poly Minimum width
Minimum spacing
Minimum MOSFET
gate overhang
Minimum spacing
: ton*
Metal contact
mask Minimum dimensions
Minimutn spacing
. to active area edge
Minimum spacing to
poly edge
Metal Minimum width -
) Minimum spacing
Passivation -
(overglass)

INTEL - 1110
Page 82 of 89



304 . MOS lnteg}axed Circuit'Fabrication'

5. 9 CMOS Design Rules

Design rules for CMOS circuits are based on.the same cons1derat10ns as in
nMOS designs. Lithography, processmg limitations, and final electrical charac-
teristics must be considered. The main differences in formulating a'set of
CMOS design rules are that (a) an opposite polarity tub mask must be
included and (b) guard rings or some latch-up prevention becomes 1mportant

Both tend to increase the real éstate requ1rement over that needed for an
equivalent nMOS technology (i.e., for the same linewidth). However, as
mentioned before, CMOS technologies have been developed to an advanced
stage so that a direct comparison with NMOS is no longer meaningful.

CMOS design rules are process-specific. An illustrative set of rules is
provided in Table 5.6. Portable design rules can also be formulated. A 4 set
example is listed in Table 5.7. An example of a CMOS mverter layout is shown
in Fig. 5.50. .

TABLE5.7 Simplified CMOS Portable Layout Rule Set Example {n-tub)

Layer
Number , Name Rules

01 n-tub Minimum dimensions
Minimum spacing
02 Active area Minimum dimension
' Minimum spacing
Minimum distarice
) to n-tub edge
nMOS threshold
implant Minimum overlap with
' active area (FOX)
Minimum overlap with
active area (n*)
Poly Minimuin width
Minimum spacing
Minimum MOSFET
gate overhang
Minimum spacing
ton*

Metal contact
mask Minimum dimensions
Minimum spacing
to active area edge
Minimum spacing to
poly edge
Metal Minimum width
Minimum spacing
Passivation
(overglass)
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input‘SPoly " | letal (Outpht '

Gnd -

FIGURE 5.50 - CMOS inverter layout in an n-tub technology (equal device size).
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PROBLEMS

5.1 A thermal oxide layer is grown on a (100) silicon wafer using two steps.
The first is a steam oxidation at 1000 [°C] for 60 minutes. This is followed
by a dry O, growth at 1000 [°C] for 45 miinutes.

“(a) Calculate the oxide thickness x,, after the steam oxidation step.
(b) Calculate the final 0x1de thlckness Xox after the dry O, growth is
completed.

52 A p-tub CMOS process uses a 2‘-step boron diffusion into an n-type
wafer that has a constant donor doping of 10"° [cm™®]. The boron
diffusion is described by the following diffusion schedule:

Predeposit: 30 minutes at 900 [°C],
Drive-in: 75 minutes at 1100 [°C].

(a) Calculate the depth x; of the p-tub region after the diffusibn.

(b) Plot the boron doping profile as a function of position x [um]
superposed on the n-type donor level of 10" [cm™].

{c) Suppose that the drive-in is increased to 90 minutes. Find the p-tub
depth (i.e., x;) for this case.

5.3 The wafer in Problem 5.2 is subjected to additional heat treatment steps;
which are summarized as follows:

30 minutes at 1000 [°C]
60 minutes at 950 [°C]
45 minutes at 1100 [°C].

Find the new location of the pn ]unctlon after these steps are
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completed by :using Dt in place of the drive-in (Df) product. (Assume
that the drive-in lasts 75 minutes as in the original problem statement.)

Kluwer

18 MA-: Phosphorus is implanted into silicon with aﬁ energy of 200.[keV]}, which

results in a projected range of R, = 0.25 [um] and a straggle of
AR, = 0.08 [um]. The implant dose is 4 X 10" [cm™?], and the wafer
doping is constant at a level of N, = 10" [cm™] (p-type).
-+ (a) Calculate the peak implant density N, [cm™].
o steps. (b} What is the surface implanted doping level Ny, (x = 0)?
ollowed “(c) Calculate the junction depth x; where the pn junction is formed.

- A LOCOS process yields the bird’s beak cross section shown in Fig.
;1;'/ this : ’ P5.1. The field oxide is Xrox = 0.60 [um], and the stress-relief oxide has
- athicknéss of 300 [A]. The lateral encroachment region where the bird’s
- beak is formed is 0.7 [um]. Calculate the bird’s beak angles o and

n-type shown in the drawing.

+ boton A polysilicon layer is doped n-type during a self-aligned MOSFET

process flow. The poly doping is approximated by Ny poy = 10%° [em™],

and the electron mobility is , = 150 [cm?/V-sec]. The poly layer has a
" nominal thickness of 0.20 [um)]. ’

(a) Determine the sheet resistance R, [Q2] of the poly layer.
“(b) Find the resistance R [Q/um] if the width of the line is 3 [pm].
“*(¢)" Find the percent increase in'R [Q/um] if the thickness of the poly
07 layer is reduced to 0.18 [um].

x [um]
e p-tub
‘ ' .7 A field oxide is grown to a thickness of Xzox = 0.60 [um] on a p-type
it steps, - . substrate that has a doping density of N, = 10" [cm~?]. The FOX charge
: s Qs rox = q(5 % 10%°) [C/em?] >> Orox.
" {a) Calculate the value of (Vyg)rox:assuming an rn-type poly interconnect
with a doping density of Nj o, = 10 [em™]. (Use the results of
Problem 1.2 to calculate ®@,s.):
o .+ = {b) Findthe dose:D, of: the field acceptor ion implant needed to set
zps are - - : (Vro)rox. to a-value of +15.{V]. o
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5.8

5.9

5.10

5.11

A wafer processing system using trench isolation results in the cross
section of Fig. 5.30 with Xsox = 1500 [A], Xpox = 1700 [A], and
Xrox = 4500 [A]. The trench itself is 1.4 [um] wide and 5 [um] deep.
(a) Calculate the poly-substrate capacitance per micron of trench.

{b) Calculate the interconnect-poly capacitance per micron of trench.

The MOSFET body bias coefficient is given by

_V 2gesiN,
a COX '
Suppose that the process gives nominal values of x,, = 500 [A] and
N, = 10" [cm™3]. The oxide thickness is controlled to within 5%, while
the acceptor doping N, is known to have 8% variations.
(a) Calculate the percentage variation in .
(b) Find the minimum and maximum values of y.

The layer shown in Fig. P5.2 is etched for a time z, = 1000 [A]/v,., using

different etching mechanisms. Assume that the masking layer is not

affected.

(a) Provide scaled drawings of the etched layer cross section for degree.
of anisotropy values of A = 0, 0.25, 0.5, 0.75, and 1.0.

(b) Suppose that the etch time is increased to 1.5 ¢, and that the substrate
etch rates are identical to the etch rates for the layer. Sketch the .
profile if A = 0.75.

Cascaded CMOS inverters are shown in Fig. P5.3. A single stage of this

layout was analyzed in Problem 4.10 of Chapter 4. Interconnect

capacitances will now be added to the calculation. Assume interconnect
levels of C,; = 0.0576 [fF/um?) and C,,; = 0.0345 [fF/um?).

(a) Calculate the metal-field capacitance from the output of the first
inverter to the metal-poly contact cut at the input to the second
stage. Include only the metal-field lengths, i.e., ignore the regions
where the metal overlaps with n*, p™, and poly. :

(b) Find the input capacitance of the second stage as seen looking into
the poly line. Then determine the sum (Cy,. + Gg)-

(c) Compare the value of (Cyne + Cg) to the value of C,,, used in

Problem 4.10. Does one contribution dominate? .
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FIGURE P5.3

*(d) Prepare a SPICE file that models both the inverter capacitances and
the -interconnect contributions. Study the transient response and
compare the values of t; and #.u [ns].

5.12 A certain process gives an active area encroachment of 0.4 [um] per side
and a lateral doping distance of L, = 0.3 [um] (gate overlap). Give the
mask layouts for MOSFETs that have final (W/L) values of 0.5, 1, and
4. Assume that the minimum resolution of the system is 3 [um]. '
Stick diagrams are simplified drawings that show the placement and
routing of IC layers. Figure P5.4 shows a sample base set of stick
diagram notation where each material layer is represented by a specific
line type. (An alternate approach is to use a specific color for each layer.

- In some instances, the color chosen for each layer roughly corresponds to
the color seen for the layer on. a wafer illuminated by white light.
Otherwise, the choice of colors has become somewhat arbitrary.)

Chip layout patterns can be described using stick diagrams. These

‘are useful for initial planning. In a self-aligned MOS technology, the gate

~ poly layer is used to mask the n™ pattern in making nMOS transistors.

" Thus, assuming that a threshold adjustment implant is provided, drawing

a poly stick that crosses an n* stick gives an E-mode MOSFET. A
D-mode transistor is obtained by adding a depletion implant.

(a) Construct-the stick diagrams for the three types of nMOS inverters.
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Then discuss the advantage of having a stick diagram vs. the
information that is missing from the drawing.

(b) Create additional lines (or colors) to describe an n-tub CMOS
process. Then construct the stick diagram for a CMOS inverter.

5.14 Consider a depletion load inverter in a process that exhibits threshold
voltage variations of AV, and AVyy,. '
(a) Starting with the design equation for B in eqn. (3.4-43), compute
the change A due to variations in Vr5op and Vipgr.
(b) Assume that Vg = 5 [V], y = 0.37 [V], 2 |¢x| = 0.58 [V], and

VTOD =09+ 0.1 [V], VTDL =-33%0.1 [V]

give the threshold voltage ranges. A design value of Vy,, = 0.25 [V]
is set as a design specification. Use the expression derived in (a) to
calculate the variation ABg. Then discuss the implications the
analysis has on overall design acccuracy and chip yield.
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