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2 

IMAGE CONCEPTS 
AND VOCABULARY 

In this chapter we develop some of the basic concepts and vocabulary 
needed for an understanding of the image compression functions contained 
in JPEG. Our approach in this chapter will be qualitative rather than 
mathematical. 

The reader undoubtedly has an intuitive grasp of what the term 
"image" means. We are surrounded by images: photographs, television, 
printed material, etc., all aimed at the incredibly powerful visual input 
channel into the human brain. We arc used to thinking of images as two-
dimensional, but in fact, they often have several more dimensions. Color, 
time (motion), and depth (three-dimensional and stereo pairs) can add 
additional dimensions to the information in an image, and, if we want to 
consider the image as a fractal, the question of dimensionality becomes yet 
more complex. By definition, however, JPEG is concerned primarily with 
images that have two spatial dimensions, contain grayscalc or color infor-
mation, and possess no temporal dependence (hence the word "still" in the 
title of the JPEG standard). 

9 
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10 JPEG: STILL IMAGE DATA COMPRESSION STANDARD 

2.1 Digital images 0 

The images compressed with the JPEG techniques are digital images, 

Many readers are already familiar with the way in which television images 

are scanned. Starting at the top of the screen, a television field is displayed 

on a CRT (cathode-ray tube) by the scanning of an electron beam one 

horizontal line at a time in rapid sequence. An image created in this way 

is already segmented into a set of discrete scan lineS. To turn this into a 

true digital image we do two more things! take samples along each scan line 

at regular intervals and convert these samples into binary numbers which 

can he stored in a computer. 

2.2 Sampling 0 

The sampling process used to create a digital image necessarily discards 

an enormous amount of information: the fine spatial detail and tiny 
amplitude variations that are, by definition, not important enough to pre-
serve. The term lossIess compression, which we shall discuss later in this 
chapter implies preservation of all information, but in fact such com-
pression preserves only the information in the sampled data, totally 
ignoring the loss of information that is a necessary part of capturing any 
digital image. 

There are three important parameters in sampling a signal: precision, 
sampling interval, and sampling aperture. 

Suppose we have the one-dimensional analog signal, perhaps the out-
put of a television camera, shown in Figure 2-1a. When we take meas-
urements of this signal at discrete points, marked by dots, we are sampling 
the signal. When we convert to a digital representation of the signal we 
are expressing the sample with some fixed number of bits per sample, 
which is the precision of the sample. In the process we are assuming that 
this fixed number of bits is sufficient to represent the signal, much as we 
restrict the number of decimal places when we write down a number, The 
only difference is that we use binary digits or "bits," the traditional way 
of expressing numbers in computers. 

The interval between samples determines the resolution of the sam-
pled signal. For the signal in Figure 2-la resolution can be defined as the 
number of samples taken per unit time. For a given precision in our 
samples, the higher the resolution (that is, the more samples we take in a 
given time interval), the more accurately we can represent the variations 
in the signal. The resolution thus provides an upper limit on the fre-
quencies that can be represented in the sampled signal. Just how we sam-
ple a signal is very important, however, because we can get very misleading 
measurements if we do it improperly. 

Figure 2-lb illustrates a signal that varies rapidly between samples. 
If we connect the dots as shown in Figure 2-lb, the sampled output appears 
to have a much lower frequency than the original analog signal. This dis-
tortion is termed aliasing, and is closely related to an effect seen in 
western-movie scenes, in which wagon wheels appear to turn backwards. 
Figure 2-lb illustrates an important point. You must have enough samples 

Page 11 Page 11



CHAPTER 2. IMAGE CONCEPTS AND VOCABULARY 11 

(a) 

(b) 

(c) 

Figure 2-1. Sampling illustrations. (a) Illustrates sampling of a one-
dimensional analog signal. (b) Illustrates how aliasing can 
occur when a high-frequency signal is sampled too infre-
quently. (c) Shows the suppression of aliasing when the sig-
nal is averaged over a window equal to the sampling interval. 

to represent properly a signal that is changing., When you do not have 
enough samples, you may get aliasing effects. 

Aliasing can he largely suppressed if the input signal is averaged over 
an interval (the aperture) that is roughly equal to the interval between 
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samples. Figure 2-1c illustrates this, Optical scanning input devices often 

do this averaging automatically in the process of scanning an image, usu-

ally because the effective aperture (opening) through which the light is 

acquired by each sensor is nearly as wide as the spatial interval between 

light sensors. However, even the best image input devices will exhibit 

minor aliasing artifacts. 
One .of the common space- and cost-saving techniques, 'especially in 

working with images, is to reduce the spatial resolution of the data 

the number of samples taken in a given space). This can be done in a 

number of ways, including a simple method known as "subsampling." In 

subsampling by a factor of two, for example, every other sample is dis-

carded, thereby halving the number of samples representing the data. Note 
that this effectively makes the sampling interval twice as large, while 
leaving the aperture unchanged. The net result is equivalent to sampling 
with too small an aperture. Sampling with too small an aperture or too 

large a sampling interval, as was done in Figure 2-lb, will provide an 
insufficient number of samples for a truly accurate representation of the 
original image, and can result in severe aliasing effects. 

The solution to this problem is to use an average of two or more 
samples rather than a single sample in the process of reducing the resol-
ution. We call this process filtering, and the weight we give to each sample 
as we average them is called the filter coefficient. The only restriction is 
that these weights should sum to one. Figure 2-2 gives two simple weighted 
averages (filters) that might be used when subsampling by a factor of two 
in one dimension. Note that the center of each subsampled point labelled 
Y coincides with the center of one of the original sampling points labelled 
X; the center of each subsampled point labelled Z coincides with a 
boundary between sample points labelled X. These are examples of two 
different sample registrations. 

Taking a weighted average is also known as low-pass ‘filtering, because 
the effect of the averaging is to remove high spatial frequencies. These 
filters are also called downsampling filters. With different weights one can 
also high-pass filter, i.e., selectively enhance the high spatial frequencies. 
High-pass filters are also known as upsampling filters. 

2.3 Two-dimensional arrays of samples 0 

For simplicity let us consider a digital image obtained by scanning a 
monochrome (grayscale) photograph. We create a two-dimensional array 
of samples, each sample with 8-bit precision. Although sampling grids 
other than rectangular are possible, MEG has chosen to use only simple 
rectangular grids; we shall therefore limit our discussion to such grids. 
We shall have more to say about precision requirements in following 
sections, but one sample per byte (eight bits) is a convenient precision for 
computer storage of images. This precision is usually sufficient to give the 
illusion of a continuous range of grayscale values when the image is 
observed on a typical CRT display. Some applications, notably those 
dealing with medical images, may require higher precision (12 bits/sample 
or more). 
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MOM Source 
samples 

-0-- Weights 

Down-sampled 
samples 

(a) (b) 

Figure 2-2. Two examples of low-pass filtering 

Each sample in a monochrome image is called a pixel or pel. Pixel 
is a contraction of "picture element" and is used in the display industry. 
Pd is a contraction for "print element" and is used in the printing industry. 
In modern usage the two are almost interchangeable, and the distinction 
between them has been lost. This is probably fortunate, since in many 
applications there is a need both to display and to print images. Note that 
in color images a set of samples is usually required to represent a single 

Precision and aspect ratio are two attributes of a sample. Precision 
determines how many levels of intensity can be represented and is 
expressed as the number of bits/sample. Aspect ratio describes the shape 
of the sample, and this is determined by the relationship between the 
physical size of the image and the rectangular grid of samples. If the shape 
of the sample is not the same between input and output devices, geometric 
distortion will result. 

Figure 2-3 illustrates the appearance of an image at three different 
precisions. Figure 2-3a shows an image at 8 bits/sample, Figure 2-3b shows 
the same image at one bit/sample and Figure 2-3c shows this image at four 
bits/sample. 

2.4 Digital image data types 0 

The examples in Figure 2-3 illustrate some of the different digital image 
data types. These are all examples of monochrome still images, where the 

' If an appropriate color-encoding format is used for the analog signal, single 
samples can be used to represent color information. However, JPEG does not 
apply to color images sampled in this format. 

Page 14 Page 14



14 JPEG: STILL IMAGE DATA COMPRESSION STANDARD 

Hotel Lotus-Lila 
Playa Laguna 

(a) 

(b) 

Figure 2-3. Examples of still-image precisions. (a) Eight bits/sample. (b) 
One bit/sample. (a) is the luminance component of the JPEG 
test image, "hotel". 
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(0) 

Figure 2-3 continued. (c) Four bits/sample. 

term "still" is used to distinguish from the set of images that make up a 
motion sequence. Unless otherwise stated, the images should be assumed 
to be "still" in this book. 

2.4.1 Grayscale 0 

At eight bits/sample, the example shown in Figure 2-3a has sufficient pre-
cision to be considered a grayscale or continuous-tone image. JPEG is 
designed for this class of data—data that are of high enough precision to 
give the appearance of continuity to an observer. JPEG can be used to 
compress limited-precision data, but may not be as efficient as alternative 
approaches designed for such data. A discontinuous representation such 
as a color-palette image must be remapped to a continuous representation 
before JPEG can be used effectively. 

2.4.2 Binary image 0 

Figure 2-3b shows a binary or bi-level image that could be transmitted by 
a facsimile machine. These images have only one bit per sample and are 
usually images of text or line drawings in which the original has only two 
tones, black and white. The resolution of these images is usually very high, 
such that the eye would have trouble discerning subtle changes in grayscale 
value from sample to sample. At these higher resolutions, a process called 
digital halftoning creates the effect of continuous tones in a binary image 
by alternating between closely spaced black and white samples. The effect 
is similar to the technique used to reproduce photographs in newspapers. 
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Indeed, photographs can be regarded as the most limiting form of 

halftoning, in that the photographic grains are either white or black. 

However, the effective resolution required to resolve single grains is on the 

order of 5,000 pels/inch (2,000 pels/cm). Therefore, even at the highest 

resolutions currently used for binary facsimile images (400 pels/inch), 
digital halftoning is an imperfect substitute for true grayscale capability. 

The JBIG Draft International Standard discussed in Chapter 20 is 

designed for these binary images. 

2.4.3 Limited bits/sample 0 

Figure 2-3c is an example of a lower-precision or limited bits/sample for-
mat that is typical of computer graphics. The bound between limited 
hits/sample and continuous tone is not rigorously defined, but can be taken 
to be about four bits/sample. 

At intermediate resolutions, images of black/white documents can 
benefit from additional precision. A limited number of bits per sample can 
provide for grayscale in transition regions between black and white. This 
greatly improves the apparent quality of the images. The use of grayscale 
in this manner is sometimes called anti-aliasing and can be an effective tool 
for removing the "jaggies" in graphics images. 

2.4.4 Color 0 

According to the trichromatic theory, the sensation of color is produced 
by selectively exciting three classes of receptors in the eye. Certain fre-
quencies in the visible light spectrum will excite certain receptors, 
producing the effect of color. Furthermore, if we provide the same stim-
ulus to these receptors from two different sources, the two sources will 
appear to have the same color. 

In color imaging there are two basic ways of producing this selective 
excitation: additive color and subtractive color. Additive color is used 
with active light-emitting systems in which the light from sources of dif-
ferent colors is added together to produce the perceived color. Subtractive 
color is used with passive systems, in which light from a given source is 
selectively absorbed at different wavelengths, leaving only the wavelengths 
that will be perceived as the desired colors. Color can also be produced 
by other physical processes, such as refraction and interference, but these 
are simply alternative ways of creating additive or subtractive color. 

In an additive color device such as a display CRT, the light is 
produced by three primary phosphors, red, green, and blue (ROB). These 
phosphors are excited separately by the electron beam in the CRT, and the 
light emitted from the three phosphors stimulates the three types of 
receptors in the eye to produce the perception of color. When excited in 
the right proportion, the three phosphors produce the perception of white 
light; the absence of excitation produces black. 

Subtractive color is used in the printing industry. Three colors (and 
sometimes a fourth) are superimposed on a white reflective surface such 
as paper. The inks, typically cyan (a blue-green), magenta, and yellow 
(CMY), selectively absorb certain ranges of wavelengths of light. The eye 
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Line where 
R=G=B (Gray values) 

Black  

B 

G 

Figure 2-4. RGB (red-green-blue) color coordinate system. On the line 
labelled R=G=B are shades of gray ranging from black to 
white. 

perceives the reflected light, which has not been absorbed; hence the term 
"subtractive." Where no ink is on the paper the light reflected is white; 
where all three inks are present, the light is (in principle) absorbed and the 
appearance is black. In practice, complete absorption is difficult to achieve 
in printing inks and a fourth ink, black (thus, CMYK, in which K stands 
for blacK), is used as well. 

2.4.4.1 Color spaces/coordinates 0 

Many representations of color images are possible. The trichromatic the-
ory tells us that, ideally, three arrays of samples (three components) should 
he sufficient to represent a color image.2 However, output devices are 
limited, so not all colors can be obtained. 

RGB is one example of a color representation requiring three inde-
pendent values to describe the colors. Each of the values can be varied 
independently, and we can therefore create a three-dimensional space with 
the three components, R, G, and B, as independent coordinates. Colors 
are represented as points in this space, as shown in Figure 2-4. Note that 
shades of gray from black to white are found on the diagonal line in this 
plot. In general pixels in a color image have information from the samples 
of each component, and the color image is comprised of the two-
dimensional arrays of the component samples. 

Color representations such as RGB or CMY are not always the most 
convenient. Other representations are available that use color components 
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that are closely related to the criteria used to describe color perception: 
brightness, hue, and saturation. Brightness describes the intensity of the 
light (revealing whether it is white, gray. or black) and this can be related 
to the luminance of the source. Hue describes what color is present (red, 
green, yellow, etc.) and this can be related to the dominant wavelength of 
the light source. Saturation describes how vivid the color is (very strong, 
pastel, nearly white) and this can he related to the purity or narrowness 
of the spectral distribution of the source. 

Color spaces or color coordinate systems in which one component is 
the luminance and the other two components are related to hue and satu-
ration arc called luminance-chrominance representations. The luminance 
provides a grayscale version of the image (such as the image on a 
monochrome television receiver), and the chrominance components pro-
vide the extra information that converts the grayscale image to a color 
image. Luminance-chrominance representations are particularly important 
for good image compression. 

2.4.4.2 Linear color transformations 0 

The luminance of a display system is the sum of the luminances of the red, 
green, and blue phosphors. For convenience, the values of the three colors, 
R, G, and B, are expressed by a relative scale from 0 to 1, where 0 indicates 
no excitation of the phosphor and 1 indicates maximum excitation. In 
addition, the display is adjusted so that a gray value between black and 
white results whenever the three primary signals, R (red), G (green) and B 
(blue), are equal. For a particular definition of red, green and blue, the 
luminance (Y) of any color can be calculated from the following weighted 
sum:3

Y= 0.3R + 0.6G +0.1B [2-1] 

The scaling is chosen such that the luminance is also expressed by a relative 
scale from 0 to 1 and the weights reflect the contributions of the individual 
primaries to the total luminance. 

The term chrominance is defined as the difference between a color and 
a reference white at the same luminance. The chrominance information 
can therefore be expressed by a set of color differences, V and U, where V 
and U are defined by: 

R — Y 

U=B — Y 

[2-2] 

[2-3] 

These color differences are zero whenever R=G--B, as this condition 
produces gray. which has no chrominance. The V component controls 
colors ranging from red (V> 0) to blue-green (V< 0), whereas the U com-
ponent controls colors ranging from blue (Li > 0) to yellow (U < 0). 
Together with the luminance, these chrominance coordinates make up the 
color coordinate system known as YUV. Figure 2-5 illustrates the 
relationship between this YUV color space and the RGB color space. 
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Plane for Y=0.3 

Plane for U=0 

Y=1 

Plane for V=0 

Figure 2-5. Relationship between the RGB and YUV coordinate systems 

Chrominance values of zero are located on the diagonal where R= G = B, 
and the realizable range of YUV values is bounded by the RGB cube. The 
YUV color space is used in the European television systems. 

Another color space, YIQ, is used in the North American television 
systems. The YIQ space is related to the YUV space as follows: l' is the 
same for both spaces whereas I and Q are related only to U and V. I and 
Q are given by: 

1=0.74V— 0.27U [2-4] 

Q=0.48V+0.41U [2-5] 

Still another color coordinate system, YCbCr, was used extensively in 
the development of the JPEG standard. This color coordinate system is 
closely related to YUV. It uses the same Y. coordinate as the YUV system, 
whereas U and V are scaled and zero-shifted to produce the variables Cb 
and Cr, respectively. The equations are: 

Ch = (U12) + 0.5 [2-6] 

Cr=(V/I.6)+ 0.5 [2-7] 
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With this scaling and zero shifting the chrominance values arc always in 

the range 0 to I. The values of Cb and Cr are sometimes multiplied by 

255, so that they can be represented by an 8-hit integer. 
In principle, a number of other color spaces, including the CIE 

(Commission Internationale de l'Eclairage) tristimulus values, can he 
related to these spaces by simple linear equations. 

2.4.4.3 Uniform perceptual color spaces 0 

Although luminance-chrominance coordinates such as YUV are very con-
venient from the standpoint of ease of conversion to and from RGB, they 
suffer from one drawback: the amount of perceived color change produced 
by a fixed small change in these coordinates is quite nonuniform, and 
depends on the particular values of luminance and chrominance. Two 
color spaces, CIELIJV and CIELAB, which provide a relatively uniform 
perceptual space for describing colors, have been defined. A uniform per-
ceived change for given input change is a very desirable property, in that 
the precision required to express colors to a particular degree of fidelity 
can be more readily specified in a space with uniform perceptual charac-
teristics. Unfortunately, the transformations between the linear spaces 
described in section 2.4.4.2 and these uniform perceptual spaces are rela-
tively complex. Nonetheless, these spaces are expected to be used exten-
sively in applications requiring precise color reproduction. Accurate color 
reproduction is a very complex subject and a complete discussion of it is 
well beyond the scope of this book. 

2.4.4.4 Colorblindness of JPEG 0 

From the perspective of JPEG, the question of which coordinate system to 
use for color images is important only in the sense that a poor choice of 
color coordinates can adversely affect the compression. In terms of the 
structure of the compression algorithms, JPEG is "colorblind"; however, 
applications that use JPEG may not be. 

2.4.4.5 Additional details about color 0 

Illumination has a very significant effect on the perception of color, as is 
well known to anyone who has tried to match colors under two different 
lighting conditions. The "white" used in the equations above assumes a 
particular illumination known as Standard Illuminant C.3

The range of colors that can be represented by any output device is 
limited. A display system can display colors only within a range dictated 
by the phosphors in the display. Since phosphors always emit a band of 
wavelengths, pure spectral colors can never be produced by a CRT. 

Broadcast TV systems use a modified form of RGB known as 
gamma-corrected RGB. The "gamma correction" is made at the studio in 
order to correct for nonlinearitics in television receiver CRTs. This is done 
for purposes of economy in manufacturing the receivers. Many modern 
display systems are relatively linear—that is. a set of equal-intensity steps 
will produce on the screen a corresponding set of grayscale steps that have 
a relatively uniform set of intensity changes. In critical applications the 
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display response should be measured and corrections should be applied to 
the data to linearize the displayed output. 

In low-cost computer display systems the display storage is sometimes 
limited to eight bits/pixel. This restricts the possible set of colors to 256 
distinct values—the "palette." These colors do not form a continuous set; 
rather, the entries in the palette can be arbitrarily assigned. The JPEG 
algorithms assume continuity, and are not appropriate for direct com-
pression of palette representations. However, JPEG is suitable for any of 
the continuous representations of color. It can be used for palette repre-
sentations if the palette entries are converted to one of the continuous 
three-component representations before compression is performed. 

2.4.5 Image sequences 0 

Sometimes images come in correlated sets of two-dimensional arrays. One 
of the most common of these is moving pictures. Each frame of a movie 
consists of a two-dimensional array of pixels, but in areas in which there 
is no motion, the correlation (similarity) between images is very high. 
MPEG has a defined a new standard that is designed to take advantage of 
this interframe correlation.* MPEG can achieve about three times the 
compression of JPEG, but requires several frame buffers. JPEG can be 
implemented without any frame buffers. JPEG compresses each frame 
independently, and is almost symmetric in terms of complexity between 
encoders and decoders. For these reasons, some applications requiring 
motion sequences use JPEG in spite of the lower compression performance. 

Some medical applications such as CAT (computer-aided tomography) 
scans use sequences of images. However, in unpublished research Peng 4
found that the correlation between images is not high enough to improve 
the compression significantly. This occurs because the sampling interval 
between images is typically much larger than the sampling intervals within 
the images. 

2.5 Large amounts of data 0 

The amount of data in a digital image can be extremely large—even 
millions of bytes. Assuming one byte per pixel, a 320x240 pixel image 
(which is relatively small) occupies 76,800 bytes of storage. This is 
equivalent to about 25 pages of dense text at one byte per character. An 
IBM® PC VGA display has 640x480 pixels, and images for this display 
occupy 307,200 bytes of storage. Displays are now available exceeding 
2000x2000 pixels and images for these exceed four million bytes. Color 
images for display can require as much as three times more data, and color 
images for printing may require even more data. Motion sequences may 
be still more demanding. 

This is one of the motivating factors behind image compression. 
Modern workstations and personal computers are capable of displaying 

A brief review of MPEG is found in Chapter 20. 

Page 22 Page 22



22 JPEG: STILL IMAGE DATA COMPRESSION STANDARD 

high-resolution images, and the eye can sometimes analyze one image in a 
fraction of a second. it is very easy to construct applications that quickly 
exceed the capacity of hard-disk and even optical-disk storage. Properly 
used, JPEG compression can reduce the storage requirements by more than 
an order of magnitude, and may improve the system response time in the 
process, 
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5 

IMAGE COMPRESSION 
SYSTEMS 

5.1 Basic structure of image compression systems 0 

Image compression is the art and science of reducing (compressing) the 
number of bits required to describe an image. The two basic components 
of an image compression system are illustrated in Figure 5-1. The device 
that compresses the "source" image (the original digital image) is called an 
encoder and the output of this encoder is called compressed data (or coded 
data). The compressed data may be either stored or transmitted, but are 
at some point fed to a decoder. The decoder is a device that recreates or 
"reconstructs" an image from the compressed data. 

5.1.1 Encoder structure 0 

In general, a data compression encoding system can be broken into the 
following basic parts: an encoder model, an encoder statistical model, and 
an entropy encoder. The encoder model generates a sequence of 
"descriptors" that is an abstract representation of the image. The statis-
tical model converts these descriptors into symbols and passes them on to 
the entropy encoder. The entropy encoder compresses the symbols to form 

65 
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Source Compressed Reconstr. 
Encoder Decoder 

image image image 

data data data 

Figure 5-1. Image compression system 

the compressed data. Figure 5-2 shows a sketch of this general encoder 
structure. 

The two main functional blocks in Figure 5-2 divide the system in a 
way that is slightly different from the classical division found in many 
image compression books. Figure 5-2 follows the convention used in the 
JPEG documentation, where the division of the system is made at a point 
that cleanly separates the modeling from parts that are dependent on the 
particular form of entropy coding used. The traditional "symbols"— the 
items that are assigned codes—are generated by the statistical model inside 
the JPEG entropy encoder. We use the term "descriptors" here so that 
there is no confusion with the more traditional terminology. 

The encoder may require external tables—that is, tables specified 
externally when the encoder is invoked. We define two classes of these 
tables. Model tables are those tables that are needed in the procedures that 
generate the descriptors. Entropy-coding tables are those tables needed by 
the JPEG entropy-coding procedures. 

JPEG entropy encoder 

Source 

image 

data 

Encoder 

model 

Descriptors Encoder 

statistical 

model 

Symbols Entropy 

encoder 

Compr. 

Model tables Entropy coding tables 

image 

data 

Figure 5-2. The basic parts of an encoder 
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Figure 5-3. The basic parts of a decoder 

5.1.2 Decoder structure 0 

A data compression decoding system can be broken into basic parts that 
have an inverse function relative to the parts of the encoding system. As 
shown in Figure 5-3, the compressed data are fed to the JPEG entropy 
decoder. The entropy decoder decodes a sequence of descriptors that 
exactly matches the sequence that was compressed by the entropy encoder. 
The sequence of descriptors is converted to a reconstructed image by the 
decoder model. The decoder requires the same model tables and entropy-
coding tables as the encoder. If they are not known to both a priori, the 
encoder must transmit the tables as part of the compressed data. 

Unless the compressed image data have been corrupted (by errors 
introduced during storage or transmission), the descriptor input to the 
entropy encoder and the output from the entropy decoder are identical. 
Any loss or distortion, any difference between the source and reconstructed 
image data, is introduced only by the encoder and decoder models. One 
of the goals of image compression is to minimize the amount of distortion, 
especially the amount of visible distortion, for a given amount of com-
pression. 

Models that introduce distortion are termed "lossy" models, whereas 
models that allow no distortion are termed "lossless." The entropy 
encoding and decoding systems are also "lossless," as this is a term applied 
to any coding system or subsystem in which the input to the encoder is 
exactly matched by the output from the decoder. 

5.2 Image compression models 0 

The encoder model is defined as a unit that generates a sequence of 
descriptors. In this section we shall give some examples that should make 
this definition a little less abstract. Most of the examples given here are 
actually used in JPEG. 
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Figure 5-4. Plot of a line of image sample intensities 

Suppose we have some image data that we need to code. We could 
simply feed the sample values to the entropy encoder, in which case the 
encoder model in Figure 5-2 is essentially an empty box. This is the sim-
plest possible encoder model; it is also one of the poorest from the stand-
point of compression of grayscale images. It is known as "pulse code 
modulation," or PCM. For PCM the set of descriptors is all possible values 
of the samples. 
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Figure 5-5. Plot of intensity differences between each sample and the 
nearest neighbor sample to left 
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Figure 5-6. Histogram of image intensities 

5.2.1 DPCM model 0 

A much better model is realized if one attempts to predict the sample value 
from a combination of samples already coded in the image (the decoder 
must know those values too, so it can make the same prediction). For 
example, assuming we are coding from left to right, we might use the 
sample to the left as an estimate for the current sample. Then, the 
descriptor fed to the entropy encoder can be the difference between the 
sample being coded and the sample to the left. Since in a continuous-tone 
image the differences between one sample and the next are likely to be 
small, it is more efficient to encode the difference values than to encode 
each sample independently. This class of coding models is known as 
"differential pulse code modulation," or DPCM. For DPCM the set of 
descriptors is all possible difference values. 

Figure 5-4 shows a plot of a typical line of image data. Figure 5-5 
shows the corresponding differences between each sample and the sample 
immediately to the left. Note that the difference values are usually close 
to zero. This may be seen more clearly from the histogram of intensities 
for an entire image in Figure 5-6 and the histogram of the differences in 
Figure 5-7. The histogram of differences is tightly clustered around zero, 
indicating that small differences arc very probable. 

Given a known starting value, differences from one sample to the next 
can be used to exactly reconstruct the original intensity values. Therefore 
the set of differences is a representation that is entirely equivalent to the 
original intensity values. However, creating a representation in which a 
few events or symbols are very probable is important for data compression. 
The essence of data compression is the assignment of shorter code words 
to the more probable symbols, and longer code words to the less probable 
symbols. We might suspect, therefore, that DPCM gives better com-
pression than does PCM, and indeed, it does. Phrased another way, the 
better performance of DPCM relative to PCM is due to the high degree of 
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Figure 5-7. Histogram of differences between each sample and the nearest 
neighbor sample to left 

correlation found in most images. Only if there is strong correlation will 
the small differences be very probable. 

A schematic of a DPCM encoder model that uses the neighboring 
sample to the left as the prediction is shown in Figure 5-8. The corre-
sponding decoder model is shown in Figure 5-9. 

In these figures subtraction is indicated by "—" and addition by "+." 
There is an implicit storage of at least one sample in both schematics, as 
differences are always calculated relative to the previous sample.* 

In two places JPEG uses forms of DPCM similar to that shown in 
Figure 5-8: in the lossless coding mode and in the coding of the DCT DC 
coefficient. Note that in lossless coding other predictors besides the value 
of the neighboring sample to the left are allowed. For many images the 
most effective predictor is an average of the samples immediately above 
and to the left. 

' Note that as shown here, this DPCM model is lossless. Many forms of DPCM 
quantize the difference values, scaling them in a manner that is quite similar to the 
way DCT coefficients are quantized. The decoder must rescale the differences, and 
the net effect is to introduce distortion between encoder input and decoder output. 
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Figure 5-8. DPCM encoder model 

5.2.2 OCT model 0 

The DCT (FDCT and IDCT) and the associated quantization and 
dequantization of the coefficients are part of the encoder and decoder 
models used in the lossy JPEG modes. This encoder model is sketched in 
Figure 5-10. 

Quantization is done in the box labelled "Q." Note that the DC term 
is fed separately to an additional stage containing a DPCM model. The 
DC differences and AC coefficients are the descriptors that are fed to the 
entropy-coding block. The entropy-coding block codes these two classes 
of descriptors differently. 

The corresponding decoder model for the lossy JPEG modes is shown 
in Figure 5-11. The dequantization is done in the box labelled "DQ." 

The FDCT, quantization, dequantization, and IDCT arc the cause or 
the distortion in the images reconstructed by a JPEG lossy decoder. 
Arithmetic approximations in the integer arithmetic typically used in 
computing the FDCT and IDCT introduce a small amount of this dis-
tortion. The principal source of loss or distortion, however, is the 
quantization and dequantization of the coefficients. 

The quantization of each coefficient is done independently, and can 
therefore be matched to the response of the human visual system. It is this 
aspect that makes the JPEG lossy modes so effective. However, the reader 
should recognize that the quantization rules are defined for a particular set 
of viewing conditions, image content, and perhaps even application 

Difference 
0 Reconstructed 

sample 

Figure 5-9. DPCM decoder model 
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Figure 5-10. Encoder model for DCT systems 

demands. If these change, the distortion introduced by quantization may 
become a problem. An example of this can be seen by comparing the image 
in Figure 1-lb to the enlarged section in Figure 5-12. Distortion that is 
negligible for normal viewing conditions becomes objectionable in a 
close-up. 

There are additional attributes of DCT models that help to simplify 
the statistical modeling, one of them being the almost ideal decorrelation 
between the DCT basis functions. 

5.2.3 Other models 0 

The DPCM model is one particular instance of a general class of coding 
known as predictive coding. In predictive coding information already sent 
is used to predict future values and the differences are coded. The DCT 
model is also a particular form of a general class of coding known as 
transform coding. There are many other classes of coding models. 

Because our goal in this book is to provide a complete review of the 
technologies that apply specifically to JPFG, we shall not discuss the many 
other models that have been devised for image coding. We note, however, 
that excellent implementations of block truncation coding, vector 
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Figure 5-11. Decoder model for DCT systems 
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Figure 5-12. Visible distortion in a close-up. When a portion of Figure 
1-1 d is enlarged 4x horizontally and vertically, the dis-
tortion is far more visible. 

quantization, other transform coding schemes, sub-band coding, and 
several predictive coding schemes were considered by JPEG as candidates 
for the standard. JPEG's selection in January, 1988, of a DCT-based 
approach for lossy compression reflects the fact that of all the proposals 
submitted, the DCT provided the best image quality for a given bit rate. 
This is discussed in more detail in the chapter on JPEG history. For a 
comprehensive review of image compression models we refer the reader to 
two excellent texts on image compression). 

5.3 JPEG entropy encoder and entropy decoder structures 0 

JPEG uses two techniques for entropy coding: Huffman coding35 and 
arithmetic coding. Huffman coding, devised about 40 years ago, is the 
more familiar of the two, is computationally simpler, and is simpler to 
implement. However, it requires the code tables to be known at the start 
of entropy coding. Arithmetic coding provides systematically higher per-
formance (typically 10% or more) and one-pass adaptive coding in which 
the "code book" adapts dynamically to the data being coded. In this sec-
tion we shall only introduce the major functional blocks in these entropy 
coders. The principles of entropy coding and the actual coding procedures 
will be described in a later chapter. 

Inside an entropy coder there are four basic building blocks: a "sta-
tistical model," an "adaptor," a storage area, and an encoder. The way 
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Figure 5-13. Huffman entropy encoder 

the building blocks are linked together is a function of the particular 
entropy coding. The statistical model translates the descriptors into 
"symbols," each symbol being assigned a particular code word or proba-
bility.' The adapter is responsible for the assignment of code words 
(Huffman coding) or probability estimates (arithmetic coding) needed by 
the encoder. The storage area contains the Huffman code table or the 
arithmetic-coding probability estimates. With the help of the code words 
or probability estimates in the storage area, the encoder converts the sym-
bols to bits of compressed data. 

The symbols created by the statistical model are members of an 
"alphabet" that contains all possible symbols that the model can generate. 
Usually, some of these symbols are quite probable and some are very 
improbable. The objective in entropy coding is to assign short code words 
to the very probable symbols and longer code words to the less probable 
symbols. Samuel Morse did this in an intuitive way more than a century 
ago when he invented Morse code. When the code assignment is done in 
an optimal way, the result is entropy coding. 

5.3.1 Huffman entropy encoder and decoder structures 0 

The four basic building blocks of the Huffman entropy encoder are illus-
trated in Figure 5-13. The Huffman statistical model converts the 
descriptors into the actual symbols that are coded. For example, the JPEG 

Although statistical considerations arc also important in the design of the model 
that produces the descriptor sequences, such considerations arc not a part of the 
statistical model. 
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Figure 5-14. Huffman entropy decoder 

Huffman statistical model converts 16 contiguous zero AC coefficients into 
a single symbol meaning a run of 16 zeros. This type of conversion is 
usually done to improve the efficiency of the Huffman codes. The symbols 
created by the statistical model are directed by switch Si to either the 
Huffman encoder or the Huffman adaptor. 

Whenever the adaptor is used, two passes through the data are 
required. In the first pass the symbols are fed to the adaptor, in which the 
data is analyzed and used to create a "custom" Huffman code table. 
(Huffman code tables are the "entropy coding tables" for a Huffman 
entropy coder.) The second pass then encodes the data. Since two passes 
through the data are not always convenient, switch S2 allows "fixed" 
Huffman code tables from an external source to be used instead. Custom 
tables typically improve the coding efficiency by a few percent relative to 
the efficiency achieved with fixed tables. 

The Huffman entropy decoder is illustrated in Figure 5-14. The 
Huffman compressed data are decoded into symbols by the Huffman 
decoder block. The code words always come from a fixed Huffman code 
table that is loaded into the Huffman code table storage area before 
decoding begins. The data needed to generate this table may be incorpo-
rated into the compressed data. The symbols are translated back into the 
descriptors by the Huffman statistical model block. 

5.3.2 Arithmetic entropy encoder and decoder structures 0 

The four basic building blocks of the arithmetic-coding entropy encoder 
are illustrated in Figure 5-15. 

JPEG uses an adaptive binary arithmetic coder that can code only two 
symbols, 0 and I. (This may seem restrictive until you realize that corn-
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Figure 5-15. Arithmetic entropy encoder 

puters also use only binary symbols.) Therefore, the arithmetic coding 
statistical model must translate the descriptors into a set of binary deci-
sions. The statistical model also generates a "context" that selects a par-
ticular probability estimate to be used in coding the binary decision. The 
binary decisions and contexts are fed in parallel to both the arithmetic-
coding adaptor and the arithmetic coder. The arithmetic-coding "condi-
tioning table" (the arithmetic coding version of the entropy-coding table) 
provides parameters needed in generating the contexts. 

Descriptors 
Arithmetic 
coding 

statistical 
model 

Binary symbols 

Contexts

Arithmetic coding 
entropy table 

Arithmetic 
coding 
adaptor 

Index 

Statistics 

area 

Change 

estimate 

Arithmetic 
coding 
decoder data

Probability 

estimate 

Figure 5-16. Arithmetic entropy decoder 
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Figure 5-17. Transcoding between entropy coders 

The arithmetic encoder encodes the symbol using the probability 
estimate supplied to it. In the process of coding, it also keeps an approx-
imate count of the 0's and l's, and occasionally signals the adaptor to tell 
it to make the probability estimate for a particular context larger or 
smaller. 

The arithmetic coder is identical to that adopted by JBIG (see 
Chapter 20). Consequently, everything but the statistical model and per-
haps the size of the probability storage area arc unchanged when used by 
JBIG. Note that the JPEGLIBIG arithmetic entropy coder is a single-pass 
adaptive coder. 

The arithmetic entropy decoder is illustrated in Figure 5-16. The 
compressed data are fed to the decoder, which, with the benefit of the same 
probability estimates used for encoding, determines the sequence of binary 
symbols. The binary symbols are in turn translated back into descriptors 
by the arithmetic-coding statistical model. Note that the decoder and 
encoder statistical models generate the same context for a given binary 
decision, In general, the contexts, adaptation, and probability estimates 
must he identical in the entropy encoder and decoder. 

5.4 Transcoding 0 

Because the Huffman and arithmetic entropy coders encode and decode the 
same set of descriptors, it is possible to utranscode" between these systems. 
Figure 5-17 illustrates this procedure for a conversion from Huffman 
compressed data to arithmetic-coding compressed data, Of course, trans-
coding is a reversible process and compressed data generated by an arith-
metic coder can be transcoded to Huffman coded compressed data. 
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Figure 5-18. Pyramidal coding using the JPEG hierarchical mode 

5.5 JPEG lossless and lossy compression 0 

JPEG defines both lossy and lossless compression processes. The lossy 
JPEG processes are based on the Discrete Cosine Transform (DCT), 
whereas the lossless processes are based on forms of DPCM. 

Lossy JPEG DCT-based compression is particularly effective in Min-
imizing visible distortion. The improvement in compression that results 
when a small amount of visible distortion is allowed can be quite signif-
icant. Color images that can be compressed by a ratio of about 2:1 with 
the JPEG lossless techniques can often be compressed with .1 PEG lossy 
techniques by more than 20:1 yet have nearly imperceptible levels of visi-
ble distortion in the reconstructed images.' 

• When judging compression for a given degree of visual distortion. compression 
ratios can be misleading. Compression ratios can be artificially inflated by using 
excessively high precisions or too many samples in the chrominance components. 
It would be better to state that nearly imperceptible distortion is achieved at 
compressions of a little more than I bit/pixel with the JPEG lossy techniques. Of 
course, bits/pixel can also he misleading, as it can be radically affected by changes 
in viewing conditions and picture resolution. Really meaningful comparison 
between compression systems requires a fixed set of viewing conditions, a carefully 
calibrated display system, and a set of images with scene content and resolution 
that are representative of the application. The real cost in storage and trans-
mission comes from the amount of compressed data required to represent the 
image at some particular quality. 
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5.6 Sequential and progressive coding 0 

A sequential encoder codes the image in a single scan or pass through the 
data. The decoder necessarily follows the same order in decoding the data, 
reconstructing the image at full quality in a single scan in the same order 
as it was encoded. 

A progressive encoder encodes the image in two or more scans or 
passes through the data, first coding an approximation of the entire image 
and then coding finer details for the whole image with each succeeding 
scan. The decoder follows the same order in decoding, first reconstructing 
the approximation of the image, and then adding finer detail with each 
succeeding scan. 

The particular form of progression defined by JPEG can provide a 
final image that is identical to that of the JPEG sequential mode. Fur-
thermore, under the right conditions, slightly better compression is 
achieved with the JPEG progressive mode than with the JPEG sequential 
mode. Examples of JPEG sequential and progressive encoding will be 
given in Chapter 6. 

5.7 Hierarchical coding 0 

An alternative form of progressive coding known as hierarchical coding 
uses a set of successively smaller images that arc created by 
"downsampling" (low-pass filtering and subsampling) the preceding larger 
image in the set. Then, starting with the smallest image in the set the 
image set is coded with increasing resolution. After the first stage, each 
lower-resolution image is scaled up to the next resolution (upsampled) and 
used as a prediction for the following stage. When the set of images is 
stacked, it sometimes resembles a pyramid (Figure 5-18). Consequently, 
this form of coding is also called pyramidal coding. 

Just as smaller images generated as part of a hierarchical progression 
can be scaled up to full resolution, full-resolution images generated as part 
of a nonhierarchical progression can be scaled down to smaller sizes. These 
scalings are done in the decoder, and are not restricted to powers of 2. 

5.8 Compression measures 0 

The amount of compression that an encoder achieves can be measured in 
two different ways. Sometimes the parameter of interest is compression 
ratio—the ratio between the original source data and the compressed data 
sizes. However, for continuous-tone images another measure, the average 
number of compressed bits/pixel, is sometimes a more useful parameter for 
judging the performance of an encoding system. For a given image, how-
ever, the two are simply different ways of expressing the same compression. 
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ISO DIS 10918-1 
REQUIREMENTS 

AND GUIDELINES 

The ISO Draft International Standard 10918 Part 1 is reproduced in this 
appendix with the permission of the ISO secretariat. 

The ISO IS 10918-I incorporates many minor editorial changes to the 
DIS. The only major change in the document organization was the inter-
changing of Clause 3 (Introduction) and Clause 4 (Definitions, Abbrevi-
ations, and Symbols). Clause 3 was also renamed "General," 

In Annex L, a new patent was added as relevant to arithmetic 
coding ' 85 and another added as relevant to hierarchical coding with a final 
lossless stage. '" Another patent, U.S. Pat. No 4,725,885,1" that had been 
mistakenly cited as U.S Pat. No. 4,725,884 was removed as no longer rel-
evant. Some references were added to annex M.", "- 133

In Annex D including Figures D.8, D.9, D.10, and 0.12, the stack 
counter symbol was changed from SC to ST, in order to avoid confusion 
with the context-index for coding the correction bits in successive approx-
imation coding (SC). In Annex B the arithmetic conditioning table iden-
tifier was changed from Ta to Tb in order to avoid confusion with Tar the 
AC entropy table selector for the jth component in a scan. 

The missing "1"s were inserted into the third column at event count 
184 in Table K.7 and event count 222 in Table K.8. 

335 
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Table A-1. Standards nomenclature 

Nomenclature Etioivalent expression 

clause chapter 
subclausc section or paragraph 
annex appendix 
shall is required to ... 
shall not is not allowed ... 
should ought to/recommended to ... 
should not ought not to/not recommended to 
may is permitted 
need not it is not required that 
can it is possible to ... 
cannot it is impossible to ... 

Other minor changes were made to achieve consistency in the sym-
bols, resulting in the following additions to the list of symbols in subclause 
4.2 in the DIS. 

!fix byte modified by a carry-over 
CA conditional exchange 

d,, for component k 
EC event count 
EC'S; ith entropy-coded segment 
EOBO, E0B1, E0814 run length categories for EOB runs 
/14 ith MCU 
MPS(S) more probable symbol for context-index S 
ST stack counter 
Tb arithmetic conditioning table destination identifier 
Tc Huffman coding or arithmetic coding table class 
771 Huffman table destination identifier 
X values' values within the quotes are hexadecimal 

Table A-1 lists some of the special nomenclature used in standards 
documents.'" It is important to notice the distinction that is made 
between "shall," "may," and "can." 

Suhclauses labelled as "NOTE" always convey information. They 
cannot be used to specify requirements, although they may call attention 
to a requirement specified elsewhere. 

Implementers should obtain the IS document rather than relying upon 
the D1S document. In the U.S. the American National Standards Institute 
(ANSI) is the distributor. 
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Foreword 

This document (Part 1) is at the Draft International Standard (DIS) level of the 1SO/IEC JTCI 
process for the development of International Standards. After successful balloting and any nec-
essary revision, this DIS will be promoted to International Standard (IS). 

This CCITT Recommendation I International Standard, Digital Compression and Coding of 
Continuous-tone Still Images, is published as two pans: 

- Part 1: Requirements and guidelines 

- Part 2: Compliance testing 

This part. Pan I, sets out requirements and implementation guidelines for continuous-tone still 
image encoding and decoding processes, and for the coded representation of compressed image 
data for interchange between applications. These processes and representations are intended to 
be generic. that is, to be applicable to a broad range of applications for colour and grayscale still 
images within communications and computer systems. Part 2. which is now being drafted and 
which is expected to enter the CD review process six to nine months after this Part I. sets out 
tests for determining whether implementations comply with the requirements for the various en-
coding and decoding processes specified in Part 1. 

The user's attention is called to the possibility that - for some of the coding processes 
specified herein - compliance with this International Standard may require use of an in-
vention covered by patent rights. See Annex L for further information. 

The committee which has prepared this Specification is ISO/IEC JTC1/SC2/WGIO, Photo-
graphic Image Coding, in collaboration with CCITT SGVIII. Prior to the establishment of 
WG10 in 1990, the committee existed as an Ad Hoc group, known as the Joint Photographic 
Experts Group (JPEG), of ISO/IEC JTCl/SC2/WG8. Both the committee and the processes it 
has developed for standardization continue to be known informally by the name JPEG. The 
technical content of this Specification is identical (except for various corrections) to that of Re-
vision 8 of the working document "JPEG Draft Technical Specification" (JPEG-8-R8). 

The "joint" in JPEG refers to the committee's close but informal collaboration with the Special 
Rapporteur's committee Q.16 of CCITT SGVIII. In this collaboration, WGIO has performed 
the work of selecting, developing, documenting, and testing the generic compression processes. 
CCITT SGVIII has provided the requirements which these processes must satisfy to be useful 
for specific image communications applications such as facsimile, videotex, and audiographic 
conferencing. The intent is that the generic processes will be incorporated into the various 
CCITT Recommendations for terminal equipment for these applications. 

Other international organizations which have contributed to the preparation of this Specification 
include: 

- ISO/IEC JTC1/SC18/WG5 ODA Content Architecture and Colour; 

- International Press Telecommunications Council (IPTC). 

In addition to the applications addressed by the international organizations above, the JPEG 

committee has developed a compression standard to meet the needs of other applications as 

well, including desktop publishing, graphic arts, medical imaging, and scientific imaging. 

iii 
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Annexes A, B, C, D, E, F, G, 11, and J are normative, and thus form an integral part of this 
Specification. Annexes K, L and M are informative and thus do not form an integral part of this 
Specification. 

This Specification aims to follow the procedures of CCM' and ISO/IEC JTCI on "Presentation 
of CCITT I ISO/TEC Common Text," currently under elaboration by CCITT and ISO/IEC 
JTCI. The alignment of this Specification to the final version of the above joint drafting rules 
might result in minor editorial changes to this Specification. It is envisaged that the final Co-rr 
Recommendation I International Standard shall fully conform with the joint drafting rules of 
CCITT and ISO/IEC JTCI. 

11,
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INTERNATIONAL STANDARD DIS 10918.1 

CCITT RECOMMENDATION T.81 

INFORMATION TECHNOLOGY -

DIGITAL COMPRESSION AND CODING OF CONTINUOUS-TONE 
STILL IMAGES 

PART 1: REQUIREMENTS AND GUIDELINES 

1 Scope 

This CCITT Recommendation I International Standard is applicable to continuous-tone - 
g-rayscale or colour - digital still image data. It is applicable to a wide range of applications 
which require use of compressed images. It is not applicable to bi-level image data. 

This Specification 

- specifics processes for converting source image data to compressed image data; 

- specifies processes for converting compressed image data to reconstructed image data; 

- gives guidance on how to implement these processes in practice; 

- specifies coded representations for compressed image data. 

NOTE - This Specification does not specify a complete coded image representation. Such 
representations may include certain parameters, such as aspect ratio and colour space 
designation, which are application-dependent. 

2 Normative references 

None 
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3 Introduction 

The purpose of this clause is to give an informative overview of the elements specified in this 
Specification. Another purpose is to introduce many of the terms which are defined in clause 4. 
These terms are printed in italics upon first usage in this clause. 

3.1 Elements specified in this Specification 

There are three elements specified in this Specification: 

1) An encoder is an embodiment of an encoding process. As shown in Figure 1, an encoder 
takes as input digital source image data and table specifications, and by means of a speci-
fied set of procedures generates as output compressed image data. 

2) A decoder is an embodiment of a decoding process. As:shown in Figure 2, a decoder takes 
as input compressed image data and table specifications, and by means of a specified set of 
procedures generates as output digital reconstructed image data. 

3) The interchange format, shown in Figure 3, is a compressed image data representation 
which includes all table specifications used in the encoding process. The interchange for-
mat is for exchange between application environments. 

Encoder 

Source 
Image Data 

Table 
Specifications 

Figure 1 — Encoder 

Compressed 
Image Data 

Decoder 

Compressed 
Image Data 

Table 
Specifications

Figure 2 — Decoder 

2 

1
Reconstructed 

Image Data 
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Compressed image data, including table specifications 

C s' Application Environment 
B 

Figure 3 — Interchange format for compressed image data 

Figures 1 and 2 illustrate the general case for which the conrinuous-tone source an.d recon-
structed image data consist of multiple components. (A colour image consists of multiple com-
ponents; a grayscule image consists only of a single component). A significant portion of this 
Specification is concerned with how to handle multiple-component images in a flexible, 
application-independent way. 

These figures are also meant to show that the same tables specified for an encoder to use to 
compress a particular image must be provided to a decoder to reconstruct that image. However. 
this Specification does not specify how applications should associate tables with compressed 
image data, nor how they should represent source image data generally within their specific en-
vironments. 

Consequently, this Specification also specifies the interchange format shown in Figure 3, in 
which table specifications are included within compressed image data. An image compressed 
with a specified encoding process within one application environment, A. is passed to a differ-
ent environment, B, by means of the interchange format. The interchange format does not spec-
ify a complete coded image representation. Application-dependent information, es, colour 
space, is outside the scope of this Specification. 

3.2 Lossy and loasiess compression 

This Specification specifics two classes of encoding and decoding processes, lossy and lossless 
processes. Those based on the discrete cosine trartaform (DCI') are lossy, thereby allowing 
substantial compression to be achieved while producing a reconstructed image with high visual 
fidelity to the encoder's source image. 

The simplest DCT-based coding process is referred to as the baseline sequential process. II 
provides a capability which is sufficient for many applications. There are additional DCT-
based processes which extend the baseline sequential process to a broader range of applications. 
In any decoder using extended DCT-based decoding processes. the baseline decoding process is 
required to be present in order to provide a default decoding capability. 

3 
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The second class of coding processes is not based upon the DOT and is provided to meet the 
needs of applications requiring lossless compression. These lossless encoding and decoding 
processes are used independently of any of the DCf-based processes. 

A table summarizing the relationship among these lossy and lossless coding processes is in-
cluded in 3.11. 

The amount of compression provided by any of the various processes is dependent on the char-
acteristics of the particular image being compressed, as well as on the picture quality desired by 
the application and the desired speed of compression and decompression. 

3.3 DCT-based coding 

Figure 4 shows the main procedures for all encoding processes based on the DCT. It illustrates 
the special case of a single-component image, this is an appropriate simplification for overview 
purposes. becaUse all prOcesses Specified in this Specification operate on each image compo-
nent indepeouently. 

In the encoding process the input component's samples are .grouped into 8x8 blocks, and each 
block is transformed by the forward (EDCT) into a set of 64 values referred to as DCT 
coefficients. One of these values is referred to as the DC coefficient and the other 63 as the AC 
coefficients. 

Each of the 64 cmfficierns is then quantized using one of 64 corresponding values from a 
palt(i7altellt table Idetennined by one of the table specifications shown in Figure 4). No de-
fault values for quantization tables are specified in this Specification; applications may specify 
values which customize picture quality for their particular image characteristics, display de-
vices, and viewing conditions. 

8x8 blocks DCT-Based Encoder 

Source 
Image Data 

FDCT Quantizer 

Table 
Specifications 

Entropy 
Encoder 

Table 
Specifications 

Figure 4 - DCT-based encoder simplified diagram 

4 

Compressed 
Image Data 
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After quantization, the DC coefficient and the 63 AC coefficients are prepared for entropy en-
coding, as shown in Figure 5. The previous quantized DC coefficient is used to predict the cur-
rent quantized DC coefficient, and the difference is encoded. The 63 quantized AC coefficients 
undergo no such differential encoding, but are converted into a one-dimensional zig-zag se-
quence, as shown in Figure 5. 

The quantized coefficients are then passed to an entropy encoding procedure which compresses 
the data further. One of two entropy coding procedures can be used, as described in 3.6. If 
Huffman encoding is used, Huffman table specifications must be provided to the encoder. If 
arithmetic encoding is used. arithmetic coding conditioning table specifications must be pro. 
sided. 

Figure 6 shows the main procedures for all Der-based decoding processes. Each step shown 
performs essentially the inverse of its corresponding main procedure within the encoder- The 
entropy decoder decodes the zig-zag sequence of quantized DCT coefficients. After 
dequantization the DCT coefficients are transformed to an 11x8 block of samples by the inverse 
DCT (IDCT). 

DC1. -1 , z. DC. 

block  I blocki

DIFF=DC-DC4

DC ACoi AC07 

AC70 

Differential DC encoding Zig—zag order 

AC77 

Figure 5 - Preparation of quantized coefficients for entropy encoding 

DCT-Based Decoder 

Entropy ---> Dequantizer 
Decoder 

Compressed Table Tab e 
Image Data Specifications Specifications 

Figure 6 - DCT-based decoder simplified diagram 

5 

_J 

Reconstructed 
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3.4 Lossless coding 

Figure 7 shows the main procedures for the lossless encoding processes. A predictor combines 

the reconstructed values of up to three neighborhood samples at positions a. b, and c to form a 

prediction of the sample at position x as shown in Figure B. This prediction is then subtracted 

from the actual value of the sample at position x, and the difference is lossiessiy entropy-coded 

by either Huffman or arithmetic coding.

Lossless Encoder 

Entropy 
Predictor Encoder 

Source 
Image Data 

Table 
Specifications 

Compressed 
Image Data 

Figure 7 - Lossless encoder simplified diagram 

Figure 8 - 3-sample prediction neighborhood 

This encoding process may also be used in a slightly Modified way, whereby the precision of 
the input samples rs reduced by one or more bits prior to the lossless coding. This achieves 
higher compression than the lossless process (btu lower compression than the DCT-based proc-
esses for equivalent visual fidelity), and limits the reconstructed image's worst-case sample er-
ror to the amount of input precision reduction. 

3.5 Modes of operation 

There are four distinct modes of operation under which the various coding processes arc de-
fined: sequeniial Da -based. progressive DCT-based, lossless, and hierarchical. (Implemen-
tations are not required to provide all of these). The lossless mode of operation was described 
in 3.4. The other modes of operation are compared as follows. 

For the sequential Der-based mode, 8x8 sample blocks are typically input block by bip.ck from 
left to right, and block-row by block-row from top to bottom. After a block has been quantized 
and prepared for entropy encoding, all 64 of its quantized DCT coefficients can be immediately 
entropy encoded and output as part of the compressed image data (as was described in 3.3), 
thereby minimizing coefficient storage requirements. 

6 
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For the progressive DCT-based mode, Safi blocks are also typically encoded in the same order. 
but in multiple scans through the image. This is accomplished by adding an image-sized coeffi-
cient memory buffer (not shown in Figure 4) between the quantizer and the entropy encoder. 
As each block is quantized, its coefficients are stored in the buffer. The DCT coefficients in the 
buffer are then partially encoded in each of multiple scans. The typical sequence of image pres-
entation at the output of the decoder for sequential vs.„progressive modes of operation is shown 
in Figure 9. 

Progressive 

Sequential 

Figure 9 - Progressive vs. sequential presentation 

There are two procedures by which the quantized coefficients in the buffer may be partially en-
coded within a scan. First, only a specified band of coefficients from the zig-zag sequence need 
be encoded. This procedure is called spectral selection, because each band typically contains 
coefficients which occupy a lower or higher part of the frequency spectrum for that 8g8 block. 
Secondly, the coefficients within the current band need not be encoded to their full (quantized) 
accuracy within each scan. Upon a coefficient's first encoding, a specified number of most sig-
nificant bits is encoded first. in subsequent scans, the less significant bits are then encoded. 
This procedure is called ,successive approximation. Either procedure may used separately, or 
they may be mixed in flexible combinations. 

In hierarchical mode, an image is encoded as a sequence of frames. These frames provide ref 
erence reconstructed components which arc usually needed for prediction in subsequent frames. 
Except for the first frame for a given component, differential frames encode the difference be-
tween source components and reference reconstructed components. The coding of the differ-
ences may be done using only DCT-based processes. only lossless processes, or DCT-based 
processes with a final lossless process for each component. Downsampling and upsampling fil-
ters may be used to provide a pyramid of spatial resolutions as shown in Figure 10. Alter-
nately, the hierarchical mode can be used to improve the quality of the reconstructed compo-

nents at a given spatial resolution. 
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Hierarchical mode offers a progressive presentation similar to the progressive DCT-based mode 

but is useful in environments which have multi-resolution requirements. Hierarchical mode 

also offers the capability of progressive transmission to a final lossless stage. 

!% 

Figure 10 - Hierarchical multi-resolution encoding 

3.6 Entropy coding alternatives 

Two alternative entropy coding procedures are specified: Huffman coding and arithmetic cod-
ing. Huffman coding procedures use Huffman tables, determined by one of the table specifica-
tions shown in Figures I and 2. Arithmetic coding procedures use arithmetic coding condition-
ing tables, which may also be determined by a table specification. No default values for 
Huffman tables are specified. so that applications may choose tables appropriate for their own 
environments. Default tables are defined for the arithmetic coding conditioning. 

The baseline sequential process uses Huffman coding, while the extended DCT-based and 
lossless prixesses may use either Huffman or arithmetic coding. 

3.7 Sample precision 

For DCT-based processes, two alternative sample precisions are specified: either 8 bits or 12 
bits per sample. Applications which use samples with other precisions can use either 8-bit or 
12-bit precision by shifting their source image samples appropriately. The baseline process 
uses only 8-bit precision. DCT-based implementations which handle 12-bit source image sam-
ples are likely to need greater computational resources than those which handle only 8-bit 
source images. Consequently in this Specification separate normative requirements are defined 
for 8-bit and 12-bit DCT-based processes. 

For lossless processes the sample precision is specified to be front 2 to 16 hits. 

8 
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3.8 Multiple-component control 

3.3 and 3.4 give an overview of one major part of the encoding and decoding processes - those 
which operate on the sample values in order to achieve compression. There is another major 
part as well - the procedures which control the order In which the image data from multiple 
components arc processed to create the compressed data, and which ensure that the proper set 
of table data is applied to the proper data units in the image. (A data unit is a sample for 
lossless processes and an 8x8 block of samples for DCT-bascd processes). 

3.8.1 Interleaving multiple components 

Figure 11 shows an example of how an encoding process selects between multiple source image 
components as well as multiple sets of table data, when performing its encoding procedures, 
The source image in this example consists of the three components A, B. and C, and there arc 
two sets of table specifications. (This simplified view does not distinguish between the 
quantization tables and entropy coding tattles), 

Source 
Image Data Table 

Spec. 1 
Table 

Spec. 2 

Compressed 
Image Data 

Figure 11 — Component—interleave and table—switching control 

In sequential mode, encoding is non interleaved if the encoder compresses all image data units 
in component A befOre beginning component B. and then in turn all of B before C. Encoding is 
interleaved if the encoder compresses a data unit from A, a data unit from U, a data unit from C. 
then back to A, etc.. These alternatives are illustrated in Figure 12, which shows a case in which 
all three image components have identical dimensions: X columns by Y rows, for a total of N 
data units each. 

These control procedures are also able to handle cases in which the source image components 
have different dimensions. Figure 13 shows a case in which two of the components, B and C. 
have half the number of horizontal samples relative to component A. In this case, two data 

units from A are interleaved with one each from 13 and C. Cases in which components of an 
image have more complex sampling relationships; including subsampling in the vertical dimen-

sion. can be handled as well. 
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X — 

A l A, 

A n
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Bn

A j ,A 2,....An, CI ,C2.,...Cn, 

Scan 1 Scan 2 Scan 3 

Data unit encoding order, non-interleaved 

Scan 1 

Data unit encoding order, interleaved 

X —> 

C I C2

Cr, 

Figure 12 - Interleaved vs. non-interleaved encoding order 

<— X 

A l A2 

A n

XP-4 

1 3 1 B2
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Cl C2

C 

A1 ,A2,B j .CI ,A3,A4,82,C2,....An_ j,An,Bnp,Cna

Scan 1 
Data unit encoding order, interleaved 

Figure 13 - Interleaved order for components with different dimensions 
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3.8.2 Minimum coded unit 

Related to the concepts of multiple-component interleave is the minimum coded unit (MCU), If 
the compressed image data is non-interleaved, the MCU is defined to be one data unit. For ex-
ample, in Figure 12 the MCU for the non-interleaved case is a single data unit If the com-
pressed data is interleaved, the MCC contains one or more data units from each component. 
For the interleaved case in Figure 12, the (first) Ma.; consists of the three interleaved data units 
A1, 131, C1. In the example of Figure 13, the (first) MCU consists of the four data units A,. 
13 1, C1. 

3.9 Structure of compressed data 

Figures 1, 2, and 3 all illustrate slightly different views of compressed image data. Figure I 
shows this data as the output of an encoding process, Figure 2 shows it as the input to a decod-
ing process, and Figure 3 shows compressed image data in the interchange format, at the inter-
face between applications. 

Compressed image data is described by a uniform structure and set of parameters for both 
classes of encoding processes Bossy or lossless), and fur all modes of operation (sequential. 
progressive. lossless, and hierarchical).The various pans of the compressed image data are 
identified by special two-byte codes called markers. Some markers arc followed by particular 
sequences of parameters such as table specifications and headers. Others are used without pa-
rameters for functions such as marking the start-of-image and end-of-image. When a marker is 
associated with a particular sequence of parameters, the marker and its parameters comprise a 
marker segment. 

The data created by the entropy encoder are also segmented, and one particular marker - the 
restart marker - is used to isolate etaropy-coded data segments. The encoder outputs the restart 
markers, intermixed with the entropy-coded data. ill regular restart intervals of the source im-
age data. Restart markers can be identified without having to decode the compressed data to 
find them. Because they can he independently decoded, they have application-specific uses, 
such as parallel encoding or decoding, isolation of data corruptions, and semi-random access of 
entropy-coded segments. 

There are three compressed data formats: 

1) the interchange format; 

2) the abbreviated format for compressed image data; 

3) the abbreviated format for table-specification data. 

3.9.1 Interchange format 

In addition to certain required marker segments and the entropy-coded segments, the inter-
change format shall include the marker segments for all quantization and entropy-coding table 
specifications needed by the decoding process. This guarantees that a compressed image can 
cross the boundary between application environments, regardless of how each environment in-
ternally associates tables with compressed image data, 

3.9.2 Abbreviated format for compressed image data 

The abbreviated Format for compressed image data is identical to the interchange format. except 
that it does not include all tables required for decoding. (It may include some of them.) This 
format is intended for use within applications where alternative mechanisms arc available for 
supplying some or all of the table-specification data needed for decoding. 
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3.9.3 Abbreviated format for table-specification data 

This format contains only table-specification data. It is a means by which the application may 
install in the decoder the tables required to subsequently reconstruct one or more images. 

3.10 Image, frame, and scan 

Compressed image data consists of only one image. An image contains only one frame in the 
cases of sequential and progressive coding processes; an image contains multiple frames for the 
hierarchical mode. 

A frame contains one or more scans. For sequential processes, a scan contains a complete en• 
coding of one or more image components. In Figures 12 and 13, the frame consists of three 
scans when non-interleaved, and one scan if all three components are interleaved together. The 
frame could also consist of two scans: one with a non-interleaved component, the other with 
two components interleaved. 

For progressive processes. a scan contains a partial encoding of all data units from one or more 
image components. Components shall not be interleaved in progressive mode, except for the 
DC coefficients in the first scan for each component of a progressive frame. 

3.11 Summary of Coding Processes 

Table I provides a summary of the essential characteristics of the distinct coding processes 
specified in this Specification. The full specification of these processes is contained in Annexes 
F. G. 1-1 and J. 
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Table 1 - Summary: Essential Characteristics of Coding Processes 

Baseline Process (required for all DCT-based decoders) 

• DCT-based process 
• Source image: 8-bit samples within each component 
• Sequential 
• Huffman coding: 2 AC and 2 DC tables 
• Decoders shall process scans with 1, 2, 3, and 4 components 
• Interleaved and non-interleaved scans 

Extended DCT-based Processes 

• DCT-bascd process 
• Source image: 8-hit or 12-bit samples 
• Sequential or progressive 
• Huffman or arithmetic coding: 4 AC and 4 DC tables 
• Decoders shall process scans with 1, 2, 3, and 4 components 

• Interleaved and non-interleaved scans 

Lossless Processes 

• Predictive process (not DCT-based) 
• Source image: N-bit samples (2 N 16) 
• Sequential 
• Huffman or arithmetic coding: 4 DC tables 

• Decoders shall process scans with 1, 2, 3, and 4 components 

• Interleaved and non-interleaved scans 

Hierarchical processes 

• Multiple frames (non-differential and differential) 

• Uses extended DCT-based or lossless processes 

• Decoders shall process scans with 1, 2, 3, and 4 components 

• Interleaved and non-interleaved scans 
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4 Definitions, abbreviations, and symbols 

4.1 Definitions and abbreviations 

For the purposes of this Specification, the following definitions apply. 

abbreviated formal: A representation of compressed image data which is missing some or all 
of the table specifications required for decoding. 

AC coefficient: Any Der coefficient for which the frequency is not zero in at least one di-
mension. 

(adaptive) (binary) arithmetic decoding: An entropy decoding procedure which recovers the 
sequence of symbols from the sequence of bits produced by the arithmetic encoder. 

(adaptive) (binary) arithmetic encoding: An entropy encoding procedure which codes by 
means of a recursive subdivision of the probability of the sequence of symbols coded up to that 
point. 

application environment: The standards for data representation, transmission, and association 
which have been established for a particular application. 

arithmetic decoder: An embodiment of arithmetic decoding procedure. 

arithmetic encoder: An embodiment of arithmetic encoding procedure. 

baseline (sequential): A particular sequential DCT-based encoding and decoding process 
specified in this Specification, and which is required for all DCT-based decoding processes. 

binary decision: Choice between two alternativeS. 

hit stream: Partially encoded or decoded sequence of bits comprising an entropy-coded seg-
ment. 

block-interleaved: The descriptive tern: applied to the repetitive multiplexing in a specific or-
der of small groups of 8x8 blocks from each component in a scan. 

block-row: A sequence of eight contiguous component lines which are partitioned into 13)(8 
blocks. 

byte: Eight-bit octet. 

byte stuffing: A procedure in which either the Huffman coder or the arithmetic coder inserts a 
UM byte into the entropy-coded segment following the generation of an encoded hexadecimal 
X'FF' byte. 

carry bit: A hit in the arithmetic encoder code register which is set if a carry-over in the code 
register overflows the eight bits reserved for the output byte. 

ceiling function: The mathematical procedure in which the greatest integer value of a real 
number is obtained by selecting the smallest integer value which is greater than or equal to the 
real number. 

class (of coding process): Lossy or lossless coding processes, 
code register: The arithmetic encoder register containing the least significant bits of the a par-
tially completed entropy-coded segment, Alternatively, the arithmetic decoder register contain-
ing the most significant bits of a partially decoded entropy-coded segment. 
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coding model: A procedure used to convert input data into symbols to be coded. 

coding process: A general term for referring to an encoding process, a decoding process, or 
both. 

colour image: A continuous-tone image that has more than one component. 

columns: Samples per line in a component. 

component: One of the two-dimensional arrays which comprise an image. 

compressed data: Either compressed image data or table specification data or both. 

compressed image data: A coded representation of an image, as specified in this Specifica-
tion. 

compression: Reduction in the number of bits used to represent source image data. 

conditional exchange: The interchange of MPS and LPS probability intervals whenever the 
size of the LPS interval is greater than the size of the MPS interval (in arithmetic Coding). 

(conditional) probability estimate: The probability value assigned to the LPS by the prob-
ability estimation state machine (in arithmetic coding). 

conditioning table: The set of parameters which select one of the defined relationships be-
tween prior coding decisions and the conditional probability estimates used in arithmetic 
coding. 

context: The set of previously coded binary decisions which is used to create the index to the 
probability estimation state machine (in arithmetic coding). 

continuous-tone image: An image whose components have more than one bit per sample. 

data unit: A block in DCT-based processes: a sample in lossless processes. 

DC coefficient: The DCT coefficient for which the frequency is zero in both dimensions. 

DC prediction: The procedure used by DCT-based encoders whereby the quantized DC coeffi-
cient fTorn the previously encoded 8x8 black of the same component is subtracted (mm the 
current quantized DC coefficient. 

(DCT) coefficient: The amplitude of a specific cosine basis function. 

decoder: An embodiment of a decoding process. 

decoding process: A process which takes as its input compressed image data and outputs a 
continuous-tone image. 

default conditioning: The values defined for the arithmetic coding conditioning tables at the 
beginning of coding of an image. 

dequantization: The inverse procedure to quantization by which the decoder recovers a repre-
sentation of the DCT coefficients. 

difference image: The two dimensional array of data formed by subtracting a reference image 
from a source image (in hierarchical mode coding). 

differential component: The difference between an input component derived from the source 
image and the corresponding reference component derived from the preceding frame for that 

component (in hierarchical mode coding ), 

differential frame: A frame in a hierarchical process in which differential components are 

either encoded or decoded. 
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(digital) reconstructed image (data): A continuous-tone image which is the output of any de-
coder defined in this Specification. 

(digital) source image (data): A continuous-tone image used as input to any encoder defined 
in this Specification. 

(digital) (still) image: A set of two-dimensional arrays of data. 

discrete cosine transform; DCT: Either the forward discrete cosine transform or the inverse 
discrete cosine transform. 

downsampling (filter): A procedure by which the spatial resolution of an image is reduced (in 
hierarchical mode coding). 

encoder: An embodiment of an encoding process. 

encoding process: A process which takes as its input a continuous-tone image and outputs 
compressed image data. 

entropy-cooed (data) segment: An independently decodable sequence of entropy encoded 
bytes of compressed image data. 

(entropy-ended segment) pointer: The variable which points to the most recently placed (or 
fetched) byte in the entropy encoded segment. 

entropy decoder: An embodiment of an entropy decoding procedure. 

entropy decoding: A lossless procedure which recovers the sequence of symbols from the se-
quence of bits produced by the entropy encoder. 

entropy encoder: An embodiment of an entropy encoding procedure 

entropy encoding: A lossless procedure which converts a sequence of input symbols into a se-
quence of hits such that the average number of bits per symbol approaches the entropy of the 
inpui symbols, 

extended (DCT-based) process: A descriptive term for DCI-based encoding and decoding 
processes in which additional capabilities are added to the baseline sequential process. 

forward discrete cosine transform; FDCT: A mathematical transformation using cosine ba• 
sis functions which converts a block of samples into a corresponding array of basis function 
amplitudes. 

frame: A group of one or more scans (all using the same DCT-based or lossless process) 
through the data of one or more of the components in an image. 

frame header: The start-of-frame marker and frame parameters that arc coded at the beginning 
of a frame. 

frequency: A two dimensional index into the two dimensional array of DCT coefficients. 

(frequency) band: A contiguous group of coefficients from the zig-zag sequence (in progres-
sive mode coding). 

full progression: A process which uses both spectral selection and successive approximation 
(in progressive mode coding). 

grayseale image: A continuous-tone image that has only one component. 
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hierarchical: A mode of operation for coding an image in which the first frame for a given 
component is followed by frames which code the differences between the source data and the 
reconstructed data from the previous frame for that component. Resolution changes are al-
lowed between frames. 

hierarchical decoder: A sequence of decoder processes in which the first frame for each com-
ponent is followed by frames which decode an array of differences for each component and 
adds it to the reconstructed data from the preceding frame for that component. 
hierarchical encoder: The mode of operation in which the first frame for each component is 
followed by frames which encoded the array of differences between the source data and the re-
constructed data from the preceding frame for that component. 

horizontal sampling factor: The relative number of horizontal data units of a particular com-
ponent with respect to the number of horizontal data units in the other components. 
Huffman decoder: An embodiment of a Huffman decoding procedure 

Huffman decoding: Art entropy decoding procedure which recovers the symbol from each 
variable length code produced by the Huffman encoder. 

Huffman encoder: An embodiment of a Huffman encoding procedure 

Huffman encoding: An entropy encoding procedure which assigns a variable length code to 
each input symbol. 

Huffman table: The set of variable length codes required in a Huffman encoder and Huffman 
decoder. 

image data: Either source image data or reconstructed image data. 

interchange format: The representation of compressed image data for exchange between ap-
plication environments. 

interleaved: The descriptive term applied to the repetitive multiplexing of small groups of data 
units from each component in a scan in a specific order. 

inverse discrete cosine transform; IDCT: A mathematical transformation using cosine basis 
functions which converts an array of basis function amplitudes into a corresponding block of 
samples. 

latent output: Output of the arithmetic encoder which is held, pending resolution of carry-
over (in arithmetic coding). 

less probable symbol; LPS: For a binary decision, the decision value which has the smaller 
probability. 

level shift: A procedure used by DCT-based encoders and decoders whereby each input sample 
is either converted from an unsigned representation to a two's complement representation or 
from a two's complement representation to an unsigned representation. 

lossless: A descriptive term for encoding and decoding processes and procedures in which the 
output of the decoding procedure(s) is identical to the input to the encoding procedure(s). 

lossless coding: The mode of operation which refers to any one of the coding processes defined 
in this Specification in which all of the procedures are lossless (see Annex H). 

lossy: A descriptive term for encoding and decoding processes which are not lossless. 

marker: A two-byte code in which the first byte is hexadecimal FF (XTV) and the second byte 
is a value betweeh I and hexadecimal FE (X'Ffi'). 
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marker segment: A marker and associated set of parameters. 

MCU-row: The smallest sequence of MCU which contains at least one row of data units from 

every component in the scan. 

minimum coded unit; MCU: The smallest group of data units that is coded. 

modes (of operation): The four main categories of image compression processes defined in 
this Specification. 

more probable symbol; MPS: For a binary decision, the decision value which has the larger 
probability. 

non-differential frame: The first frame for any components in a hierarchical encoder or de-
coder. The components are encoded or decoded without subtraction from reference 
components. The term refers also to any frame in modes other than the hierarchical mode. 

non-interleaved: The descriptive term applied to the data unit processing sequence when the 
scan has only one component. 

(number of) lines: The number of rows in the component with the largest vertical sampling 
factor in the image. 

parameters: Fixed length integers 4, 8 or 16 bits in length, used in the compressed data for-
mats. 

point transform: Scaling of a sample or DCT coefficient. 

precision: Number of hits allocated to a particular sample or DCT coefficient. 

predictor: A linear combination of previously encoded reconstructed values (in lossless mode 
coding). 

probability estimation state machine: An interlinked table of probability values and indices 
which is used to estimate the probability of the LPS (in arithmetic coding). 

probability interval: The probability of a particular sequence of binary decisions within the 
ordered set of all possible sequences (in arithmetic coding). 

(probability) sub-interval: A portion of a probability interval allocated to either of the two 
possible binary decision values (in arithmetic coding). 

procedure: A set of steps which accomplishes one of the tasks which comprise an encoding or 
decoding process. 

progressive (coding): One of the DCT-based or hierarchical processes defined in this Specifi-
cation in which each scan typically improves the quality of the reconstructed image. 

progressive DCT-based: The mode of operation which refers to any one of the processes de-
fined in Annex G of this Specification. 

quantization table: The set of 64 quantization values used to quantize the DCT coefficients. 

quantization value: An integer value used in the quantization procedure. 

quantize: The act of performing the quantization procedure for a DCT coefficient. 
reference (reconstructed) component: Reconstructed component data which is used in a 
subsequent frame of a hierarchical encoder or decoder process (in hierarchical mode coding). 

renormalization: The doubling of the probability interval and the code register value until the 
probability interval exceeds a fixed minimum value (in arithmetic coding). 
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restart interval: The integer number of MCUs processed as an independent sequence within a 
scan. 

restart marker: The marker that separates two restart intervals in a scan. 
run (length): Number of consecutive symbols of the same value. 

sample: One element in the two-dimensional array which comprises a component. 
sample-interleaved: The descriptive term applied to the repetitive multiplexing of small 
groups of samples from each component in a scan in a specific order. 

scan: A single pass through the data for one or more of the components in an image. 

scan header: The start-of-scan marker and scan parameters that are coded at the beginning of a 
scan. 

sequential (coding): One of the losslcss or DCT-based coding processes defined in this Speci-
fication in which each component of the image is encoded within a single scan. 

sequential DCT-based: The mode of operation which refers to any one of the processes de-
fined in Annex F of this Specification. 

spectral selection: A progressive coding process in which the zig-zag sequence is divided into 
bands of one or more contiguous coefficients, and each band is coded in one scan. 

stack counter: The count of X'FF' bytes which are held, pending resolution of carry-over in 
the arithmetic encoder. 

statistical bin: The storage location where an index is stored which identifies the value of the 
conditional probability estimate used for a particular arithmetic coding binary decision_ 

statistical conditioning: The selection, based on prior coding decisions, of one estimate out of 
a set of conditional probability estimates (in arithmetic coding). 

statistical model: The assignment of a particular conditional probability estimate to each of 
the binary arithmetic coding decisions. 

statistics area: The array of statistics bins required for a coding process which uses arithmetic 
coding. 

successive approximation: A progressive coding process'in which the coefficients are coded 
with reduced precision in the first scan, and precision is increased by one bit with each succeed-
ing scan. 

table specification data: The coded representation from which the tables used in the encoder 
and decoder are generated. 

transcoder: A procedure for converting compressed image data of one encoder process to 
compressed image data of another encoder process. 

(uniform) quantization: The procedure by which DCT coefficients are linearly scaled in order 
to achieve compression. 

upsampling (filter): A procedure by which the spatial resolution of an image is increased (in 
hierarchical mode coding). 

vertical sampling factor: The relative number of vertical data units of a particular component 
with respect to the number of vertical data units in the other components in the frame. 

zig-zag sequence: A specific sequential ordering of the Dcr coefficients from (approximately) 
lowest spatial frequency to highest. 
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(8x8) block: An 8x8 array of samples. 

3-sample predictor: A linear combination of the three nearest neighbor reconstructed samples 
to the left and above (in lossless mode coding). 

4.2 Symbols 

The symbols used in this Specification are listed below. 

A: probability interval 

AC: AC DCT coefficient 

ACji: AC coefficient predicted from DC values 

Alt: successive approximation bit position, high 

Al: successive approximation bit position, low 

ith 8-hit parameter in APP. segment 

APP.: marker reserved for application segments 

B: byte of data in entropy-coded segment 

Bt: ith statistics bin for coding magnitude bit pattern category 

132: next byte from entropy-coded segment when B—XIT'' 

BE: counter for buffered correction hits for Huffman coding in the successive approximation 
process 

BITS: 16 byte list containing number of Huffman codes of each length 

BP: pointer to entropy-coded segment 

B PST: pointer to byte before start of entropy-coded segment 

BR: counter for buffered correction hits for Huffman coding in the successive approximation 
process 

C: value of hit stream in code register 

C1: component identifier for frame 

C.: horizontal frequency dependent scaling factor in DCT 

Cv: vertical frequency dependent scaling factor in DCT 

C-low: low order 16 bits of the arithmetic decoder code register 

Cm i: ith 8-bit parameter in COM segment 

CNT: bit counter in NEXTBYTE 

CODE: Huffman code value 
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CODESIZE(V): code size for symbol V 

COM: comment marker 

Cs: conditioning table value 

Csi: component identifier for scan 

CT: renormalization shift counter 

Cx: high order 16 bits of arithmetic decoder code register 

dffl: data unit from horizontal position i, vertical position j 

D: decision decoded 

Da: in DC coding, the DC difference coded for the previous block from the same component; 
in lossless coding, the difference coded for the sample immediately to the left 

DAC: define-arithmetic-coding conditioning marker 

Db: the difference coded for the sample immediately above 

DC: DC DCT coefficient 

DC,: DC coefficient for ith block in component 

DC,: kth DC value used in prediction of AC coefficients 

DHP: define hierarchical progression marker 

DHT: define-Huffman-tables marker 

DIFF: difference between quantized DC and prediction 

DNL: define-number-of-lines marker 

DQT: define-quantization-table marker 

DRI: define restart interval marker 

E: exponent in magnitude category upper bound 

ECS: abbreviation for entropy-coded segment 

Eh: horizontal expansion parameter in EXP segment 

EHUFCO: Huffman code table for encoder 

EIIUFSI: encoder table of Huffman code sizes 

EOB: end-of-block for sequential; end-of-band for progressive 

EOB„: run length category for EOB runs 

EOBx: position of ECM in previous successive approximation scan 

E01: end-of-image marker 

Ev: vertical expansion parameter in EXP segment 

EXP: expand reference components 
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FREQ(V): frequency of occurrence of symbol V 

H1: horizontal sampling factor for ith component 

largest horizontal sampling factor 

HUFFCODE: list of Huffman codes corresponding to lengths in IIUFFSIZE 

HUFFSIZE: list of code lengths 

HUFFVAL: list of values assigned to each Huffman code 

i: subscript index 

I: integer variable 

Index(S): index to probability estimation state machine table for context index S 

j: subscript index 

J: integer variable 

JPG: marker reserved for JPEG extensions 

JPG.: marker reserved fur JPEG extensions 

k: subscript index 

K: integer variable 

Kmin: index of 1st AC coefficient in band (1 for sequential Dcr) 
Kx: conditioning parameter for AC arithmetic coding model 

L: DC and lossless coding conditioning lower bound parameter 

L1: element in BITS list in DHT segment 

Li(t): element in BITS list in the UHT segment for Huffman table t 

La: length of parameters in APPn segment 

I.ASTK: largest value of K 

Lc: length of parameters in COM segment 

I,d: length of parameters in DNI, segment 

Le: length of parameters in EXP segment 

Lf: length of frame header parameters 

Lh: length of parameters in DHT segment 

1,p: length of parameters in DAC segment 

LPS: less probable symbol (in arithmetic coding) 

Lq: length of parameters in DQT segment 

Lr: length of parameters in DRI segment 

Ls: length of scan header parameters 
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LSB: least significant hit 

m: modulo 8 counter for RSTm marker 

M: bit mask used in coding magnitude of V 

MAXCODE: table with maximum value of Huffman code for each code length 

MCUR: number of MCU required to make up one row 

MINCODE: table with minimum value of Huffman code for each code length 

MPS: more probable symbol (in arithmetic coding) 

MSB: most significant bit 

rnt: number of Vij parameters for Huffman table t 

M2, M3, M4, , M15: designation of context-indices for coding of magnitude bits in the 
arithmetic coding models 

n: integer variable 

N: data unit counter for MCU coding 

Nf: number of components in frame 

Nb: number of data units in MCU 

NextIndexMPS: new value of Index(S) after a MPS renormalization 

Next_Index_LPS: new value of Index(S) after a LPS renormalization 

NL: number of lines defined in DNL segment 

Ns: number of components in scan 

OTHERS(V): index to next symbol in chain 

P: sample precision 

Pq: quantizer precision parameter in DQT segment 

Pq(t): quantizer precision parameter in DQT segment for quantization table 

Px: calculated value of sample 

PRED: quantized DC coefficient from the most recently coded block of the component 

Pt: point transform parameter 

Q,,: quantization value for DCT coefficient Sv. 

quantizer value for DC coefficient 

Qffi: quantizer value for coefficient ACJ, 

QACji: quantized AC coefficient predicted from DC values 

QDCk: kth quantized DC value used in prediction of AC coefficients 

Qe: LPS probability estimate 
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Qe(S): LPS probability estimate for context index S 

Qk: kth clement of 64 quantization elements in DQT segment 

R: length of run of zero amplitude AC coefficients 

dequantized DCT coefficient 

Ra: reconstructed sample value 

Rb: reconstructed sample value 

Re: reconstructed sample value 

Rd: rounding in prediction calculation 

RES: reserved markers 

Ri: restart interval in DRI segment 

RS: composite value used in Huffman coding of AC coefficients 

RST,,: restart marker 

RRRR: 4-bit value of run length of zero AC coefficients 

reconstructed image sample 

S: context index 

s11: sample front horizontal position i, vertical position j in block 

S,,: DCT coefficient at horizontal frequency u, vertical frequency v 

sy,‘: reconstructed value from IDCT 

SC: context-index for coding of correction bit in successive approximation coding 

Se: end of spectral selection band in zigzag sequence 

SE: context-index for coding of end-of-block or end-of-band 

SI: Huffman code size 

SIGN: decoded sense of sign 

SIZE: length of a Huffman code 

SN: context-index for coding of first magnitude category when V is negative 

SOI: start-of-image marker 

SOF,: baseline DCT process frame marker 

SOFt: extended sequential DCT frame marker, Huffman coding 

SOF,: progressive DCT frame marker, Huffman coding 

SOF,: lossless process frame marker, Huffman coding 

SOF,: differential sequential DCT frame marker, Huffman coding 

SOF6: differential progressive DCT frame marker, Huffman coding 
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SOF,: differential lossless process frame marker, Huffman coding 

SOF,: sequential DCT frame marker, arithmetic coding 

SOF,„: progressive DCT frame marker, arithmetic coding 

SOF„: lossless process frame marker, arithmetic coding 

SOF,: differential sequential DCT frame marker, arithmetic coding 

SOF„: differential progressive DCT frame marker, arithmetic coding 

SOF„: differential lossless process frame marker, arithmetic coding 

SOS: start-of-scan marker 

SP: context-index for coding of first magnitude category when V is positive 

Sq„: quantized DCT coefficient 

Ss: start of spectral selection band in zigzag sequence 

SS: context-index for coding of sign decision 

SSSS: 4-bit size catagory of DC difference or AC coefficient amplitude 

Switch_MPS: parameter controlling inversion of sense of MPS 

Sz: parameter used in coding magnitude of V 

SO: context-index for coding of V-=0 decision 

t: summation index for parameter limits computation 

T: temporary variable 

Ta: arithmetic conditioning table identifier 

Tai: AC entropy table selector for jth component in scan 

Tdj: DC entropy table selector for jth component in scan 

TEM: temporary marker 

Tqi: quantization table for ith component in frame 

Tq: quantizer table identifier in DOT segment 

U: DC and lossless coding conditioning upper bound parameter 

V: Symbol or value being either encoded or decoded 

V,: vertical sampling factor for ith component 

Vu: jth value for length i in HUFFVAL 

V,r . x: largest vertical sampling factor 

VALPTR: list of indices for 1st value in HUFFVAL for each code length 

VI: symbol value 

V2: symbol value 
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Vt: temporary variable 

X: number of samples per line in component with largest horizontal sampling factor value 

x1: number of columns in ith component 

X,: ith statistics bin for coding magnitude category decision 

XI, X2, X3, , XIS: designation of context-indices for coding of magnitude categories in the 
arithmetic coding models 

XHIJI,CO: extended Huffman code table 

XHUFSI: table of sizes of extended Huffman codes 

Y: number of lines in component with largest vertical sampling factor value 

y1: number of rows in ith component 

ZRL: value in HUFF'y'AL assigned to run of 16 zero coefficients 

ZZ(k): kth element in zigzag sequence of DCT coefficients 

7.7.(0); quantized DC coefficient in zigzag sequence 
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5 Interchange format requirements 

The interchange format is the coded representation of compressed image data for exchange be-
tween application environments. 

The interchange format requirements are that any compressed image data represented in inter-
change format shall comply with the syntax and codes assignments appropriate for the decoding 
process selected, as specified in Annex B. 
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6 Encoder requirements 

An encoding process converts source image data to compressed image data. Each of Annexes 
F. G, H, and J specifies a number of distinct encoding processes for its particular mode of op-
eration. 

An encoder is an embodiment of one (or more) of the encoding processes specified in Annexes 
F. G, fd, or I. In order to comply with this Specification, an encoder shall satisfy at least one of 
the following two requirements. 

An encoder sha1L• 

1) with proper accuracy, convert source image data to compressed image data which complies 
with the interchange format syntax specified in Annex B for the encoding process(es) em-
bodied by the encoder: 

2) with prone' accuracy, convert source image data to compressed image data which complies 
with the abbreviated format syntax for compressed image data specified in Annex B for the 
encoding process(es) embodied by the encoder. 

For each of the encoding processes specified in Annexes F, G, H. and J, the compliance tests 
for the above requirements are specified in Part 2 of this Specification. 

NOTE - There is no requirement in this Specification that any encoder which embodies 
one of the encoding processes specified in Annexes F, G, H, or J shall be able to operate for 
all ranges of the parameters which are allowed for that process. An encoder is only required 
to meet the compliance tests specified in Part 2, and to generate the compressed data format 
according to Annex B for those parameter values which it does use. 
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7 Decoder requirements 

A decoding process converts compressed image data to reconstructed image data. Each of An-
nexes F, G, II, and J specifies a number of distinct decoding processes for its particular mode of 
operation. 

A decoder is an embodiment of one (or more) of the decoding prOcesses specified in Annexes 
F, G, H, or J. In order to comply with this Specification, a decoder shall satisfy all three of the 
following requirements. 

A decoder shall: 

1) with proper accuracy. convert to reconstructed image data any compressed image data with 
parameters within the range supported by the application, and which complies with the in-
terchange format syntax specified in Annex 13 for the decoding process(es) embodied by the 
decoder; 

2) accept and properly store any table-specification data which complies with the abbreviated 
format syntax for table-specification data specified in Annex B for the decoding process(es) 
embodied by the decoder; 

3) with proper accuracy, convert to reconstructed image data any compressed image data 
which complies with the abbreviated format syntax for compressed image data specified in 
Annex B for the decoding process(es) embodied by the decoder, provided that the table-
specification data required for decoding the compressed image data has previously been in-
stalled into the decoder. 

Additionally, any DCT-based decoder, if it embodies any DCT-based decoding process other 
than baseline sequential, shall also embody the baseline sequential decoding process. 

For each of the decoding processes specified in Annexes F, G, H, and 3, the compliance tests 
for the above requirements are specified in Part 2 of this Specification. 
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Annex A (normative) 

Mathematical definitions 

A.1 Source image 

Source images to which the encoding processes specified in this Specification can be applied 
are defined in this annex. 

A.1.1 Dimensions and relative sampling 

As shown in Figure Al,,  a source image is defined to consist of Nf components. Each compo-
nent, with unique identifier C , is defined 10 Consist of a rectangular array of samples of xi col-
umns by yi rows. The image has overall dimensions X samples horizontally by Y samples ver-
tically, where X is the maximum of the xi values and Y is the maximum of the yi values for all 
components in the frame. For each component, sampling factors Hi and Vi are defined relating 
component dimensions xi and yi to overall image dimensions X and V, according to the follow-
ing expressions: 

x,= IX Hffi 1 
and Yi = 1Y 1 =-v 1 ' 

where H. and Vmax are the maximum sampling factors for all components in the frame, and r] is the ceiling function. 

As an example, consider an image having 512 pixels by 512 lines and 3 components sampled 
according to the following sampling factors: 

Component 0 H0 =-
 
4, V0 = I 

Component 1 H1 = 2, V1 =2
Component 2 H2 = 1, V2 = 1 

Then X=512, Y=512, limax=4, Vmax=2, and xi and yi for each component are: 

Component 0 
Component 1 
Component 2 

xo =512, yo =256 
x 1 = 256, yi =512 
x2 = 128, y2 = 256 

NOTE - The X, Y, H, and Vi parameters are contained in the frame header of the inter-
change format (see B.2.2), whereas the individual component dimensions x and y, are de-
rived by the decoder. Source images with x, and y1 dimensions which do not satisfy the ex-
pressions above cannot be properly reconstructed. 
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N1-1 

C top 

bottom 

(a) Source image with multiple components (61 Characteristics of an image component 

Figure A.1 - Source image characteristics 

A.1.2 Sample precision 

A sample is defined to be an integer with precision P hits, with any value in the range [0,2P-11. 
All samples of all components within the same source image shall have the same precision P. 
Restrictions on the value of P depend on the mode of operation. as specified in B.2 - B.7. 

A.1.3 Data unit 

A data unit is a sample in lossless processes and an 8x8 block of contiguous samples in DCI'-
based processes. The left-most 8 samples of each of the top-most 8 rows in the component 
shall always be the top-left -most block. With this top-left-most block as the reference, the com-
ponent is partitioned into contiguous data units to the right and to the bottom (as shown in fig-
ure A.4). 

A.1.4 Orientation 

Figure A.1 indicates the orientation of an image component by the terms top, bottom, left, and 
right. The order by which the data units of an image component are input to the compression 
encoding procedures is defined to be left-to-right and top-to-bottom within the component. 
(This ordering is precisely defined in A.2). It is the responsibility of applications to define 
which edges of a source image shall be considered top, bottom, left, and right. 

A.2 Order of source image data encoding 

The scan header (see B.2.3) specifies the order by which source image data units shall be en-
coded and placed within the compressed image data. For a given scan, if the scan header pa-
rameter Ns=-I, then data from only one source component -- the component specified by pa-
rameter Cs, -- shall be present within the scan. This data is non-interleaved by definition, If 
Ns>l, then data from the Ns components Cs through Cs).4 shall be present within the scan. 
This data shall always be interleaved. The order of components in a scan shall be according to 
the order specified in the frame header. 
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The ordering of data units and the construction of minimum coded units (MCU) is defined as 
follows. 

A.2.1 Minimum coded unit (MCU) 

For non-interleaved data the MCU is one data unit. For interleaved data the MCU is the se-
quence of data units defined by the sampling factors of the components in the scan. 

A.2.2 Non-interleaved order (Ns=1) 

When Ns=1 (where Ns is the number of components in a scan), the order of data units within a 
scan shall he left-to-right and top-to-bottom, as shown in Figure A.2. This ordering applies 
whenever Ns=1, regardless of the values of H i and V,. 

left 

bottom 

right 

Figure A.2 - Non-interleaved data ordering 

A.2.3 Interleaved order (Ns>1) 

When Ns>1. each scan component C; is partitioned into small rectangUlar arrays of 1-1 hori-
zontal data units by Vk vertical data units. The subscripts indicate that H and V, are from the 
position in the frame header 'component-specification for which C Cs,. Within each H, by V 
array, data units are ordered from left-to-right and top-to-bottom. The arrays in turn are ordered 
from left-to-right and top-to-bottom within each component. 

As shown in the example of Figure A.3, Ns=4, and MCU, consists of data units taken first from 
the top-left-most region of Cs,. followed by data units from the same array of Cs,, then from 
Cs, and then from Cs4. MCU2 follows the same ordering for data taken from the next region to 
the right for the four components 
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Cs2: 1-12=2, V2=1 

0 1 2 3 4 5 

Cs3: 113=1, V3=2 Cs4: H4=1, V4=-1 

0 

1 

2 

3 

0 1 2 

1100 do1 d 10 d 11 aoo a01 a00 d o d400, 1 1 1 1 .2 .2 .3 

1 l l 1 d2 d2 d3 d3d02 31112 1113 02 03 01 11 01' 
1 1 1 2 2 d3 di  (141104 dos 1114 1115 110'1 435 02 12 02' 

i 1 1 1 (12 d2 d3 d3420 1121 1130 1131 10 11 20 30 10' 

Cs 1 data units Cs2 Cs3 Cs4 

Figure A.3 - Interleaved data ordering example 

0 1 2 

A.2.4 Completion of partial MCU 

For Der-based processes the data unit is a block. If x, is not a multiple of 8, the encoding 
process shall extend the number of columns to complete the right-most sample blocks. If the 
component is to be interleaved, the encoding process shall also extend the number of samples 
by one or more additional blocks, if necessary, so that the number is an integer multiple of H1. 
Similarly, if y, is not a multiple of 8, the encoding process shall extend the number of rows to 
complete the bottom-most block-row, If the component is to be interleaved, the encoding proc-
ess shall also extend the number of rows by one or more additional block-rows, if necessary, so 
that the number is an integer multiple of V1. 

NOTE: It is recommended that any incomplete MCUs be completed by replication of the 
right-most column and the bottom row of each component. 

For lossless processes the data unit is a sample. If the component is to be interleaved, the en-
coding process shall extend the number of samples, if necessary, so that the number is a multi-
ple of Similarly, the encoding process shall extend the number of lines, if necessary, so that 
the number of lines is a multiple of V. 
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A.3 DCT compression 

A.3.1 Level shift 

375 

Before a non-differential frame encoding process computes the FDCT for a block of source im-
age samples, the samples shall be level shifted to a signed representation by subtracting 2P.' , 
where P is the precision parameter specified in B.2.2. Thus, when P=8, the level shift is by 128; 
when P=12, the level shift is by 2048. 

After a non-differential frame decoding process computes the IDCT and produces a block of 
reconstructed image samples, an inverse level shift shall restore the samples to the unsigned 
representation. 

A.3.2 Orientation of samples fur FDCT computation 

Figure A.4 shows an image component which has been partitioned into 8x8 blocks for the 
FDCT computations. Figure A.4 also defines the orientation of the samples within a block by 
showing the indices used in the FDCT equation of A.3.3. 

The definitions of block partitioning and sample orientation also apply to any DCT decoding 
process and the output reconstructed image. Any extended samples added by an encoding proc-
ess shall be removed by the decoding process. 

left 

• • 507 
• • s 17 

s70 571 • • • $77 

bottom 

Figure A4 - Partition and orientation of 8x8 sample blocks 

A.3.3 FDCT and IDCT (informative) 

The following equations specify the ideal functional definition of the FDCT and the IDCT. 

NOTE - These equations contain terms which cannot be represented with perfect accuracy 
by any real implementation. The accuracy requirements for the combined FDCT and 
quantization procedures are specified in Part 2 of this Specification. The accuracy require-
ments for the combined dequantization and IDCT procedures are also specified in Part 2 of 
this Specification. 
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FDCT: S„, = c„ 
7 ( 2x+ I) u.n (2y+ I )wr 

x_ 
sy, cos  16  cos 16 

7 7 
syz = C., CSVII cos 

(2x-1-1) wr (2y41)vx 
16 "S 16 IDCT: 

where:  C. C, = I I for u, v = 0; C„,C„ = 1 otherwise. 

A.3.4 DCT coefficient quantization (informative) and dequantization (normative) 

After the FDCT is computed for a block, each of the 64 resulting DCT coefficients is quantized 
by a uniform quantizer. The qutunizer step size for each coefficient S„„ is the value of the corre-
sponding clement Q„„ from the quantization table specified by the frame parameter Tq, (sce 
B.2.2). 

The uniform quantizer is defined by the following equation. Rounding is to the nearest inte-
ger: 

Sq, = round ( Q—s":.) 

Sq,. is the quantized DCT coefficient, normalized by the quantizer step Si7.C. 

NOTE: This equation contains a term which may not be represented with perfect accuracy 
by any real implementation. The accuracy requirement for the combined RDCT and 
quantization procedures are specified in pan 2 of this Specification. 

At the decoder. this normalization is removed by the following equation, which defines 
dequantization: 

R..= Sq,„,x Q„ 

The relationship among samples, DCT coefficients, and quantization is illustrated in Figure 
A.5. 
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reconstructed image samples dequantized DCT coefficients received quantized DCT coefficients 

Figure A.5 — Relationship between 8x8—block samples and DCT coefficients 
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A.3.5 Differential DC encoding 

After quantization, and in preparation for entropy encoding, the quantized DC coefficient Sch, 
is treated separately from the 63 quantized AC coefficients. It is differentially encoded accord-
ing to the following equation: 

DIFF = DC, - PRED 

where PRED is the quantized DC value (Sq00) of the preceding block of the same component in 
the interleave. 

A.3.6 Zig-zag sequence 

After quantization. and in preparation for entropy encoding, the quantized AC coefficients are 
converted to the zig-zag sequence. The quantized DC coefficient (coefficient zero in the array) 
is treated separately, as defined in A.3.5. The zig-zag sequence is specified as follows: 

0 1 5 6 14 15 27 28 
2 4 7 13 16 26 29 42 
3 8 12 17 25 30 41 43 
9 11 18 24 31 40 44 53 
10 19 23 32 39 45 52 54 
20 22 33 38 46 51 55 60 
21 34 37 47 50 56 59 61 
35 36 48 49 57 58 62 63 

Figure A.6 — Zig—zag sequence of quantized DCT coefficients 

A.4 Point transform 

For various procedures data may be optionally divided by a power of 2 by a point transform 
prior to coding. There are three processes which require a point transform: lossless coding. 
lossless differential frame coding in the hierarchical mode, and successive approximation cod-
ing in the progressive DCT mode. 

In the lossless mode of operation the point transform is applied to the input samples. In the 
difference coding of the hierarchical mode of operation the point transform is applied to the dif-
ference between the input component samples and the reference component samples. In both 
cases the point transform is an integer divide by 2.P', where Pt is the value of the point transform 
parameter (see 13.2.3). 

In successive approximation coding the point transform for the AC coefficients is an integer di-
vide by 2m, where Al is the successive approximation bit position, low (see B.2.3). The point 
transforM for the DC coefficients is an arithmetic-shift-right by Al bits. This is equivalent to 
dividing by 2" before the level shift (see A.3.1). 

The output of the decoder is resealed by multiplying 21'1. An example of the point transform is 
given in K.I0. 
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A.5 Arithmetic procedures in lossless and hierarchical modes of operation 

In the lossless mode of operation predictions are calculated with full precision and without 
clamping of either overflow or under-flow beyond the range of values allowed by the precision 
of the input. However, the division by two which is part of some of the prediction calculations 
shall be approximated by an arithmetic-shift-right by one bit. 

The two's complement differences which are coded in either the lossless mode of operation or 
the differential frame coding in the hierarchical mode of operation are calculated modulo 
65536, thereby restricting the precision of these differences to a maximum of 16 bits. The 
modulo values are calculated by performing the logical AND operation of the two's comple-
ment difference with X'11-11-', For purposes of coding, the result is still interpreted as a 16 bit 
two's complement difference. Modulo 65536 arithmetic is also used in the decoder in calculat-
ing the output from the sum of the prediction and this two's complement difference. 
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Annex B (normative) 

Compressed data formats 

This Annex specifies three compressed data formats: 
1) the interchange format, specified in B.2 and B.3; 
2) the abbreviated format for compressed image data, specified in B.4; 
3) the abbreviated format for table-specification data, specified in B.5. 
B.1 describes the constituent parts of these formats. The formal specifications in B.2 - 8.5 give 
the conventions for symbols and figures used in the format specifications. 

B.1 General aspects of the compressed data format specifications 
Structurally. the compressed data formats consist of an ordered collection of parameters, mark-
ers, and entropy-coded data segments. Parameters and markers in turn are often organized into 
marker segments. Because all of these constituent parts are represented with byte-aligned codes, 
each compressed data format consists of an ordered sequence of 8-bit bytes. For each byte, a 
most significant bit (MSB) and a leas: significant bit (LSB) are defined. 

B.1.1 Constituent parts 
This section gives a general description of each of the constituent parts of the compressed data 
format. 

B.1.1.1 Parameters 
Parameters are integers, with values specific to the encoding process, source image characteris-
tics, and other features selectable by the application. Parameters are assigned either 4-bit, 1-
byte, or 2-byte codes. Except for certain optional groups of parameters, parameters encode criti-
cal information without which the decoding process cannot properly reconstruct the image. 
The code assignment for a parameter shall be an unsigned integer of the specified length in bits 
with the particular value of the parameter. 
For parameters which are 2 bytes (16 bits) in length, the most significant byte shall come first in 
the interchange format's ordered sequence of bytes. Parameters which are 4 bits in length al-
ways come in pairs, and the pair shall always be encoded in a single byte. The first 4-bit pa-
rameter of the pair shall occupy the most significant 4 bits of the byte. Within any 16, 8 or 4 bit 
parameter, the MSB shall come first and LSB shall come last. 

B.1.1.2 Markers 

Markers serve to identify the various structural parts of the compressed data formats. Most 
markers start marker segments containing a related group of parameters; some markers stand 
alone. Al] markers are assigned two-byte codes: an X'FF' byte followed by a byte which is not 
equal to 0 or X'FF' (see Table B.1). Any marker may optionally be preceded by any number of 
fill bytes, which are bytes assigned code X'FF'. 

NOTE - Because of this special code-assignment structure, markers make it possible for a 
decoder to parse the interchange format and locale its various parts without having to 
decode other segments of image data. 
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B.1.1.3 Marker assignments 

AU markers shall be assigned two-byte codes: a X'FF' byte followed by a second byte which is 
not equal to U or X'FF.. The second byte is specified in Table B,1 for each defined marker. An 
asterisk (*) indicates a marker which stands alone, that is, which is not the start of a marker 
segment. 

Code 
Assignment 

Table B.1 - Marker code assignments 

Symbol Description 

Start Of Frame markers, non-differential Huffman coding: 

X'FFCO' SOF„ Baseline DCT 
X'FFC t ' SOF, Extended sequential DCT 
X'FFC2' SOF, Progressive DCT 
X 'FFC3' SOF3 Spatial (sequential) lossless 

Start Of Frame markers, differential Huffman coding: 

X'FFC5' SOFs Differential sequential DCT 
X 'FFC6' SOF, Differential progressive DCI' 
X'FFC7' SOF, Differential spatial 

Start Of Frame markers, non-differential arithmetic coding: 

X'FFChI' JPG Reserved for JPEG extensions 
X 'FFC9' SOF9 Extended sequential DCT 
X'FFCA' SOF,„ Progressive DCT 
X'FFCB' SOF„ Spatial (sequential) lossless 

Start Of Frame markers, differential arithmetic coding: 

X TECIY 
X'FFCE' 
X'FFCF' 

SOF, 
SOF„ 
S°Fis 

Differential sequential DCT 
Differential progressive OCT 
Differential spatial 

Huffman table specification: 

X TFC4' Define Huffman table(s) 

Arithmetic coding conditioning specification: 

X'FFCC' DAC Define arithmetic coding conditioning(s) 

Restart interval termination: 

'FFDO'-X'FFD7' RST. Restart with modulo 8 count "in". 
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Other markers! 

X'FFD8' 
X'FFD9' 
X'FFDA' 
X 'FFDB ' 
X'FFDC' 
X'FFDD' 
X'FFDE' 
X'FFDF' 
X'FFEO'-X'FFEF' 

X'FFFE' 

Reserved markers: 
X'FFOI' 
X'FF02'-X'FFBF' RES Reserved 

SO' * 
EOI * 
SOS 
DQT 
DNL 
DRI 
DHP 
EXP 
APP 
,IPGn,,
COM 

Start of image 
End of image 
Start of scan 
Define quantization table(s) 
Define number of lines 
Define restart interval 
Define hierarchical progression 
Expand reference component(s) 
Reserved for application segments 
Reserved for JPEG extensions 
Comment 

B.1.1.4 Marker segments 

TEM * For temporary private use in arithmetic coding 

A marker segment consists of a marker followed by a sequence of related parameters. The first 
parameter in a marker segment is the two-byte length parameter. This length parameter en-
codes the number of bytes in the marker segment, including the length parameter and excluding 
the two byte marker. The marker segments identified by the SOF and SOS marker codes are 
referred to as headers: the frame header and the scan header respectively. 

8.1..1.5 Entropy-coded data segments 

An entropy-coded data segment contains the output of an entropy-coding procedure. It consists 
of an integer number of bytes, whether the entropy-coding procedure used is Huffman or arith-
metic. 

NOTES 

1. Making entropy-coded segments an integer number of bytes is achieved as follows: for 
Huffman coding, 1-bits are used, if necessary, to pad the end of the compressed data to 
complete the final byte of a segment. For arithmetic coding, byte alignment is achieved in 
the procedure which terminates the entropy-coded segment. 

2. In order to ensure that a marker does not occur within an entropy-coded segment, any 
X'FF' byte generated by either a Huffman or arithmetic encoder is followed by a "stuffed . ' 
zero byte. 

B.1.2 Syntax 
In 0.2 and B.3 the interchange format syntax is specified. For the purposes of this Specifica-
tion, the syntax specification consists of: 

- the required ordering of markers, parameters, and entropy-coded segments; 

- identification of optional or conditional constituent parts; 

- the name, symbol, and definition of each marker and parameter; 

- the allowed values of each parameter; 
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- any restrictions on the above which are specific to the various coding processes. 

The ordering of constituent parts and the identification of which are optional or conditional is 
specified by the syntax figures in B.2 and B.3. Names, symbols, definitions, allowed values, 
and restrictions are specified immediately belOw each syntax figure. 

B.1.3 Conventions for syntax figures 

The syntax figures in B.2 and B.3 are a part of the interchange format specification. The follow-
ing conventions, illustrated in Figure B.1, apply to these figures: 

- parameter/marker indicator: a thin-lined box encloses either a marker or a single parameter; 

-segment indicator: a thick-lined box encloses either a marker segment, an entropy-coded 
data segment, or combinations of these; 

- parameter length indicator: the width of a thin-lined box is proportional to the parameter 
length (4, 8, or 16 bits, shown as E, B, and D respectively in Figure BA) of the marker or 
parameter it encloses; the width of thick-lined boxes is not meaningful; 

- optional/conditional indicator: square brackets indicate that a marker or marker segment is 
only optionally or conditionally present in the compressed image data; 

- ordering: in the interchange format a parameter or marker shown in a figure precedes all of 
those shown to its right, and follows all of those shown to its left; 

- entropy-coded data indicator: angled brackets indicate that the quantity enclosed has been 
entropy encoded. 

segment 
'optional 
segment [B1 D E 

Figure 13.1 Syntax notation conventions 

B.1.4 Conventions fur symbols, code lengths, and values 

Following each syntax figure in B.2 and B.3, the symbol, name, and definition for each marker 
and parameter shown in the figure are specified. For each parameter, the length and allowed 
values are also specified in tabular form. 
The following conventions apply to symbols for markers and parameters: 

- all marker symbols have three upper-case letters, and some also have a subscript. Exam-
ples: SOL SOFA; 

- all parameter symbols have one upper-case letter; some also have one lower-case letter and 
some have subscripts. Examples: Y, Nf, 

B.2 General sequential and progressive syntax 

This section specifies the interchange format syntax which applies to all coding processes for 
sequential DCT-based, progressive DCT-based, and losslcss modes of operation. 

B.2.1 High-level syntax 

Figure B.2 specifies the order of the high-level constituent parts of the interchange format for 
all non-hierarchical encoding processes specified in this Specification. 
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compressed image data 

soi frame I E01 

frame 

talfal frame header I scan ' lEseDucl i [ scan2] 

scan 

s llsean headeiJ LECS RST0

entropy-coded segment0

I<MCU I >, <MCU2>, • • • <MCURI> 

[scaniasd 

RSTIast-i ECSiaq

_ .entropy-coded segmentiast

<MCU5>, <MCU l > ast 

Figure B.2 - Syntax for sequential DCT-based, progressive DCT-based, 
and lossless modes of operation 

The three markers shown in Figure B.2 arc defined as follows: 
SOI: start of image marker: marks the start of a compressed image represented in the inter-
change format. 

E01: end of image marker: marks the end of a compressed image represented in the inter-
change format. 

RSTv: restart marker: an optional marker which is placed between entropy-coded segment 
only if restart is enabled. There are 8 unique restart markers (m=0-7) which repeat in se-
quence from 0 to 7 to provide a modulo 8 restart interval count. 

The top level of Figure B.2 specifies that the non-hierarchical interchange format shall begin 
with an SOI marker, shall contain one frame, and shall end with an E01 marker. 
The second level of Figure B.2 specifies that a frame shall begin with a frame header and shall 
contain one or more scans. A frame header may be preceded by one or more table-specification 
or miscellaneous marker segments. If a DNL segment (see B.2.5) is present, it shall immedi-
ately follow the first scan. 
For sequential DCT-based and lossless processes each scan shall contain from one to four im-
age components. If two to four components are contained within a scan, they shall be inter-
leaved within the scan. For progressive DCT-based processes each image component is only 
partially contained within any one scan. Only the first scan(s) for the components (which con• 
tain only DC coefficient data) may be interleaved. 
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The third level of Figure B.2 specifics that a scan shall begin with a scan header and shall con-
tain one or more entropy-coded data segments. Each scan header may be preceded by one or 
more table-specification or miscellaneous marker segments. If restart is not enabled, there shall 
be only one entropy-coded segment (the one labeled "last"), and no restart markers shall be pre-
sent. If restart is enabled, the number of entropy-coded segments is defined by the size of the 
image and the defined restart interval. In this case, a restart marker shall follow each entropy -
coded segment except the last one. 
The fourth level of Figure B.2 specifies that each entropy-coded segment is comprised of a se-
quence of entropy-coded MCI.is. If restart is enabled and the restart interval is defined to be Ri, 
each entropy-coded segment except the last one shall contain Ri NICLIs. The last one shall con-
tain whatever number of NIClis completes the scan. 
Figure B.2 specifies the locations where table-specification segments may be present. However, 
this Specification hereby specifies that the interchange format shall contain all table-
specification data necessary for decoding the compressed image. Consequently, the required 
table-specification data shall be present at one or more of the allowed locations. 

B.2.2 Frame header syntax 
Figure R3 specifies the frame header which shall be present at the start of a frame. This header 
specifies the source image characteristics (see Al)..  the components in the frame, and the sam-
pling factors for each component. and selects the quantization table to be used with each com-
ponent. 

frame header 

SOFT, Lf I P  I Y X Nf 
_ - - - 

_ - - - - - - 
- frame component-spec. parameters _ -  - - 

[ C =Hr ]qt C2 1.1 N/ r, Tq2 . 
- 

I (..;113.NiiVN

component-spec. 1 
parameters 

Figure B.3 - Frame header syntax 

Mkt 

The markers and parameters shown in Figure 13.3 are defined below. The size and allowed val-
ues of each parameter are given in Table 13.2. In Table 132 (and similar tables which follow). 
value choices arc separated by commas (e.g., R. 12) and inclusive bounds are separated by 
dashes .(e.g., 0 - 3). 

SOFn: Start of frame marker; marks the beginning of the frame parameters. The subscript 
n identifies whether the encoding process is basgne sequential, extended sequential, pro-
gressive, or lossless, as well as which entropy encoding procedure is used. 

SOF, - Baseline DCT sequential 
SOF, - Extended DCT sequential, Huffman coding 
SOF2 - Progressive DCT. Huffman. coding 
SOF, - Lossless (sequential), Huffman coding 
SOF,- Extended DCT sequential, arithmetic coding 

Progressive DCT, arithmetic coding 
SOF,,- Lussless (sequential), arithmetic coding 
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L,f: frame header length; specifies the length of the frame header shown in Figure B.3 (see 
B.1.1.4). 

P: sample precision; specifies the precision in bits for the samples of the components in 
the frame. 

Y: number of lines; specifies the number of lines in the source image. This shall be equal 
to the number of lines in the component with the maximum number of vertical samples 
(see A.1.1). Value 0 indicates that the number of lines shall be defined by the DNL 
marker and parameters at the end of the first scan (see B.2.5). 

X: number of samples per line; specifics the number of samples per line in the source im-
age. This shall be equal to the number of samples per line in the component with the 
maximum number of horizontal samples (see A.1.1). 

NI: number of image components in frame; specifies the number of source image compo-
nents in the frame. The value of Nf shall be equal to the number of sets of frame compo-
nent specification parameters (C„ id;, V, and Tq.) present in the frame. 

C1: component identifier, assigns a unique label to the ith component in the sequence of 
frame component specification parameters. These values shall be used in the scan headers 
to identify the components in the scan. The value of C, shall be different from the values 
of C, through q.1. 
H,: horizontal sampling factor; specifies the number of horizontal data units of component 
C. in each MCU, when more than one component is encoded in a scan. 

V,: vertical sampling factor; specifies the number of vertical data units of component C in 
each MCLI, when more than one component is encoded in a scan. 

Tq,: quantization table selector; selects one of four possible quantization tables to use for 
dequantization of IDCT coefficients of component C. if the decoding process uses the 
dequantization procedure, this table shall have been specified by the time the decoder is 
ready to decode the scan(s) containing component C. and shall not be re-specified until all 
scans containing C have been completed. 
• 

B-7 

Page 88 Page 88



h 
ti

388 JPEG: STILL IMAGE DATA COMPRESSION STANDARD 

p 

Table 13.2 - Frame header parameter sizes and values 

arameter size 
(bits) sequential DCT 

baseline I extended 

Values 

Dc
progressive

r 
lossless 

Lf 16 8+ 3 xNf 

P 8 8 I 8, 12 I 8, 12 I 2-16 

Y 16 0-65535 

X 16 1-65535 

Nf 8 1-255 I 1-255 I 1-4 I 1-255 

C1 8 0-255 

Hi 4 1-4 

V1 4 1-4 

Tqi 8 0-3 0-3 I 0-3 I 0

B.2.3 Scan header syntax 

Figure 13.4 specifies the scan header which shall be present at the start of a scan. This header 
specifics which component(s) are contained in the scan. the selection of the entropy coding ta-
bles used for each component in the scan, and (for the progressive DCT) which part of the DCT 
quantized coefficient data is contained in the scan. For lossless processes the scan parameters 
specify the predictor and the point transfonn, 

NOTE - If there is only one image component present in a scan, that component is, by 
definition, nun-interleaved, If there is more than one image component present in a scan, the 
components present are, by definition, interleaved. 

SOS Ls 

scan header 

Ns 
component-spec, 

parameters  Ss Se Ah Al 

_ - Component-spec, parameters 

Cs ITd t, c52 Td2 Ta2

Figure BA - Scan header syntax 
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The marker and parameters shown in Figure B.4 are defined below. The size and allowed val-
ues of each parameter are given in Table B.3. 

SOS: start of scan marker; marks the beginning of the scan parameters. 

Ls: scan header length; specifies the length of the scan header shown in Figure B.4 (see 
B.1.1.4). 

Ns: number of image components in scan; specifics the number of source image compo-
nents in the scan. The value of Ns shall be equal to the number of sets of scan component 
specification parameters (Csi, Tdi, and Tai) present in the scan. 

Cs • scan component selector; selects which of the Nf image components specified in the 
frame parameters shall be the jth component in the wan. Each Csi shall match one of the 
Ci values specified in the frame header, and the ordering in the scan header shall follow the 
ordering ih the frame header. If Ns>1, the order of interleaved components in the MCC is 
Cs, first, Cs2 second, etc.. If Ns>l, the following restriction shall be placed on the image 
components contained in the scan; 

Ns 
EH j x Vi 5 10, 
j=1 

where HI  and V are the horizontal and vertical sampling factors for scan component j. 
These sampling 'factors are specified in the frame header for component i, where i is the 
frame component specification index for which frame component identifier C, matches 
scan component selector Csj. 

As an example, consider an image having 512 pixels by 512 lines and 3 components sam-
pled according to the following sampling factors: 

Component 0 
Component 1 
Component 2 

H = 4 V0-1 
Hi =1, V1 •= 2 
H2 =2, V9 =2 

Then the summation of Hi x Vi is (4 x 1) +(1 x 2) + (2 x 2) = 10. • 

Tdj: DC entropy coding table selector; selects one of four possible DC entropy coding ta• 
bles needed for decoding of the DC coefficients of component Csj. The DC entropy table 
selected shall have been specified (see 8.2.4.2) by the time the decoder is ready to decode 
the current scan. This parameter selects the entropy coding tables for the losslcss ram:-
eases. 

ll 
Ta • AC entropy coding table selector; selects one of four possible AC entropy coding ta fu -
bles needed for decoding of the AC coefficients of component Cs• The AC entropy table 
selected shall have been specified (sec B.2.4.2) by the time the decoder is ready to decode 

• 
the current scan. This parameter is zero for the lossless processes. 

Ss: start of spectral or predictor selection; In the DCT modes of operation, this parameter 
specifies the first DCT coefficient in each block which shall be coded in the scan. This 
parameter shall be set to zero for the sequential DCT processes. in the lossless nitwit of 
operations this parameter is used to select the predictor. 

Se: end of spectral selection; specifies the last DCT coefficient in each block which shall 
be coded in the scan. This parameter shall be set to 63 for the sequential DCT processes. 
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In the lossless mode of operations this parameter has no meaning. It shall be set to zero. 

Alt: successive approximation bit position high; this parameter specifies the point trans-
form used in the preceding scan (i.e. successive approximation bit position low in the pre-
ceding scan) for the band of coefficients specified by Ss and Se. This parameter shall he 
set to zero for the first scan of each band of coefficients. In the lossless mode of opera-
tions this parameter has no meaning. It shall be set to zero. 

At: successive approximation bit position low or point transform; in the DCT modes of 
operation this parameter specifies the point transform, i.e. hit position low, used before 
coding the band of coefficients specified by Ss and Se. This parameter shall be set to zero 
for the sequential DCT processes. In the lossless mode of operations, this parameter speci-
fies the point transform, Pt. 

p 

Table B.3 - Scan header parameter sizes and values 

ararneter size 
(bits) 

Values 
sequential DCT 

baseline I extended I 
 progressive 

DCT 
lossles: 

Es 16 6+2 xNs 

Ns 8 1-4 

Cs; 8 0-255* 

Toe; 4 0-1 0-3 0-3 0-3 
1 

Tai 4 0-1 0-3 0-3 0 

Ss 8 0 0 0-63 1-7** 

Se 8 63 63 Ss-63*** (1 

Ah 4 0 0 0-13 0 

Al 4 0 0 0-13 0-15 

* Csi shall he a member of the set of C, specified in the frame header 
** 0 for lossless differential frames in the hierarchical mode 
*** 0 if Ss equals zero 

The entropy coding table selectors, Td and Taj, select either Huffman tables (in frames using 
Huffman coding) or arithmetic coding tables (in frames using arithmetic coding). In the latter 
case the entropy coding table selector selects both an arithmetic coding conditioning table and 
an associated statistics area. 

B.2.4 Table-specification and miscellaneous marker segment syntax 

Figure B.5 specifies that, at the places indicated in Figure B.2, any of the table-specification 
segments or miscellaneous marker segments specified in B.2.4.1 - B.2.4.6 may be present in 
any order and with no limit on the number of segments. 
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tables or miscellaneous marker segment 

/ marker 
segment,

r marker 
segment"

marker segment = 

segments r
marker 

quantization table-specification 
or 

Huffman table-specification 
or 

arithmetic conditioning table-specification 
or 

restart definition 
Of 

comment 
or 

application data 

Figure B.5 — Table/miscellaneous marker segment syntax 

If any table specifications occur in the compressed image data, they shall replace any previous 
specifications, and shall be used whenever the tables are required in the remaining scans in the 
frame. If a table specification for a given table occurs more than once in the compressed image 
data, each specification shall replace the previous specification. The quantization table specifi-
cation shall not be altered between progressive DCT scans of a given component. 

B.2.4.1 Quantization table-specification syntax 

Figure B.6 specifies the marker segment which defines one or more quantization tables. 

define quantization table segment 

DQT Lq Pq :Ty Qo Ql Q63 

multiple (t=1 ,,,,, n) 

Figure B.6 — Quantization table syntax 

The markers and parameters shown in Figure B.6 are defined below. The size and allowed val-
ues of each parameter are given in Table B.4. 

DQT: define quantization table marker; marks the beginning of quantization table-
specification parameters. 
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Lq: quantization table definition length; specifies the length of all quantization table pa-
rameters shown in Figure B.6 (see B.1.1.4). 

Pq: quantization table element precision; specifies the precision of the Q k values. Value 0 
indicates 8-bit Q. values; value 1 indicates 16-bit Qk values. Pq shall be zero for 8-bit 
sample precision P (see B.2.2). 

Tq: quantization table identifier; specifies one of four possible destinations at the decoder 
into which the quantization table shall be installed. 

Qk: quantization table element; specifies the kth element out of 64 elements, where k is 
the index in the zig-zag ordering of the DCT coefficients. The quantization elements shall 
be specified in zig-zag scan order. 

Table BA - Quantization table-specification parameter sizes and values 

p arameter size 
(bits) 

Values 
sequential OCT progressive 

baseline extended ' I 
r

DCT 
lossless 

Lq 16 
71 

2 + 7 (65 + 64 x Pq(!)) 
Fr} 

undefined 

Pq 4 0 I 0, 1 I 0, 1 undefined 

Ty 4 0-3 undefined 

Qk 8, 16 1-255 , 1-65535 undefined 

The value n in Table B.4 is the number of quantization tables specified in the DQT marker seg-
ment. 
Once a quantization table has been defined, it may be used for subsequent images. If a table 
has never been defined, the results are unpredictable. 
An 8 bit DC 'T-based process shall not use a 16 bit precision quantization table. 

B.2.4.2 Huffman table-specification syntax 

Figure B.7 specifies the marker segment which defines one or more Huffman table specifica-
tions. 
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define Huffman table segment 

DHT Lh Tc Th L i L2 
L I symbol-length 

16 assIgnment 

multiple (1=1,.. ,n) 

symbol—length assignment parameters 

. . V V2,1 V2,2 

Figure B.7 — Huffman table syntax 

ERE 

The markers and parameters shown in Figure B.7 are defined below. The size and allowed val-
ues of each parameter are given in Table B.5. 

DHT: define Huffman table marker; marks the beginning of Huffman table definition pa-
rameters. 

Lh: Huffman table definition length; specifies the length of all Huffman table parameters 
shown in Figure B.7 (see B.1.1.4). 

Tc: table class; O=DC table or lossless table; 1=AC table. 

Th: Huffman table identifier; specifies one of four possible destinations at the decoder into 
which the Huffman table shall be installed. 

Li: number of Huffman codes of length i; specifies the number of Huffman codes for each 
of the 16 possible lengths allowed by this Specification. Li 's are the elements of the list 
BITS. 

V i. :•value associated with each Huffman code; specifies, for each i, the value associated 
wiTh each Huffman code of length i. The meaning of each value is determined by the 
Huffman coding model. The Vii 's are the elements of the list HUFFVAL. 
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Table 13.5 - Huffman table specification parameter sizes and values 

parameter size 
(bits) 

Values 
sequential DCI' 

baseline I extended 1 
progressive 

DCT 
lossles 

Lb 16
2 + E(17 + mi ) 

r=1 

Tc 4 0,1 I 0 

Th 4 0,1 I 0 - 3 

Li 8 0 - 255 

VI1 8 0 - 255 

The value n in Table B.5 is the number of Huffman tables specified in the DHT marker seg-
ment. The value m is the number of parameters which follow the 16 Li(t) parameters for 
Huffman table t, and is given by: 

mr Li(t) 
=1 

In general, rn, is diffei cm for each table. 

Once a Huffman table has been defined, it may be used for subsequent images, If a table has 
never been defined, the results are unpredictable. 

8.2.4.3 Arithmetic conditioning table-specification syntax 

Figure 13.8 specifies the marker segment which defines one or more arithmetic coding condi-
tioning table specifications. These replace the default arithmetic coding conditioning tables es-
tablished by the SOI marker, 

define arithmetic conditioning segment 

DAC La Tc Ta Cs 

multiple (t-=1,. .,n) 

Figure 8.8 - Arithmetic conditioning table-specification syntax 
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The markers and parameters shown in Figure B.8 are defined below. The size and allowed val-
ues of each parameter are given in Table B.6. 

DAC: define arithmetic coding conditioning marker; marks the beginning of the definition 
of arithmetic coding conditioning parameters. 

La: arithmetic coding conditioning definition length; specifies the length of all arithmetic 
coding conditioning parameters shown in•Figure B.8 (see B.1.1.4). 

Tc: table class; 0 = DC table or lossless table, 1 = AC table. 

Ta: arithmetic coding conditioning table identifier, specifies one of four possible destina-
tions at the decoder into which the arithmetic coding conditioning table shall be installed. 

Cs: conditioning table value; value in either the AC or the DC (and lossless) conditioning 
table. A single value of Cs shall follow each value of Ta. For AC conditioning tables Tc 
shall be one and Cs shall contain a value of Kx in the range 1 1•Cx.63. For DC (and 
lossless) conditioning tables Tc shall be zero and Cs shall contain two 4-bit parameters, U 
and L. U and L shall be in the range 0 _,s11 15 and the value of Cs shall be L + 16xU. 

Table B.6 - Arithmetic coding conditioning table-specification parameter sizes and values 

p ammeter size Values 
(bits) sequential DCT  progressive  lassies: 

baseline extended DCT 

La 16 undefined 2 + 2 x n 

Tc 4 undefined 0,1 0 

Ta 4 undefined 0 - 3 

Cs 8 undefined 0-255 (Tc4), 1-63 (Tc=1) 0-251' 

The value n in Table B.6 is the number of arithmetic coding conditioning tables specified in the 
DAC marker segment. The parameters L and U are the lower and upper conditioning bounds 
used in the arithmetic coding procedures defined for DC coefficient coding and lossless coding. 
The separate value range listed for DCT coding is the Kx, conditioning used in AC coeffi-
cient coding. 
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8.2.4.4 Restart interval definition syntax 

Figure B.9 specifies the marker segment which defines the restart interval. 

define restart interval segment 

DRI Lr Ri 

Figure B.9 - Restart interval definition syntax 

The markers and parameters shown in Figure B.9 are defined below. The size and allowed val-
ues of each parameter are given in Table B.7. 

ORE define restart interval marker; marks the beginning of the parameters which define 
the restart interval. 

Lr: define restart interval segment length; specifies the length of the parameters in the DR1 
segment shown in Figure B.9 (see 8.1.1.4). 

Ri: restart interval; specifies the number of MCU in the restart interval. 

p 

Table B.7 - Define restart interval segment parameter sizes and values 

arameter size 
(bits) sequential DCT 

baseline I extended 

Values 
1 

DCT
progressive  lossless 

Lr 16 4 

Ri 16 0-65535 I n x MCUR 

In Table B.7 the value n is the number of rows of MCU in the restart interval. The value 
MCUR is the number of MCU required to make up one row of samples of each component in 
the scan. The SOI marker disables the restart intervals. A DRI marker segment with Ri 
nonzero shall be present to enable restart interval processing for the following scans. A DRI 
marker segment with Ri equal to zero shall disable restart intervals for the following scans. 

8.2.43 Comment syntax 

Figure 13.10 specifies the marker segment structure for a comment segment. 

comment segment 

Lc I CmiCOM 

Figure B.10 - Comment segment syntax 
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The markers and parameters shown in Figure B.10 are defined below. The size and allowed 
values of each parameter are given in Table B.B. 

COM: comment marker; marks the beginning of a comment. 

Lc: comment segment length; specifies the length of the comment segment shown in Fig-
ure B.10 (see B.1.1.4). 

Cm,: comment byte; the interpretation is left to the application.

p 

Table B.8 - Comment segment parameter sizes and values 

ammeter size 
(bits) 

Values 
sequential DCT 

baseline , extended I 
progressive 

DCT
lossles 

Lc 16 2-65535 

Cmi 
8 0-255 

B.2.4.6 Application data syntax 
Figure B.11 specifies the marker segment structure for an application data segment. 

APPn

Application data segment  

Lp I AP I •••APt,p 2 I 

Figure B.11 - Application data syntax 

The markers and parameters shown in Figure B.11 are defined below. The size and allowed 
values of each parameter are given in Table B.9. 

APPn: application data marker; marks the beginning of an application data segment.

Lp: application data segment length; specifies the length of the application data segment 
shown in Figure B.11( see 5.1.1.4). 

Aril: application data byte; any 8-bit value. 
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Table B.9 - Application data segment parameter sizes and values 

ammeter sire 
(bits) 

Values 
sequential DCT progressive losslesi 

baseline I extended I DCT 

Lp 16 2-65535 

Ap, H 0-255 

The APPn (Application) segments are reserved for application use. Since these segments may 
he defined differently for different applications, they should be removed when the data are ex-
changed between application environments. 

B.2.5 Define number of lines syntax 

Figure B.12 specifies the marker segment for defining the number of lines. The DM. (Define 
Number of Lines) segment provides a mechanism for defining or redefining the number of lines 
in the frame (the Y parameter in the frame header) al the end of the first scan. The value speci-
fied shall be consistent with the number of MCU-rows encoded in the first scan. This segment, 
if used, shall only occur at the end of the first scan, and only after coding of an integer number 
of MCU rows. 

Define number of lines segment 

DNI. Ld NL 

Figure B.12 - Define number of lines syntax 

The markers and parameters shown in Figure B.12 are defined below. The size and allowed 
values of each parameter are given in Table ➢.10. 

DNL: define number of lines marker; marks the beginning of the define number of lines 
segment. 

Ld: define number of lines segment length; specifies the length of the define number of 
lines segment shown in Figure B.12 (see 13,1.1.4). 

NL: number of lines; specifies the number of lines in the frame (see definition of Y in 
13.2.2). 
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p 

Table B.10 - Define number of lines segment parameter sizes and values 

arameter size 
(bits) 

Values 
sequential DCT 

baseline I extended DCT 
1 

progressive i losslest 

La 16 4 

NL 16 1-65535* 

* The value specified shall be consistent with the number of lines coded at the point where the 
DNL segment terminates the compressed data segment. 

B.3 Hierarchical syntax 

B.3.1 High level hierarchical mode syntax 

Figure B.13 specifies the order of the high level constituent parts of the interchange format for 
hierarchical encoding processes. 

compressed image data 

SOI Ftables/miscilDHP segment frame  • • • frame BO]

Figure B.13 - Syntax for the hierarchical mode of operation 

The hierakhical mode normally uses a sequence of frames including differential frames, and 
needs two additional markers, DHP and EXP. Frame structure is identical to the frame in non-
hierarchical mode. 

The non-differential frames in the hierarchical sequence shall use one of the coding processes 
specified for SOF markers SOF0, SOF1, SOFA, SOF,, SOF , SOF i:X , and S ,. The differential 
frames shall use one of the processes specified fur SOF5, SO S, SOF1, SOFii, SOF,4. and 
SOFi6. 
If the non-differential frames use DCT-based processes, all differential frames except the final 
frame shall use DCT-based processes. The final differential frames for a component may use a 
spatial process. 
If the non-differential frames use spatial processes, all differential frames shall use a spatial 
process. 

B.3.2 DHP segment syntax 

The DHP segment defines the image components, size and sampling factors for the completed 

hierarchical sequence of frames. The DHP segment shall precede the first frame; a single DHP 

B-19 

Page 100 Page 100



400 JPEG: STILL IMAGE DATA COMPRESSION STANDARD 

segment shall occur in the compressed image data. 

The DHP segment structure is identical to the frame header syntax, except that the DHP marker 
is used instead of the SOE, marker. The figures and description of B.2.2 then apply, except that 
the quantization table selector parameter shall be set to zero in the DHP segment. 

B.3.3 EXP segment syntax 

Figure 13.14 specifies the marker segment structure for the EXP segment. The EXP segment 
shall be present if (and only if) expansion of the reference components is required either hori-
zontally or vertically. The EXP segment parameters apply only to the next frame (which shall 
be a differential frame) in the image. If required, the EXP segment shall be one of the table-
specification segments or miscellaneous marker segments preceding the frame header, the EXP 
segment shall not be one of the table specification segments or miscellaneous segments preced-
ing a scan header. 

expand segment 

EXP Let Eh Ev 

Figure B.14 — Syntax of the expand segment 

The parameters shown in Figure B.14 are defined below. The size and allowed values of each 
parameter arc given in Table B.11. 

EXP: expand reference components marker: marks the beginning of the expand reference 
components segment. 

Le: EXP segment length; specifies the length of the EXP segment (see B.1.1.4). 

Eh: expand horizontally; if one, the reference components shall be expanded horizontally 
by a factor of two. If horizontal expansion is not required, the value shall be zero. 

Ev: expand vertically; if one, the reference components shall be expanded vertically by a 
factor of two. If vertical expansion is not required, the value shall be zero. 

Table B.1] - Expand segment parameter sizes and values 

arameter size 
(bits) 

Values 
sequential DCT 

baseline i extended 
progressive 

DCT 
lassies! 

Le 16 3 

Eh 4 0,1 

Ev 4 0,1 

Both Eh and Ev shall be one if expansion is required both horizontally and vertically. 
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11.4 Abbreviated format for compressed image data 

Figure B.2 shows the high-level constituent parts of the interchange format. This format in-
cludes all table specifications required for decoding. If an application environment provides 
methods for table specification other than by means of the compressed image data, some or all 
of the table specifications may be omitted. Compressed image data which is missing any table 
specification data required for decoding has the abbreviated format. 

B.5 Abbreviated format for table-specification data 

Figure B.2 shows the high-level constituent parts of the interchange format. If no frames are 
present in the compressed image data, the only purpose of the compressed image data is to con-
vey table specifications or miscellaneous marker segments defined in B.2.4.I, 8.2.4.2, 8.2.4.5 
and B.2.4.6. In this rase the compressed image data has the abbreviated format for table speci-
fication data. 

compressed image data 

tables/SOI ( misc. ] EOI 

Figure B.15 — Abbreviated format for table-specification data syntax 

13.6 Summary 

The older of the constituent parts of interchange format and all marker segment structures is 
summarized in Figures B.I6 and B.I7. Note that in Figure B.16 double-fined boxes enclose 
marker segments. In Figures B.16 and B.17 thick-lined boxes encloses only markers. 
The EXP segment can be mixed with the other table/misc. marker segments preceding the 
frame header but not with the tablcimisc. marker segments preceding the DI-1P segment or the 
scan header. 
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tables/ 

abbreviated 

abbreviated format for table-specification data 

hierarch L  cal mode 

DHP 

tables/ 
mist  f f  

frame 
header EXP 

abbreviated win-exptaasion,
et reierCrIZC 
components 

non-hierarchical mode 

multi-frame 

multi scan 

frMISC 

abbreviated 

scan 
header 

restart not enabled 

i=0 to last-I 

ECS1 j_+ 

restart enabled 

RSTicmoduk, Si

Figure B.16 - Flow of compressed data syntax 

B-22 

ECSI., 

E01 

from econd 
scan to last, 
first scan when 
number of lines 
defined correctly 
in frame header 

0 

JP
E

G
: S

T
IL

L
 IM

A
G

E
 D

A
T

A
 C

O
M

P
R

E
S

S
IO

N
 S

T
A

N
D

A
R

D
 Page 103
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(frame header) 

o— SOF 

(scan header) 
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(DliF' segment) 
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(DNL segment) 
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(EXP segment) 
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(tables/mist:) 

Nf 
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SI In CI CI • 

S 

i-1 to N 
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CZ EilIll C11 • 
(=0) 

Figure B.17 - Flow of marker segment 
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al Ea 33 
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Annex C (normative) 

Huffman table specification 

A Huffman coding procedure may be used for entropy coding in any of the coding processes. 
Coding models for Huffman encoding are defined in Annexes F, G, and H. In this Annex, the 
Huffman table specification is defined. 

Huffman tables are specified in the interchange format in terms of a 16-byte list (BITS) giving 
the number of codes for each code length from I to 16. This is followed by a list of the 8-bit 
symbol values (HUFFVAL), each of which is assigned a Huffman code. The symbol values are 
placed in the list in order of increasing code length. Code lengths greater than 16 bits are not 
allowed. In addition, the codes shall be generated such that the all- -hits code word of any 
length is reserved as a prefix for longer code words. 

NOTE: The order of the symbol values within HUFFVAL is determined only by code 
length. Within a given code length the ordering of the symbol values is arbitrary. 

This annex specifies the procedure by which the Huffman table (of Huffman code words and 
their corresponding 8-bit symbol values) are derived from the two lists (BITS and HUFFVAL) 
in the interchange format. However, the way in which these lists are generated is not specified. 
The lists should be generated in a manner which is consistent with the rules for Huffman cod-
ing, and it shall observe the constraints discussed in the previous paragraph. Annex K contains 
an example of a procedure for generating lists of Huffman code lengths and values which are in 
accord with these rules. 

NOTE - There is no requirement in this Specification that any encoder or decoder shall 
implement the procedures in precisely the manner specified by the flow charts in this An-
nex. It is necessary only that an encoder or decoder implement the function specified in 
this Annex. The sole criterion for an encoder or decoder to be considered in compliance 
with this Specification is that it satisfy the requirements given in clause 6 (for encoders) or 
clause 7 (for decoders.), as determined by the compliance tests specified. in Part 2. 

C.1 Marker segments for Huffman table specification 

The DHT marker identifies the start of Huffman table definitions within the compressed image 
data. B.2.4.2 specifies the syntax for Huffman table specification. 

C.2 Conversion of Huffman tables specified in interchange format to tables of codes and 
code lengths 

Given a list BITS (1..16) containing the number of codes of each size, and a list HUFFVAL 
containing the symbol values to be associated with those codes as described above, two tables 
are generated. The HUFFSIZE table contains a list of code lengths; the FILIFFCODE table con-
tains the Huffman codes corresponding to those lengths. 
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(Generate_size_table) 

K=0 
1=1 
J=1 

HUFFSIZE(K)=1 
K=K+1 
J=J+1 

1=1+1 
J=1 

HUFFSIZE(K)=0 
LASTK=K 

Done3

Figure C.1 - Generation of table of Huffman code sizes 

Note that the variable LASTK is set to the index of the last entry in the table. 

A Huffman code table, HUFFCODE, containing a code for each size in HUFFSIZE is gener-
ated by the procedure in figure C.2. The notation "SLL CODE 1" in this figure indicates a 
shift-left-logical of CODE by one bit position. 
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Generatecode_table 

K) 
CODE{) 

SI=HUITSIZE(0) 

e 

HUFFCODE(K)=CODE 
CODE—CODE+1 
K--K+] 

No 

HUFFSIZE(K)=0 

No 

Yes 

CODE=SLL CODE I 
S I=SI+ 1 

Yes No 

  Dime 

Figure C.2 - Generation of table of Huffman codes 

Two tables, HUFFCODE, and HUFFSIZE, have now been initialized. The entries in the tables 
arc ordered according to increasing Huffman code numeric value and length. 

The encoding procedure code tables, EHUFCO and EHUFSI, are created by reordering the 
codes specified by HUFFCODE and HUFFSIZE according to the symbol values assigned to 
each code in HUFFVAL. 

Figure C.3 illustrates this ordering procedure. 
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Order_mies.) 

1 

K=0 

I=LITATVAL(K) 
EllUFC0(I)=1-11.1FFCODE(K) 
EffUFSI(I)=HUFTSIZE(K) 
K=K4- I 

No 

(  Done 

Figure C.3 - Ordering procedure for encoding procedure code tables 

C.3 Hit ordering within bytes 

The root of a Huffman code is place toward the MSB (most-significant-bit) of the byte, and 
successive bits are placed in the direction MSB to LSB (least-significant-bit) of the byte. Re-
maining bits, if any, go into the next byte following the same rules. 

Integers associated with Huffman codes are appended with the MSB adjacent to the LSB of the 
preceding Huffman code. 
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Annex D (normative) 

Arithmetic coding 

An adaptive binary arithmetic coding procedure may be used for entropy coding in any of the 
coding processes except the baseline sequential process. Coding models for adaptive binary 
arithmetic coding are defined in Annexes F, C, and H. In this Annex the arithmetic encoding 
and decoding procedures used in those models are defined, 

In K.4 a simple test example is given which should be helpful in determining if a given imple-
mentation is correct. 

NOTE - There is no requirement in this Specification that any encoder or decoder shall 
implement the procedures in precisely the manner specified by the flow charts in this An-
nex. It is necessary only that an encoder or decoder implement the function specified in 
this Annex. The sole criterion for an encoder or decoder to be considered in compliance 
with this Specification is that it satisfy the requirements given in clause 6 (for encoders) or 
clause 7 (for decoders), as determined by the compliance tests specified in Part 2. 

D.1 Arithmetic encoding procedures 

Four arithmetic encoding procedures are required in a system with arithmetic coding. They are: 

Table D.1. Procedures for binary arithmetic encoding 

Procedure Purpose 

Codc_0(S) Code a "0" binary decision with context-index S 
Code_1(S) Code a ''1" binary decision with context-index S 
Initenc Initialize the encoder 
Flush Terminate entropy-coded segment 

The "Code_0(S)" and "Code_1(S)" procedures code the 0-decision and 1-decision respectively; 
S is a context-index which identifies a particular conditional probability estimate used in cod-
ing the binary decision. The "Initenc" procedure initializes the arithmetic coding entropy en-
coder. The "Flush" procedure terminates the entropy-coded segment in preparation for the 
marker which follows. 

D.1.1 Binary arithmetic encoding principles 

The arithmetic coder encodes a series of binary symbols, zeros and ones, each symbol repre-
senting one possible result of a binary decision. 

Each '!binary decision" provides a choice between two alternatives. The binary decision might 
be between positive and negative signs, a magnitude being zero or nonzero, or a particular bit in 
a sequence of binary digits being zero or one. 

The output bit stream (entropy-coded data segment) represents a binary fraction which in-
creases in precision as bytes are appended by the encoding process. 
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D.1.1.1 Recursive interval subdivision 

Recursive probability interval subdivision is the basis for the binary arithmetic encoding proce-
dures. With each binary decision the current probability interval is subdivided into two sub-
intervals, and the bit stream is modified (if necessary) so that it points to the base (the lower 
bound) of the probability sub-interval assigned to the symbol which occurred. 

In the partitioning of the current probability interval into two sub-intervals, the subinterval for 
the less probable symbol (LPS) and the sub-interval for the more probable symbol (MPS) are 
ordered such that usually the MPS sub-interval is closer to zero. Therefore, when the LPS is 
coded, the MPS sub-interval size is added to the bit stream. This coding convention requires 
that symbols be recognized as either MPS or LPS rather than 0 or 1. Consequently, the size of 
the LPS sub-interval and the sense of the MPS for each decision must be known in order to 
encode that decision. 

The subdivision of the current probability interval would ideally require a multiplication of the 
interval by the probability estimate for the LPS. Because this subdivision is done approxi-
mately, it is possible for the LPS sub-interval to be larger than the MPS sub-interval. When 
that happens a "conditional exchange" interchanges the assignment of the sub-intervals such 
that the MPS is given the larger sub-interval. 

Since the encoding procedure involves addition of binary fractions rather than concatenation of 
integer code words, the more probable binary decisions can sometimes be coded at a cost of 
much less than one bit per decision. 

D.1.1.2 Conditioning of probability estimates 

An adaptive binary arithmetic coder requires a statistical model - a model for selecting condi-
tional probability estimates to be used in the coding of each binary decision. When a given bi-
nary decision probability estimate is dependent on a particular feature or features (the context) 
already coded, it is "conditioned" on that feature. The conditioning of probability estimates on 
previously coded decisions must be identical in encoder and decoder, and therefore can use 
only information known to both. 

Each conditional probability estimate required by the statistical model is kept in a separate stor-
age location or "bin" identified by a unique context-index S. The arithmetic coder is adaptive, 
which means that the probability estimates at each context-index are developed and maintained 
by the arithmetic coding system on the basis of prior coding decisions for that context-index. 

D.I.2 Encoding conventions and approximations 

The encoding procedures use fixed precision integer arithmetic and an integer representation of 
fractional values in which X'8000' can be regarded as the decimal value 0.75. The probability 
interval, A, is kept in the integer range XII000 <= A < X'10000' by doubling it whenever its 
integer value falls below X'8000'. This is equivalent to keeping A in the decimal range 0.75 
<=A < 1.5. This doubling procedure is called renormalization. 

The code register, C, contains the trailing bits of the bit stream. C is also doubled each time A is 
doubled. Periodically - to keep C from overflowing - a byte of data is removed from the high 
order bits of the C-register and placed in the entropy-coded segment. 

Carry-over into the entropy-coded segment is limited by delaying X'FiT' output bytes until the 
carry-over is resolved. Zero bytes are stuffed after each X'FF' byte in the entropy-coded seg-
ment in order to avoid the accidental generation of markers in the entropy-coded segment. 
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Keeping A in the range 0.75 <= A c 15 allows a simple arithmetic approximation to be used in 
the probability interval subdivision, Normally, if the current estimate of the LPS probability for 
context-index S is Qe(S), precise calculation of the sub-intervals would require: 

Qe(S)xA = probability sub-interval for the LPS 
A-(Qe(S)xA) = probability sub-interval for the MPS 

Because the decimal value of A is of order unity, these can be approximated by 

Qe(S) = probability sub-interval for the LPS 
A-Qe(S) = probability sub-interval for the MPS 

Whenever the LPS is coded, the value of A-Qe(S) is added to the code register and the prob-
ability interval is reduced to Qe(S). Whenever the MPS is coded. the code register is left un-
changed and the interval is reduced to A-Qe(S). The precision range required for A is then 
restored, if necessary, by renonnalization of both A and C. 

With the procedure described above, the approximations in the probability interval subdivision 
process can sometimes make the LPS sub-interval larger than the MPS sub-interval. If. for ex-
ample, the value of Qe(S) is 0.5 and A is at the minimum allowed value of 0.75, the approxi-
mate scaling gives one third of the probability interval to the MPS and two thirds to the LPS. 
To avoid this size inversion, conditional exchange is used. The probability interval is subdi• 
vided using the simple approximation, but the MPS and LPS sub-interval assignments are ex-
changed whenever the LPS sub-interval is larger than the MPS sub-interval. This MPS/LPS 
conditional exchange can only occur when a renormalization will be needed. 

Each binary decision uses a context. A context is the set of prior coding decisions which deter-
mine the context-index, S, identifying the probability estimate used in coding theidecision. 

Whenever a renormalization occurs, a probability estimation procedure is invoked which deter-
mines a new probability estimate for the context currently being coded, No explicit symbol 
counts are needed for the estimation. The relative probabilities of renonnalization after coding 
of LPS and MPS provide, by means of a table-based probability estimation state machine, a di-
rect estimate of the probabilities. 

D.1.3 Encoder code register conventions 

The flow charts in this annex assume the following register structures for the encoder: 

MSB LSB 
C-register 0000 cbbb, bbbbbs s s , xxxxxxxx, xxxxxxxx 
A-register 00000000, 00000000, aaaaaaaa, aaaaaaaa 

The ''a" bits are the fractional bits in the A-register (the current probability interval value) and 
the "x" bits are the fractional bits in the code register. The "s" bits are optional spacer bits which 
provide useful constraints on carry-over, and the "b" bits indicate the hit positions from which 
the completed bytes of data are removed from the C-register. The "e" bit is a carry hit. Except at 
the time of initialization, bit IS of the A-register is always set and bit 16 is always clear (the 
LSB is bit 0). 
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These register conventions illustrate one possible implementation. However, any register con-
ventions which allow resolution of carry-over in the encoder and which produce the same 
entropy-coded segment may be used. The handling of carry-over and the byte stuffing follow-
ing X'FF* will be described in a later part of this section. 

D.1.4 Code_1(S) and Code_0(S) procedures 

When a given binary decision is coded, one of two possibilities occurs - either a 1-decision or a 
0-decision is coded. Code_1(S) and Code_0(S) are shown in Figures D.1 and D.2. The 
Code_1(S) and Code_0(S) procedures use probability estimates with a context-index S. The 
context-index S is determined by the statistical model and is, in general, a function of the previ-
ous coding decisions; each value of S identifies a particular conditional probability estimate 
which is used in encoding the binary decision. 

The context-index S selects a storage location which contains Index(S), an index to the tables 
which make up the probability estimation state machine. When coding a binary decision, the 
symbol being coded is either the more probable symbol or the less probable symbol. Therefore, 
additional information is stored at each context-index identifying the sense of the more prob-
able symbol, MPS(S). 

For simplicity, the flow charts in this section assume that the context storage for each context-
index S has an additional storage field for Qe(S) containing the value of Qe(Index(S)). If only 
the value of Index(S) and MPS(S) are stored, all references to Qe(S) should be replaced by 
Qe(1ndex(S)). 
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Figure D.I - Cocle_1(S) procedure 

Figure D.2 - Code 0(S) procedure 

The Code_l...PS(S) procedure normally consists of the addition of the MPS sub-interval A-Qc(S) 
to the bit stream and a craling of the interval to the sub-interval, Qe(S). It is always followed by 
the procedures for obtaining a new LPS probability estimate (Estimate_Qe(S)_after_LPS), and 
renormalization (Renorm_c). 

However, in the event that the LPS sub-interval is larger than the MPS sub-interval, the condi-
tional MPS/LPS exchange occurs and the MPS sub-interval is coded. 
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( Done ) 

Figure D.3 - Code_LPS(S) procedure with conditional MPS/LPS exchange 

The Code_MPS(S) procedure normally reduces the size of the probability interval to the MPS 
sub-interval. However, if the LPS sub-interval is larger than the MPS sub-interval, the condi-
tional exchange occurs and the LPS sub-interval is coded instead. Note that conditional ex-
change cannot occur unless the procedures for obtaining a new LPS probability estimate 
(Estimate_Qe(S)_afier_MPS) and renormalization (Renomi_e) are required after the coding of 
the symbol 
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No 

Code_MPS(S) 

A=A-Qe(S) 

C=C+A 
A=Qe(S) 

Estimate_Qe(S)_after_MPS 
Reform. e 

( Done 

Figure D.4 - Code_MPS(S) procedure with conditional MPS/LPS exchange 

D.1.5 Probability estimation in the encoder 

415 

D.1.5.1 Probability estimation state machine 

The probability estimation state machine consists of a number of sequences of probability esti-
mates. These sequences are interlinked in a manner which provides probability estimates based 
on approximate symbol counts derived from the arithmetic coder renormalization. Some of 
these sequences are used during the initial "learning" stages of probability estimation; the rest 
are used for "steady state" estimation. 

Each entry in the probability estimation state machine is assigned an index, and each index has 
associated with it a Qc value and two Next_Index values. The Next_lndex_MPS gives the in-
dex to the new probability estimate after an MPS renorrnalization; the Next_Index_LPS gives 
the index to the new probability estimate after an LPS renormalization. Note that both the index 
to the estimation state machine and the sense of the MPS are kept for each context-index S. The 
sense of the MPS is changed whenever the entry in the Switch_MPS is one. 

The probability estimation state machine is given in Table D.2. Initialization of the arithmetic 
coder is always with an MPS sense of zero and a Qe index of zero in Table D.2. 

The Qe values listed in Table D.2 are expressed as hexadecimal integers. To convert the 15 bit 
integer representation of Qe to a decimal probability, divide the Qe values by (4/3)x(X'8000'). 

D-7 

Page 115 Page 115



416 JPEG: STILL IMAGE DATA COMPRESSION STANDARD 

Table D.2 Qe values and probability estimation state machine 

Index Qe 
_Value 

Next_ Index Switch 
_LPS _MPS _MPS 

Index Qe 
_Value 

Next__Index 
_LPS _MPS 

Switch 
MPS 

0 X'5A1D' 1 1 I 57 X '01A4' 55 58 0 
1 X'2586' 14 2 0 58 X'0160' 56 59 0 
2 X'1114' 16 3 0 59 X'0125' 57 60 0 
3 X'080B' 18 4 0 60 X'00F6' 58 61 0 
4 X'03D8' 20 5 0 61 X'00CB' 59 62 0 
5 X'01DA' 23 6 0 62 X'OOAB' 61 63 0 
6 X'00E5' 25 7 0 63 X'008F' 61 32 0 
7 X'006F' 28 8 0 64 X'5B12' 65 65 1 
8 X'0036' 30 9 0 65 X'4D04' 80 66 0 
9 X'OOIA' 33 10 0 66 X'412C' 81 67 0 

10 X'OOOD' 35 11 0 67 X'37D8' 82 68 0 
11 X'0006' 9 12 0 68 x ' 2FE8 ' 83 69 0 
12 X'0003' 10 13 0 69 X'293C' 84 70 0 
13 X'0001' 12 13 0 70 X'2379' 86 71 0 
14 X'5A7F- 15 15 1 71 X' lEDF' 87 72 0 
15 X'3F25' 36 16 0 72 X' lAA9' 87 73 0 
16 X '2CF2' 38 17 0 73 X'174E' 72 74 0 
l7 X'207C' 39 18 0 74 X'1424' 72 75 0 
18 X'17139' 40 19 0 75 X'119C' 74 76 0 
19 X'1182' 42 20 0 76 X'OF6B' 74 77 0 
20 X 'OCEF' 43 21 0 77 X'OD51' 75 78 0 
21 X'09A1' 45 22 0 78 X'OBB6' 77 79 0 
22 X '072R 46 23 0 79 X' 0A40' 77 48 0 
23 X '055C' 48 24 0 80 X'5832' 80 81 1 
24 X'0406' 49 25 0 81 X'4D1C' 88 82 0 
25 X'0303' 51 26 0 82 X'438E' 89 83 0 
26 X'0240' 52 27 0 83 X1BDD' 90 84 0 
27 X'01B1' 54 28 0 84 X'34EE' 91 85 0 
28 X'0144' 56 29 0 85 X'2EAE' 92 86 0 
29 X' 00F5' 57 30 0 86 X'299A' 93 87 0 
30 X'00B7' 59 31 0 87 X'2516' 86 71 0 
31 X'008A' 60 32 0 88 X'5570' 88 89 1 
32 X'0068' 62 33 0 89 X '4CA9 ' 95 90 0 
33 X '004E' 63 34 U 90 X '44D9 ' 96 91 d 
34 X'003B' 32 35 0 91 X '3E22' 97 92 0 
35 X '002C' 33 9 0 92 X'3824' 99 93 0 
36 X'5AEI ' 37 37 1 93 X'32B4' 99 94 0 
37 X '484C' 64 38 0 94 X'2E]7' 93 86 0 
38 X'3A0D' 65 39 0 95 X'56A8' 95 96 1 
39 X '2EF I ' 67 40 0 96 X'4F46' 101 97 0 
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40 X'261F' 68 41 0 97 X'47E5' 102 98 0 
41 X'1F33' 69 42 0 98 X'41CF' 103 99 0 
42 X' 19A8 ' 70 43 0 99 X'3C3D' 104 100 0 
43 X'1518' 72 44 0 100 X'375E' 99 93 0 
44 X'1177' 73 45 0 101 X'5231' 105 102 0 
45 X'0E74' 74 46 0 102 X'4C0F' 106 103 0 
46 X'OBFB' 75 47 0 103 X'4639' 107 104 0 
47 X'09F8' 77 48 0 104 X'415E' 103 99 0 
48 X'0861' 78 49 0 105 X'5627' 105 106 1 
49 X'0706' 79 50 0 106 X'50E7' 108 107 0 
50 X'05CD' 48 51 0 107 X'41385' 109 103 0 
51 X'04DE' 50 52 0 108 X'5597' 110 109 0 
52 X'04017' 50 53 0 109 X'504F' 111 107 0 
53 X'0363' 51 54 0 110 X'5A10' 110 111 1 
54 X'0204' 52 55 0 111 X'5522' 112 109 0 
55 X'025C' 53 56 0 112 X'59EB' 112 111 1 
56 X'01178' 54 57 0 

D.1.5.2 Renormalization driven estimation 

The change in state in Table D2 occurs only when the arithmetic coder interval register is re-
normalized. This must always be done after coding an LPS, and whenever the probability inter-
val register is less than X'8000' (0.75 in decimal notation) after coding an MPS. 

When the LPS renonnalization is required, Next_Index_LPS gives the new index for the LPS 
probability estimate. When the MPS renormalization is required, Next_Index_MPS gives the 
new index for the LPS probability estimate. If Switeh_MPS is 1 for the old index, the MPS 
symbol sense must be inverted after an ITS. 

D.1.5.3 Estimation following renormalization after MPS 

The procedure for estimating the probability on the MPS renormalization path is given in Fig-
ure D.S. Index(S) is part of the information stored for context-index S. The new value of In. 
dex(S) is obtained from Table D.2 from the column labeled Next_Index_ MPS, as that is the 
next index after an MPS renormalization. This next index is stored as the new value of Index(S) 
in the context storage at context-index S, and the value of Qe at this new Index(S) becomes the 
new Qe(S). MPS(S) does not change. 
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(  Estimate_Qe(S)_after_MP 

I=Index(S) 
T=Next Index_MPS(I) 
Index(c)=I 
Qe(S)=Qc_Value(I) 

1 

Figure D.5 - Probability estimation on MPS renormalization path 

D.1.5.4 Estimation following renormalization after LPS 

The procedure for estimating the probability on the LPS renormalization path is shown in Fig-
ure D.6. The procedure is similar CO 1.111n of Figure D.5 except that when Switch_MPS(1) is 1, 
the sense of MPS(S) must be inverted. 

lisrimate_Qe(S),_after_LPS 

1 
I=Index(S) 

MPS(S)=1-MPS(S) 

V
1=Next_Index_LPS(I) 
Index(S)=I 
Qe(S)=Qe_Value(I) 

(  Done 

Figure D.6 - Probability estimation on LPS renormalization path 
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D.1.6 Renormalization in the encoder 

The Renonm_e procedure for the encoder renormalization is shown in Figure D.7. Both the 
probability interval register A and the code register C are shifted, one bit at a time. The number 
of shifts is counted in the counter CT; when CT is zero, a byte of compressed data is removed 
from C by the procedure Byte_out and CT is reset to 8, Renormalization continues until A is no 
longer less than X'8000'. 

Figure D.7 - Encoder renormalization procedure 

The Byte_out procedure used in Renorm_e is shown in Figure D.8. This procedure uses byte-
stuffing procedures which prevent accidental generation of markers by the arithmetic encoding 
procedures. It also includes an example of a procedure for resolving carry-over. For simplicity 
of exposition, the buffer holding the entropy-coded segment is assumed to be large enough to 
contain the entire segment. 

In Figure D.8 BP is the entropy-coded segment pointer and B is the compressed data byte 
pointed to by BP. T in Byte_out is a temporary variable which is used to hold the output byte 
and carry bit. SC is the stack counter which is used to count VW output bytes until any carry-
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over through the X'FF' sequence has been resolved. The value of SC rarely exceeds 3. How-
ever, since the upper limit for the value of SC is bounded only by the total entropy-coded seg-
ment size, a precision of 32 bits is recommended for SC. 

Since large values of SC represent a latent output of compressed data, the following procedure 
may be needed in high speed synchronous encoding systems for handling the burst of output 
data which occurs when the carry is resolved: 

When the stack count reaches an upper bound determined by output channel capacity, the stack 
is emptied and the stacked X'FF" bytes (and stuffed zero bytes) are added to the compressed 
data before the carry-over is resolved. If a carry-over then occurs, the carry is added to the final 
stuffed zero, thereby converting the final X'FFOO' sequence to the X'FF01' temporary private 
marker. The entropy-coded segment must then be post-processed to resolve the carry-over and 
remove the temporary marker code. For any reasonable bound on SC this post processing is 
very unlikely. 

B=B+ 1 

(Byte_out 

T = SRL C 19 

Yes 

Stuff_() 

Output_stacked_zeros 

BP = BP + 1 
B=T 

Yes 

SC= SC + 1 
O 

Output_stacked_X'FF's 

BP=BP+ I 
B=T 

C = C AND X '7FFFF' 

( Done ) 

Figure D3 - Byte_out procedure for encoder 
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Referring to Figure D the shift of the code register by 19 bits aligns the output bits with the 
low order bits of T. The first test then determines if a carry-over has occurred. If so, the carry 
must be added to the previous output byte before advancing the segment pointer BP. The 
Stuff_0 procedure stuffs a zero byte whenever the addition of the carry to the data already in the 
entropy-coded segments creates a X'FF' byte. Any stacked output bytes - converted to zeros by 
the carry-over - are then placed in the entropy encoder segment. Note that when the output byte 
is later transferred from T to the entropy-coded segment (to byte B), the carry bit is ignored if it 
is set. 

If a carry has not occurred, the output byte is tested to see if it is X'FF'. If so, the stack count 
SC is incremented, as the output must be delayed until the carryover is resolved. If not, the 
carry-over has been resolved, and any stacked X'FF' bytes must then be placed in the entropy-
coded segment. Note that a zero byte is stuffed following each X'FF'. 

The procedures used by Byte out are defined in Figures D.9 to D.11. 

Figure D.9 - Output_stacked_zeros procedure for encoder 

COutput_stacked X'FF's 

Yes 

BP = BP + 1 
B = X'FF' 
BP = BP + 1 
B = 0 
Sc = SC - I 

( Done ) 

Figure D.10 - Output_stacked_X'FF's procedure for encoder 
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Figure D. 1 1 - Stuff_O procedure for encoder 

D.1.7 Initialization of the encoder 

The Initenc procedure is used to start the arithmetic coder. The basic steps are shown in Figure 
D.12. 

(Initenc ) 

Initialize statistics areas 
SC = 0 
A - X' 10000' 

(see note below) 
C = 0 
CT = 11 
BP = BPST - 1 

( Done ) 

Figure D.12 - Initialization of the encoder 

The probability estimation tables arc defined by Table D.2. The statistics areas are initialized to 
an MPS sense of 0 and a tie index of zero as defined by Table D.2. The stack count (SC) is 
cleared, the code register (C) is cleared, and the interval register is set to X'10000'. The counter 
(CT) is set to 11, reflecting the fact that when A is initialized to X'I0000' three spacer hits plus 
eight output bits in C must be filled before the first byte is removed. Note that BP is initialized 
to point to the byte before the start of the entropy-coded segment (which is at BPST). Note also 
that the statistics areas arc initialized for all values of context-index S to MPS(S)=0 and In-
dex(S)=0. 

NOTE - Although the probability interval is initialized to X'10000' in both Initenc and 
Initdec, the precision of the probability interval register can still be limited to 16 bits. 
When the precision of the interval register is 16 bits, it is initialized to zero. 
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D.1.8 Termination of encoding 

The Flush procedure is used to terminate the arithmetic encoding procedures and prepare the 
entropy-coded segment for the addition of the X'FF' prefix of the marker which follows the 
arithmetically coded data. Figure D.13 shows this flush procedure. The first step in the proce-
dure is to set as many low order bits of the code register to zero as possible without pointing 
outside of the final interval. Then, the output byte is aligned by shifting it left by CT bits; 
Byte_out then removes it from C. C is then shifted left by g bits to align the second output byte 
and Byte_out is used a second time. The remaining low order bits in C are guaranteed to be 
zero, and these trailing zero bits shall not be written to the entropy-coded segment. 

Any trailing zero bytes already written to the entropy-coded segment and not preceded by a 
X'FF' may, optionally, be discarded. This is done in the Discard_final_zeros procedure. 
Stuffed zero bytes shall not be discarded. 

Entropy coded segments are always followed by a marker. For this reason, the final zero bits 
needed to complete decoding shall not be included in the entropy coded segment. Instead. 
when the decoder encounters a marker. zero bits shall be supplied to the decoding procedure 
until decoding is complete. This convention guarantees that when a DNL marker is used, the 
decoder will intercept it in time to correctly terminate the decoding procedure. 

(  Flush ) 

j Clear_final_bits 

C= SLL C CT 

Byte_out 

C = SLL C 8 

Byte_out 
Discard_final_zeros 

1 
(  Done ) 

Figure D.13 - Flush procedure 
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(Clear_final_bits 

T C + A - 1  
T = T AND X'11+1-0000' 

T = T + X'8000' 

C=T 

( Done ) 

Figure D.14 - Clear_final_bits procedure in Flush 

(Discard_final_zeros 

BP = BP - 1 

BP = BP + 1 

( Done ) 

Figure D.15 - Discard final_zeros procedure in Flush 
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D.2 Arithmetic decoding procedures 

Three arithmetic decoding procedures are used for arithmetic decoding. They are: 
Table D.3 Procedures for binary arithmetic decoding 

Procedure Purpose 

Decode(S) Decode a binary decision 
Initdec Initialize the decoder 

The "Decode(5)" procedure decodes the binary decision for a given context-index S and re-
turns a value of either 0 or 1. It is the inverse of the "Code_0(:3)" and "Code_] (S)" procedures 
described in D.1. "Initdec" initializes the arithmetic coding entropy decoder. 

D.2.1 Binary arithmetic decoding principles 

The probability interval subdivision and sub-interval ordering defined for the arithmetic encod-
ing procedures also apply to the arithmetic decoding procedures. 

Since the bit stream always points within the current probability interval, the decoding process 
is a matter of determining, for each decision, which sub-interval is pointed to by the bit stream. 
This is done recursively, using the same probability interval sub-division process as in the en-
coder. Each time a decision is decoded, the decoder subtracts from the bit stream any interval 
the encoder added to the bit stream. Therefore, the code register in the decoder is a pointer into 
the current probability interval relative to the base of the interval. 

If the size of the sub-interval allocated to the LPS is larger than the sub-interval allocated to the 
MPS, the encoder invokes the conditional exchange procedure. When the interval sizes are in-
verted in the decoder, the sense of the symbol decoded must be inverted. 

D.2.2 Decoding conventions and approximations 

The approximations and integer arithmetic defined for the probability interval subdivision in the 
encoder must also be used in the decoder. However, where the encoder would have added to the 
code register, the decoder subtracts from the code register. 

D.2.3 Decoder code register conventions 

The flow charts given in this section assume the following register structures for the decoder .

MSB LSB 
Cx register xxxxxxxx, xxxxxxxx 
C-low bbbbbbbb, 00000000 
A-register aaaaaaaa, aaaaaaaa 

Cx and C-low can be regarded as one 32 bit C-register, in that renormalization of C shifts a bit 
of new data from bit 15 of C-low to bit 0 of Cx. However, the decoding comparisons use Cx 
alone. New data are inserted into the "b" bits of C-low one byte at a time. 
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NOTE: The comparisons shown in the various procedures use arithmetic comparisons, 
and therefore assume precisions greater than 16 bits for the variables. Unsigned (logical) 
comparisons should be used in 16 bit precision implementations. 

D.2.4 The decode procedure 

The decoder decodes one binary decision at a time. After decoding the decision, the decoder 
subtracts any amount from the code register that the encoder added. The amount left in the code 
register is the offset from the base of the current probability interval to the sub-interval allo-
cated to the binary decisions not yet decoded. In the first test in the decode procedure shown in 
Figure D.16 the code register is compared to the size of the MPS sub-interval. Unless a condi-
tional exchange is needed, this test determines whether the MPS or LPS for context-index S is 
decoded. Note that the LPS for context-index S is given by 1-MPS(S). 

(Deecde(S 

A=A-Qe(S) 

Yes 

0 

D=Cond_MPS_exchange(S) 
Renonn_d 

D=MPS(S) D=Cond LPS exchange(S) 
Renomi 

(Return D) 

Figure D.16 - Decode(S) procedure 

When a renonnalization is needed, the MPS/LPS conditional exchange may also be needed. For 
the LPS path the conditional exchange procedure is shown in Figure D.17. Note that the prob-
ability estimation in the decoder is identical to the probability estimation in the encoder (Fig-
ures I/5 and D.6). 
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,..Cond_LPS_exchange(S) 

Yes 

D=MPS(S) 
Cx=Cx-A 
A=Qe(S) 

1

Estimate Qe(S)__after__MPS 

D=1-MPS(S) r
Cx=Cx-A 
A=Qe(S) 

Estimate _Qe(S)_after LPS 

(  Return D.) 

Figure D.17 - Decoder LPS path conditional exchange procedure 

For the MPS path of the decoder the conditional exchange procedure is given in Figure D.18. 

Cond_MPS_excliange(S)) 

Yea

D=1-MPS(S) 

Estimate _Qe(S)__after__LPS 

D=MPS(S) 

Estimate_ Qe(S)_after_MPS 

(Return 1D) 

Figure D.18 - Decoder MPS path conditional exchange procedure 

D.2.5 Probability estimation in the decoder 

The procedures defined for obtaining a new LPS probability estimate in the encoder arc also 
used in the decoder. 
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D.2.6 Renormalization in the decoder 

The Renorrn_d procedure for the decoder renormalization is shown in Figure D.19. CT is a 
counter which keeps track of the number of compressed bits in the C-low section of the C-
register. When CT is zero, a new byte is inserted into C-low by the procedure Byte_in and CT 
is reset to 8. 

Both the probability interval register A and the code register C are shifted, one bit at a time, 
until A is no longer less than X'8000'. 

Figure D.19 - Decoder renormalization procedure 

The Byte_in procedure used in Renorm_d is shown in Figure D.20. This procedure fetches one 
byte of data, compensating for the stuffed zero byte which follows any X 'FF' byte. It also de-
tects the marker which must follow the entropy-coded segment. The C-register in this procedure 
is the concatenation of the Cx and C-low registers. For simplicity of exposition, the buffer hold-
ing the entropy-coded segment is assumed to be large enough to contain the entire segment. 
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(Byte_in) 

Figure D.20 - Byte_in procedure for decoder 

B is the byte pointed to by the entropy-coded segment pointer BP. BP is first incremented. If 
the new value of B is not a X'FF', it is inserted into the high order 8 bits of C-low. 

The Unstuff_O procedure is shown in Figure D.21. If the new value of B is X'FF', BP is incre-
mented to point to the next byte and this next B is tested to see if it is zero. If so, B contains a 
stuffed byte which must be skipped. The zero B is ignored, and the X"FF" B value which pre-
ceded it is inserted in the C-register. 

If the value of B after a X'FF' byte is not zero, then a marker has been detected. The marker is 
interpreted as required and the entropy-coded segment pointer is adjusted ("Adjust BP" in Fig-
ure D.21) so that 0-bytes will be fed to the decoder until decoding is complete. One way of ac-
complishing this is to point BP to the byte preceding the marker which follows the 
entropy-coded segment. 

(Unstuff_()

BP=BP+1

No 

Interpret_marker 
Adjust BP 

( Done ) 

Figure D.21 - Unstuff 0 procedure for decoder 
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D.2.7 Initialination of the decoder 

'1 he Initdec procedure is used to start the arithmetic decoder. The basic steps are shown in Fig-
ure D.22. 

Initdec ) 

Initialize statistics areas 
BP = BPST - 1 
A = X'0000' 

(see note below) 
C=0 

1 
Byte_in 

C = SLL C 8 

I Byte_in 

C= SLLC 8 
CTS 

Done ) 

Figure D.22 - Initialization of the decoder 

The estimation tables are defined by Table D.2, The statistics areas are initialized to an MPS 
sense of 0 and a Qe index of zero as defined by Table D.2. BP, the pointer to the entropy-coded 
segment, is then initialized to point to the byte before the start of the entropy-coded segment at 
BPST, and the interval register is set to the same starting value as in the encoder. The first byte 
of compressed data is fetched and shifted into Cx. The second byte is then fetched and shifted 
into Cx. The count is set to zero, so that a new byte of data will be fetched by Renorm_d. 

NOTE - Although the probability interval is initialized to X'10000' in both Initenc and 
lnitdec, the precision of the probability interval register can still be limited to 16 bits. 
When the precision of the interval register is 16 bits, it is initialized to zero. 

D.3 Bit ordering within bytes 

The arithmetically encoded entropy-coded segment is an integer of variable length. Therefore, 
the ordering of bytes and the bit ordering within bytes is the same as for parameters (see 
B.1.1.1). 
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Annex E (normative) 

Encoder and decoder control procedures 

This annex describes the encoder and decoder control procedures for the sequential, progres-
sive, and lossless modes of operation. 

NOTE - There is no requirement in this Specification that any encoder or decoder shall 
implement the procedures in precisely the manner specified by the flow charts in this An-
nex. It is necessary only that an encoder or decoder implement the function specified in 
this Annex. The sole criterion for an encoder or decoder to be considered in compliance 
with this Specification is that it satisfy the requirements given in clause 6 (for encoders) or 
clause 7 (for decoders), as determined by the compliance tests specified in Part 2. 

Ed Encoder control procedures 

E.1.1 Control procedure for encoding an image 

The encoder control procedure for encoding an image is shown in Figure E.1. 

(Encode_itnage 

Append SOI marker 

I Encode_frame 

Append E01 marker 

( Done ) 

Figure E.1 - Control procedure for encoding an image 

E.1.2 Control procedure for encoding a frame 

In all cases where markers are appended to the compressed data, optional X'FF' fill bytes may 

precede the marker. 

The control procedure for encoding a frame is oriented around the scans in the frame. The 

frame header is first appended, and then the scans are coded. Table specifications and other 

marker segments may precede the SOF marker, as indicated by [tables/misc.] in Figure E.2. 

Figure E.2 shows the encoding process frame control procedure. 
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(Encode_frame 

[Append tablesitniscl 
Append SOF marker and rest of 

frame header 

Encode_scan 

Done 

Yes 
[Append DNL segment] 

Figure E.2 - Control procedure for encoding a frame 

E.1.3 Control procedure for encoding a scan 

A scan consists of a single pass through the data of each component in the scan. Table specifi-
cations and other marker segments may precede the SOS marker. If more than one component 
is coded in the scan, the data are interleaved. if restart is enabled, the data are segmented into 
restart intervals; the encoding process is reset at the start of each restart interval. 

If restart is enabled, a RSTm marker is placed in the coded data between each restart interval. 
If restart is disabled, the control procedure is the same, except that the entire scan contains a 
single restart interval. The compressed image data generated by a scan is always followed by a 
marker. 

Figure E.3 shows the encoding process scan control procedure. The loop is terminated when 
the encoding process has coded the number of restart intervals which make up the scan. Note 
that the number of minimum coded units (MCU) in the final restart interval must be adjusted to 
match the number of MCU in the scan. The number of MCU is calculated from the frame and 
scan parameters see Annex B). "m" is the restart interval modulo counter needed for the 
RSTm marker. The modulo arithmetic for this counter is shown after the "Append RSTm 
marker" procedure. 
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(Encode_scan) 

[Append tables/misc.] 
Append SOS marker and rest of 

scan header 
Initialize encoder 
m = 0 

Encode_restart_interval 

Done 

Append RSTm marker 
m = (m + 1) AND 7 

Figure E.3 - Control procedure for encoding a scan 

E.1.4 Control procedure for encoding a restart interval 

Figure E.4 shows the encoding process control procedure for a restart interval. The loop is ter-
minated either when the encoding process has coded the number of minimum coded units 
(MCU) in the restart interval or when it has completed the image scan. 
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C Encode restart_interval) 

Reset encoder 

Encode_MCU 

more MC 

Yes 

 ( Done ) 

Figure E.4 - Control procedure for encoding a restart interval 

If the encoding process is reset, the DC predictions are set to defaults. If arithmetic coding is 
used, the statistics areas are also reset. If the number of lines must be set or reset, the DNL 
marker segment shall precede the marker which would normally follow first scan in the frame. 
If the DNL marker is used, no more restart intervals shall be coded in the scan. 

E.1.5 Control procedure for encoding a minimum coded unit (MCU) 

The minimum coded unit is defined in A.2. Within a given MCU the data units are coded in the 
order in which they occur in the MCU. The control procedure for encoding a MCU is shown 
Figure E.5. 

E-4 

Page 134 Page 134



APPENDIX A. ISO DIS 10918-1. REQUIREMENTS AND GUIDELINES 435 

Figure E.5 - Control procedure for encoding a minimum coded unit (MCU) 

In Figure E.5, Nb refers to the number of data units in the MCU. The order in which data units 
occur in the MCI] is defined in A.2. The data unit is an 8x8 block for DCT-based processes, 
and a single sample for lossless processes. 
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E.2 Decoder control procedure 

E.2.1 Control procedure for decoding an image 

Figure E.6 shows the decoding process control for an image. 

Decode_image 

0 

0 

Decode_frame 

Interpret markers 

( Done 

Figure E.6 - Control procedure for decoding an image 

Decoding control centers around identification of various markers. The first marker must be 
the SOI (Start Of Image) marker. The next marker is normally a SOFn (Start Of Frame) 
marker; if this is not found, one of the marker segments listed in Table E.1 has been received. 

Table E.1 Markers recognized by "Interpret markers" 

Marker Purpose 

DHT Define Huffman Tables 
DAC Define Arithmetic Conditioning 
DQT Define Quantization Tables 
DRI Define Restart Interval 
APPn Application defined marker 
COM Comment 

Note that optional X'FF' fill bytes which may precede any marker shall be discarded before 
determining which marker is present 

The additional logic to interpret these various markers is contained in the box labeled "Interpret 
markers", DHT markers shall be interpreted by processes using Huffman coding. DAC mark-
ers shall be interpreted by processes using arithmetic coding. DQT markers shall be interpreted 
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by DCT-based decoders. DRI markers shall be interpreted by all decoders. APPn and COM 
markers shall be interpreted only to the extent that they do not interfere with the decoding. 

Decoding is terminated when the decoder finds the EOI marker. By definition, the procedures 
in "Interpret markers" leave the system at the next marker. Note that if the expected SOI 
marker is missing at the start of the compressed image data, an error condition has occurred. 
The techniques for detecting and managing error conditions can be as elaborate or as simple as 
desired. 

E.2.2 Control procedure for decoding a frame 

Figure E.7 shows the control procedure for the decoding of a frame. 

Figure E.7 - Control procedure for decoding a frame 

The loop is terminated if the EOI marker is found at the end of the scan. 

The markers recognized by "Interpret markers" are listed in Table E.1. E.2.1 describes the 

extent to which the various markers shall be interpreted. 
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E.2.3 Control procedure for decoding a scan 

Figure E.8 shows the decoding of a scan. 

Decode_scan 

Interpret scan header 
Initialize decoder 

Decode re tart_interval 

Done

Yes 

Figure E.8 - Control procedure for decoding a scan 

The loop is terminated when the expected number of restart intervals has been decoded. Note 
that the final restart interval may be smaller than the size specified by the DRI marker segment, 
as it includes only the number of MCUs remaining in the scan. The decoder is reset at the start 
of each restart interval. 

E.2.4 Control procedure for decoding a restart interval 

The procedure for decoding a restart interval is shown in Figure E.9. At the end of the restart 
interval, the next marker is located. If a problem is detected in locating this marker, error han-
dling procedures may be invoked. While such procedures are optional, the decoder shall be 
able to correctly recognize RST markers in the compressed data and reset the decoder when 
they are encountered. The decoder shall also be able to recognize the DNL marker and set the 
number of lines defined in the DNL segment. 
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(Decode restart_interval) 

Reset decoder 

Decode_MCU 

Find marker 

Done 

Figure E.9 - Control procedure for decoding a restart interval 

E.2.5 Control procedure for decoding a minimum coded unit (MCU) 

The procedure for decoding a minimum coded unit (MCU) is shown in Figure E.10. 

E-9 

Page 139 Page 139



440 JPEG: STILL IMAGE DATA COMPRESSION STANDARD 

(Decode_MCU

N=O 

N = N + I 
Decode data unit 

No N — Nb 

Yes 

Done ) 

Figure E.10 - Control procedure for decoding a minimum coded unit (MCU) 

In Figure E.10 Nb is the number of data units in a MCU. 
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Annex F (normative) 

Sequential DCT-based mode of operation 

This Annex provides a functional specification of the following coding processes for the se-
quential DCT-based mode of operation: 

I) baseline sequential; 

2) extended sequential, Huffman coding, 8-bit sample precision; 

3) extended sequential, arithmetic coding, 8-bit sample precision; 

4) extended sequential, Huffman coding, 12-bit sample precision; 

5) extended sequential, arithmetic coding, 12-bit sample precision. 

For each of these, the encoding process is specified in F.1, and the decoding process is specified 
in F.2. The functional specification is presented by means of specific flow charts for the various 
procedures which comprise these coding processes. 

NOTE - There is no requirement in this Specification that any encoder or decoder which 
embodies one of the above-named processes shall implement the procedures in precisely the 
manner specified by the flow charts in this Annex. It is necessary only that an encoder or 
decoder implement the function specified in this Annex. The sole criterion for an encoder 
or decoder to be considered in compliance with this Specification is that it satisfy the 
requirements given in clause 6 (for encoders) or clause 7 (for decoders), as determined by 
the compliance tests specified in Part 2. 

F.1 Sequential DCT-based encoding processes 

F.1.1 Sequential DCT-based control procedures and coding models 

F.1.1.1 Control procedures for sequential DCT-based encoders 

The control procedures for encoding an image and its constituent parts - the frame, scan, restart 
interval and MCU - are given in Figures E.1 to E.5. The procedure for encoding a MCU (Fig-
ure E.5) repetitively calls the procedure for encoding a data unit. For DCr-based encoders the 
data unit is an 8x8 block of samples. 

F.1.1.2 Procedure for encoding an 8x8 block data unit 

In the sequential DCF-based encoding process encoding a 8x8 block data unit consists of the 
following procedures: 

(1) Calculate forward 8x8 OCT and quantize using table assigned in frame header. 
(2) Encode DC coefficient for 8x8 block using DC table assigned in scan header. 
(3) Encode AC coefficients for 13x8 block using AC table assigned in scan header. 
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F.1.1.3 Forward DCT (FDCT) 

The mathematical definition of the FDCT is given in A.3.3. 

Prior to computing the FDCT the input data are level shifted to a signed two's complement rep-
resentation as described in Annex A. For 8-bit input precision the level shift is achieved by 
subtracting 128. For 12-bit input precision the level shift is achieved by subtracting 2048. 

F.1.1.4 Quantization of the FDCT 

The uniform quantization procedure described in Annex A is used to quantize the DCT coeffi-
cients. One of four quantization tables may be used by the encoder. No default quantization 
tables are specified in this Specification. However, some typical quantization tables are given 
in Annex K. 

The quantized DCT values are signed, two's complement integers with 11-bit precision for 8-
bit input precision and 15-bit precision for 12-bit input precision. 

F.1.1.5 Encoding models for the sequential DCT procedures 

The two dimensional array of quantized DCT coefficients is rearranged in a zig-zag sequence 
order defined in A.6. The zig-zag order coefficients are denoted ZZ (0) through ZZ(63) with: 

ZZ(0) = Sq00
ZZ(1) = Sq01
ZZ(2) = Sq i c 

• 
• 
ZZ(63) = Sq77

Sqii are defined in Figure A.6. 

Two coding procedures are used, one for the DC coefficient ZZ(0) and the other for the AC 
coefficients ZZ(1)..ZZ(63). The coefficients are encoded in the order in which they occur in 
ZZ, starting with the DC coefficient. The coefficients are represented as two's complement in-
tegers. 

F.1.1.5.1 Encoding model for DC coefficients 

The DC Coefficients are coded differentially, using a one-dimensional predictor, PRED, which 
is the quantized DC value from the most recently coded 84 block from the same component. 
The difference, DIM is obtained from 

DIFF=72(0)-PRED. 

At the beginning of the scan and at the beginning of each restart interval, the prediction for the 
DC coefficient prediction is initialized to 0. (Recall that the input data have been level shifted to 
two's complement representation.) 

F.1.1.5.2 Encoding model for AC coefficients 

Since many coefficients arc zero, runs of zeros are identified and coded efficiently. In addition, 
if the last part of ZZ is entirely zero, this is coded explicitly as an end-of-block (EOB). 
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F.1.2 Baseline Huffman encoding procedures 

The baseline encoding procedure is for 8-bit sample precision. The encoder may employ up to 
two DC and two AC Huffman tables within one scan. 

F.1.2.1. Huffman encoding of DC coefficients 

F.1.2.1.1 Structure of DC code table 

The DC code table consists of a set of Huffman codes {maximum length 16 bits) and appended 
additional bits (in most cases) which can code any possible value of DIFF, the difference be-
tween the current DC coefficient and the prediction. The Huffman codes for the difference 
categories are generated in such a way that no code consists entirely of 1 -bits (X'FF' prefix 
marker code avoided). 

The two's complement difference magnitudes are grouped into 12 categories, SSSS, and a 
Huffman code is created for each of the 12 difference magnitude categories. 

Table F.1 Difference magnitude categories for DC coding 

SSSS DIFF values 

0 0 
1 -1,1 
2 -3,-2,2,3 
3 -7..-4,4..7 
4 -15..-8,8..15 
5 -31..-16,16..31 
6 -63..-32,32..63 
7 -127..-64,64..127 
8 -255..-128,128..255 
9 -511..-256,256..511 
10 -1023..-512,512..1023 
11 -2047..-1024,1024..2047 

For each category, except SSSS-----0, an additional bits field is appended to the code word to 
uniquely identify which difference in that category actually occurred. The number of extra bits 
is given by SSSS; the extra bits are appended to the LSB of the preceding Huffman code, most 
significant bit first. When DIFF is positive, the SSSS low order bits of DfFF are transmitted. 
When DIFF is negative, the SSSS low order bits of (DIFF-1) are transmitted. Note that the 
most significant bit of the appended bit sequence is 0 for negative differences and 1 for positive 
differences. 
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F.1.2.1.2 Defining Huffman tables for the DC coefficients 

The syntax for specifying the Huffman tables is given in Annex B. The procedure for creating 
a code table from this information is described in Annex C. No more than two Huffman tables 
may be defined for coding of DC coefficients. Two examples of Huffman tables for coding of 
DC coefficients are provided in Annex K. 

F.1.2.1.3 Huffman encoding procedures for DC coefficients 

The encoding procedure is defined in terms of a set of extended tables, XHUFCO and XHUFSI, 
which contain the complete set of Huffman codes and sizes for all possible difference values. 
For full 12 bit precision the tables are relatively large. For the baseline system, however, the 
precision of the differences may be small enough to make this description practical. 

XHUFCO and XHUFSI are generated from the encoder tables EHUFCO and EHUFSI (see An-
nex C) by appending to the Huffman codes for each difference category the additional bits that 
completely define the difference. By definition, XHUFCO and XHUFSI have entries for each 
possible difference value. XHUFCO contains the concatenated bit pattern of the Huffman code 
and the additional bits field; XHUFSI contains the total length in bits of this concatenated bit 
pattern. Both are indexed by DIFF, the difference between the DC coefficient and the predic-
tion. 

The Huffman encoding procedure for the DC difference, DIFF, is: 

SIZE=XHUFSI(DIFF) 
CODE=XHUFCO(DIFF) 

code SIZE bits of CODE 

where DC is the quantized DC coefficient value and PRED is the predicted quantized DC value. 
The Huffman code (CODE) (including any additional bits) is obtained from XHUFCO and 
SIZE (length of the code including additional bits) is obtained from XHUFSI, using DIFF as the 
index to the two tables. 

F.1.2.2 Huffman encoding of AC coefficients 

F.1.2.2.1 Structure of AC code table 

Each nonzero AC coefficient in ZZ is described by a composite 8-bit value, RS, of the form 

RS = binary 'RRRRSSSS' 

The 4 least significant bits, 'SSSS', define a category for the amplitude of the next nonzero co-
efficient in ZZ, and the 4 most significant bits, 'RRRR', give the position of the coefficient in 
ZZ relative to the previous nonzero coefficient (i.e. the run-length of zero coefficients between 
nonzero coefficients). Since the run length of zero coefficients may exceed 15, the value 
'RRRRSSSS'=X'FO' is defined to represent a run length of 15 zero coefficients followed by a 
coefficient of zero amplitude. (This can be interpreted as a run length of 16 zero coefficients.) 
In addition, a special value 'RRRRSSSS'='00000000' is used to code the end-of-block (EOB), 
when all remaining coefficients in the block are zero. 
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The general structure of the code table is illustrated in Figure F.1. 

RRRR 

0 1 
SSSS 

2 9 10 

0 

15 

EOB 
X 

X 

X 

ZRI 

COMPOSITE 

VALUES 

Figure F.1 - Two-dimensional value array for Huffman coding 

The entries marked 'X' are undefined for the baseline procedure. 

The magnitude ranges assigned to each value of SSSS arc defined in table F.2. 

Table F.2. Categories assigned to coefficient values 

SSSS AC coefficients 
1 -1,1 
2 -3,-2,2,3 
3 -7..-4,4..7 
4 -15..-8,8..15 
5 -31..-16,16..31 
6 -63..-32,32..63 
7 -127..-64,64..127 
8 -255..428,128..255 
9 -511..-256,256..511 
10 -1023,512,512..1023 

The composite value, RRRRSSSS, is Huffman coded and each Huffman code is followed by 
additional bits (assumed to be randomly distributed and thus uncoded) which specify the sign 
and exact amplitude of the coefficient. 

The AC code table consists of one Huffman code (maximum length 16 bits, not including addi-
tional bits) for each possible composite value. The Huffman codes for the 8-bit composite val-
ues are generated in such a way that no code consists entirely of 1-bits. 

The format for the additional bits is the same as in the coding of the DC coefficients. ZZ(K) is 
the Kth coefficient in the zig-zag sequence of coefficients being coded. The value of SSSS 
gives the number of additional bits required to specify the sign and precise amplitude of the 
coefficient. The additional bits are either the low-order SSSS bits of ZZ(K) when ZZ(K) is 
positive or the low-order SSSS bits of ZZ(K)-1 when ZZ(K) is negative. 
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F.1.2.2.2.2 Defining Huffman tables for the AC coefficients 

The syntax for specifying the Huffman tables is given in Annex B. The procedure for creating 
a code table from this information is described in Annex C. 

In the baseline system no more than two Huffman tables may be defined for coding of AC coef-
ficients. Two examples of Huffman tables for coding of AC coefficients are provided in Annex 
K. 

F.1.2.2.3 Huffman encoding procedures for AC coefficients 

As defined in Annex C, the Huffman code table is assumed to be available as a pair of vectors, 
EHUFCO (containing the code bits) and EIIUFSI (containing the length of each code in bits), 
both indexed by the composite value defined above. 

The procedure for encoding the AC coefficients in a block is shown in Figures F,2 and F.3. 
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(Encode_AC_coefficients) 

K=0 
R=0 

K=K+1 

Append EHUFSI(X'F0') bits 
of EHUFCO(X'FO') 

R=R-16 

R=-R+1 
A 

Yes 

Append EHUFSI(X'00') bits 
of EHUFC0(X '00') 

Encode R,ZZ(K) 

Yes 

Done 

Figure F.2 - Procedure for sequential encoding of AC coefficients 

with Huffman coding 

In this figure K is the index to the zig-zag scan position and R is the run length of zero coeffi-

cients. 
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The procedure "Code EHEFSI(240) bits of EFILTFC0(240)" codes a run of 16 zero coefficients 
(ZRL code of Figure F.2). The procedure "Code EHUFS1(0) bits of EHUFC0.(0)1' codes the 
end-of-block (EOB code). If the last coefficient (K=63) is not zero, the EOB code is bypassed. 

( Encode K,ZZ(K)

SSSS = CSIZE(ZZ(K)) 
RS = (16*R) SSSS 
Append EHUFSI(RS) bits 

of EHLTCO(RS) 

Yes 

ZZ(K)=ZZ(K) 1 
0 

Append SSSS low order 
bits of ZZ(K) 

(  Done 

Figure F.3 - Sequential encoding of a nonzero AC coefficient 

CSIZE is a procedure which maps an AC coefficient to the SSSS value as defined in Table F.2. 

F.1.2.3 Byte stuffing 

In order to provide code space for marker codes which can be located in the compressed image 
data without decoding, byte stuffing is used. 

Whenever, in the course of normal encoding, the byte value X'FF' is created in the code string, 
a X'00' byte is stuffed into the code string. 

If a X'00' byte is detected after a X'FF' byte, the decoder must discard it. If the byte is not 
zero, a marker has been detected, and shall be interpreted to the extent needed to complete the 
decoding of the scan. 

Byte alignment of markers is achieved by padding incomplete bytes with 1-bits. If padding 
with 1 -bits creates a X'FF' value, a zero byte is stuffed before adding the marker. 
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F.1.3 Sequential DCT encoding process with 8-bit precision extended to four sets of 
Huffman tables 

This process is identical to the Baseline encoding process described in F.I.2. with the exception 
that the number of sets of Huffman tables which may be used within the same scan is increased 
to four. Four DC and four AC Huffman tables is the maximum allowed by this Specification. 

F.1.4. Sequential DCT encoding process with arithmetic coding 

This subclause describes the use of arithmetic coding procedures in the sequential DCT-based 
encoding process. 

The arithmetic coding extensions have the same OCT model as the Baseline DCT encoder. 
Therefore, Annex F.1.1 also applies to arithmetic coding. As with the Huffman coding tech-
nique, the binary arithmetic coding technique is lossless. It is possible to transcode between the 
two systems without either FDCT or IDCT computations, and without modification of the re-
constructed image. 

The basic principles of adaptive binary arithmetic coding arc described in Annex D. Up to four 
DC and four AC conditioning tables and associated statistics areas may be used within one 
scan. 

The arithmetic encoding procedures for encoding binary decisions, initializing the statistics 
area, initializing the encoder, terminating the code string, and adding restart markers are listed 
in Table D.1 of Annex D. 

Some of the procedures in Table D.1 are used in the higher level control structure for scans and 
restart intervals described in Annex E. At the beginning of scans and restart intervals, the prob-
ability estimates used in the arithmetic coder are reset to the standard initial value as part of the 
Initenc procedure which restarts the arithmetic coder. At the end of scans and restart intervals, 
the Flush procedure is invoked to empty the code register before the next marker is appended. 
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F.1.4.1 Arithmetic encoding of DC coefficients 

The basic structure of the decision sequence for encoding a DC difference value, DIFF, is 
shown hi Figure F.4. 

Encode_DC_DIFF 

V=DIFF 

Code_l (SO) 
Encode V(S0) 

es 

Code_0(S0) 

( Done 

Figure F.4 - Coding model for arithmetic coding of DC difference 

The context-index SO and other context-indices used in the DC coding procedures are defined 
in Table F.4 (see F.1.4.4.1.3). A 0-decision is coded if the difference value is zero and a 1-
decision is coded if the difference is not zero. If the difference is not zero, the sign and magni-
tude are coded using the procedure Encode V(S0), which is described in F.1.4.3.1. 

F.1.4.2 Arithmetic encoding of AC coefficients 

The AC coefficients axe coded in the order in which they occur in the zig-zag sequence 
ZZ(1 , 63). An end-of-block (EOB) binary decision is coded before coding the first AC coef-
ficient in ZZ, and after each nonzero coefficient. If the COB occurs, all remaining coefficients 
in ZZ are zero. Figure F.5 illustrates the decision sequence. The equivalent procedure for the 
Huffman coder is found in Figure F.2. 
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Figure F.5 - AC coding model for arithmetic coding 

The context-indices SE and SO used in the AC coding procedures are defined in Table F.5 (see 
F.1.4.4.2). In Figure F.5 K is the index to the zig-zag sequence position. For the sequential 
scan, Kmin is 1 and Se is 63. The V=0 decision is part of a loop which codes runs of zero 
coefficients. Whenever the coefficient is nonzero, "Encode_V(S0)" codes the sign and magni-
tude of the coefficient. Each time a nonzero coefficient is coded, it is followed by an EOB de-
cision. If the EOB occurs, a 1-decision is coded to indicate that the coding of the block is 
complete. Note that if the coefficient for K=Se is not zero, the EOB decision is skipped. 
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F.1.4.3 Encoding the binary decision sequence for nonzero DC differences and AC coeff-
cients 

Both the DC difference and the AC coefficients are represented as signed two's complement 16 
bit integer values. The decomposition of these signed integer values into a binary decision tree 
is done in the same way for both the DC and AC coding models. 

Although the binary decision trees for this section of the DC and AC coding models are the 
same, the statistical models for assigning statistics bins to the binary decisions in the tree are 
quite different. 

F.1.4.3.1 Structure of the encoding decision sequence 

The encoding sequence can be separated into three procedures, a procedure which encodes the 
sign, a second procedure which identifies the magnitude category, and a third procedure which 
identifies precisely which magnitude occurred within the category identified in the second pro-
cedure. 

At the point where the binary decision sequence in Encode_ V(S0) starts, the coefficient or dif-
ference has already been determined to be nonzero. That determination was made in the proce-
dures in Figures F.4 and F.5. 

Denoting either DC differences (DIFF) or AC coefficients as V, the nonzero signed integer 
value of V is encoded by the sequence shown in Figure F.6. This sequence first codes the sign 
of V. It then (after converting V to a magnitude and decrementing it by 1 to give Sz) codes the 
magnitude category of Sz (code_1og2 Sz), and then codes the low order magnitude bits 
(code Sz bits) to identify the exact magnitude value. 

Encode_V(S)

Encode_sign_of_V 

Sz=IVI-1 

Encode_log2_Sz 

Eneode_Sz_bits 

( Done

Figure F.6 - Sequence of procedures in encoding nonzero values of V 

There are two significant differences between this sequence and the similar set of operations 
described in F.1.2 for Huffman coding. First, the sign is encoded before the magnitude cate-
gory is identified, and second, the magnitude is decremented by 1 before the magnitude cate-
gory is identified. 
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F.1.4.3.1.1 Encoding the sign 

The sign is encoded by coding a 0-decision when the sign is positive and a 1-decision when the 
sign is negative. 

Figure F.7 - Encoding the sign of V 

The context-indices SS, SN and SP are defined for DC coding in Table F.4 and for AC coding 
in Table F.S. After the sign is coded, the context-index S is set to either SN or SP, establishing 
an initial value for Encode_log2_Sz. 
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F.1.4.3.1.2 Encoding the magnitude category 

The magnitude category is determined by a sequence of binary decisions which compares Sz 
against an exponentially increasing bound (which is a power of 2) in order to determine the po-
sition of the leading 1-bit. This establishes the magnitude category in much the same way that 
the Huffman encoder transmits a code for the value associated with the difference category. 
The flow chart for this procedure is shown in Figure F.B. 

( Encode log2_Sz) 

M=1 

Yes 

0 

Code_1(S) 

M=2 
S=X1 

Code_1(S) 

M-4 
S=X2 

No 

Yes 

Code_1(S) 

M=SLL M 1 
S=S+1 

Code_0(S) 

M=SRL M 1 

Done 

Figure F.8 - Decision sequence to establish the magnitude category 
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The starling value of the context-index S is determined in Encode_sign_of_V, and the contest-
index values X1 and X2 are defined for DC coding in Table F.4 and for AC coding in Table 
F.5. In this figure M is the exclusive upper bound for tht magnitude and the abbreviations 
"SLL" and "SRL" refer to the shift-left-logical and shift-right-logical operations - in this case 
by one bit position. The SRL operation at the completion of the procedure aligns M with the 
most significant bit of Sz. 

Table F.3 

exclusive upper 
bound (M) 

1 
2 
4 
8 

16 

Categories for each maximum bound 

Sr range number of low order 
magnitude bits 

0 0 
1 0 

2,3 1 
2 

8  15 3 
32 16, ,31 4 
64 32 63 5 

128 64,...,127 6 
256 128, ,255 7 
512 256, ,511 a 

1024 512 1023 9 
2048 1024 ,,,,, 2047 10 
4096 2048, ,4095 11 
8192 4096, ,8191 12 

16384 8192,.„16383 13 
32768 16384, ,32767 14 

The highest precision allowed for the DCT is 15 bits. Therefore, the highest precision required 
for the coding decision tree is 16 bits for the DC coefficient difference and 15 bits for the AC 
coefficients, including the sign bit. 

F.1.4.3.1.3 Encoding the exact value of the magnitude 

After the magnitude category is encoded, the low order magnitude bits arc encoded. These bits 
are encoded in order of decreasing bit significance, The procedure is shoWn in Figure F.9. The 
abbreviation "SRI," indicates the shift-right-logical operation, and M is the exclusive bound es-
tablished in Figure F.8i note that M has only one bit set; shifting M right converts it into a bit 
mask for the logical "AND" operation. 
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Figure F.9 - Decision sequence to code the magnitude bit pattern 

The starting value of the context-index S is determined in Encode_log2_Sz. The increment of S 
by 14 at the beginning of this procedure sets the context-index to the value required in Tables 
FA and P.5. 

F.1.4.4 Statistical models 

An adaptive binary arithmetic coder requires a statistical model. The statistics model defines 
the contexts which are used to select the conditional probability estimates used in the encoding 
and decoding procedures. 

Each decision in the binary decision trees is associated with one or more contexts. These con-
texts identify the sense of the MPS and the index in Table D.2 of the conditional probability 
estimate Qe which is used to encode and decode the binary decision. 

The arithmetic, coder is adaptive, which means that the probability estimates for each context 
are developed and maintained by the arithmetic coding system on the basis of prior coding deci-
sions for that context. 
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F.1.4.4.1 Statistical model Tor coding DC prediction differences 

The statistical model for coding the DC difference conditions some of the probability estimates 
for the binary decisions on previous DC coding decisions. 

F.1.4.4.1.1 Statistical conditioning on sign 

In coding the DC coefficients, four separate statistics bins (probability estimates) arc used in 
coding the zero/not-zero (V=0) decision, the sign decision and the first magnitude category de-
cision. Two of these bins are used to code the V-, 0 decision and the sign decision. The other 
two bins are used in coding the first magnitude decision, Sz<1; one of these bins is used when 
the sign is positive, and the other is used when the sign is negative. Thus, the first magnitude 
decision probability estimate is conditioned on the sign of V. 

F.1.4.4.1.2 Statistical conditioning on DC difference in previous block 

The probability estimates for these first three decisions are also conditioned on Da, the differ-
ence value coded for the previous DCT block of the same component. The differences are clas-
sified into five groups: zero, small positive, small negative, large positive and large negative. 
The relationship between the default classification and the quantization scale is shown in Figure 
F.10. 

. -5 -4 -3 -2 -1 0 +1 +2 +3 +4 +5 . . DC difference 

- large - small 0 + small + large classification 

Figure F.10 - Conditioning classification of difference values 

The bounds for the "small" difference category determine the classification. Defining L and U 
as integers in the range 0 to 15 inclusive, the lower bound (exclusive) for difference magnitudes 
classified as "small" is zero for L=0, and is 21-1 for L>0. 

The upper bound (inclusive) for difference magnitudes classified as "small" is 2u. 

L shall be less than or equal to U. 

These bounds for the conditioning category provide a segmentation which is identical to that 
listed in table F.3. 
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F.1.4.4.1.3 Assignment of statistical bins to the DC binary decision tree 

As shown in Table F.4, each statistics area for DC coding consists of a contiguous set of 49 
statistics bins. The first 20 bins consist of five sets of four bins selected by a context-index SO. 
The value of SO is given by DC Context(Da), which provides a value of 0, 4, 8, 12 or 16, de-
pending on the difference classification of Da (see F.1.4.4.1.2). The remaining 29 bins, 
X1,...,X15,M2 M15, are used to code magnitude category decisions and magnitude bits. 

Table F.4. Statistical model for DC coefficient coding 

Context-index Value Coding decision 

SO DC_Context(Da) V=0 
SS SO+1 sign of V 
SP SO+2 Sz<1 if V>0 
SN S0+3 Sz<1 it V<0 
X1 20 Sz<2 
X2 X1+1 Sz<4 
X3 X1+2 Sz<8 

X15 X1+14 Sz<215

M2 X2+14 magnitude bits if Sz<4 
M3 X3+14 magnitude bits if Sz<8 

M15 X15+14 magnitude bits if Sz<215

F.1.4.4.1.4 Default conditioning for DC statistical model 

The bounds, L and U, for determining the conditioning category have the default values L=0 
and U=1. Other bounds may be set using the DAC (Define Arithmetic coding Conditioning) 
marker segment, as described in Annex B. 

F.1A.4.1.5 Initial conditions for DC statistical model 

At the start of a scan and at the beginning of each restart interval, the difference fur the previous 
DC value is defined to be zero in determining the conditioning state. 

F.1.4.4.2 Statistical model for coding the AC coefficients 

As shown in Table F.5, each statistics area for AC coding consists of a contiguous set of 245 
statistics bins. Three bins are used for each value of the zig-zag index K, and two sets of 28 
additional bins X2,,..,X15,M2,...,M15 are used for coding the magnitude category and magni-
tude bits. 

The value of SE (and also SO, SP and SN) is determined by the zig-zag index K. Since K is in 
the range 1 to 63, the lowest value for SE is 0 and the largest value for SP is 188. SS is not 
assigned a value in AC coefficient coding, as the signs of the coefficients are coded with a fixed 
probability value of 0.5 (Qe=X'5A1D', mps=0). 
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Table F.5 Statistical model for AC coefficient coding 

Context-index Value Coding decision 
SE 3x(K-1) K=EOB 
SO SE+1 V=0 
SS fixed estimate sign of V 
SN,SP SO+1 Sz<1 
X1 SO+1 Sz<2 
X2 AC_Context(K) Sz<4 
X3 X2+1 Sz<8 

X15 X2+13 Sz<215
M2 X2+14 magnitude bits if Sz<4 
M3 X3+14 magnitude bits if Sz<8 

M15 k 15+14 Magnitude bits if Sz<2 I5

The value of X2 is given by AC_Context(K). This gives X2=189 when K<=Kx and X2=217 
when K>Kx, where Kx is defined using the DAC marker segment (see B.2.4.3) 

Note that .a•X I statistics bin is not used in this sequence. Instead, the 61x1 array of statistics 
bins for the magnitude category is used for two decisions. Once the magnitude bound has been 
determined - at statistics bin Xn, for example - a single statistics bin, Bn, is used to code the 
magnitude bit sequence for that bound. 

F.1.4.4.2.1 Default conditioning for AC coefficient coding 

The default value of Kx is 5. This may be modified using the DAC marker segment, as de-
scribed in Annex B. 

F.1.4.4.2.2 Initial conditions for AC statistical model 

At the start of a scan and at each restart, all statistics bins are re-initialized to the standard de-
fault value described in Annex D. 

F.1.5 Sequential DCT encoding process with Huffman coding and 12-bit precision 

This process is identical to the sequential DCT process for 1-bit precision extended to four 
Huffman tables as documented in F.1.3, with the following changes. 

F.1.5.1 Structure of DC code table for 12-bit input precision 

Thd two's complement difference magnitudes are grouped into 16 categories, SSSS, and a 
Huffman code is created for each of the 16 difference magnitude categories. 

The Huffman table for DC coding is extended as shown in Table F.6 
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Table F.6 Difference magnitude categories for DC coding 

SSSS Difference values 

12 -4095..-2048,2048..4095 
13 -8191..-4096,4096..8191 
14 -16383..-8192,8192..16383 
15 -32767..-16384,16384..32767 

F.1.5.2 Structure of AC code table for 12-bit input precision 

The general structure of the code table is extended as illustrated in Figure F.11. 

RRRR 

SSSS 

0 1 2 13 14 

0 

15 

EOB 

X 
X 

X 

ZRL 

COMPOSITE 
VALUES 

Figure F.11 - Two-dimensional value array for Huffman coding 

The Huffman table for AC coding is extended as shown in Table F,7. 

Table F.7 Values assigned to coefficient amplitude ranges. 

SSSS AC coefficients 

11 -2047..-1024,1024..2047 
12 -4095..-2048,2048..4095 
13 -8191..-4096,4096..8191 
14 -16383..-8192,8192..16383 

F.1.6 Sequential DCT encoding process with arithmetic coding and 12-bit precision 

The process is identical to the sequential DCT process for 8-bit precision except for changes in 
the precision of the FDCT computation. 

The structure of the encoding procedure in F.1.4 is already defined for a 12-bit input precision. 
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F.2 Sequential DCT-based decoding processes 

F.2.1 Sequential DCT-based control procedures and coding models 

461 

F.2.1.1 Control procedures for sequential DCT-based decoders 

The control procedures for decoding an image and its constituent parts - the frame, scan, restart 
interval and MCU - are given in Figures E.6 to FAO. The procedure for decoding a MCU (Fig-
ure E.10) repetitively calls the procedure for decoding a data unit. For DCT-based decoders the 
data unit is an 8x8 block of samples. 

F.2.1.2 Procedure for decoding an 8x8 block data unit 

In the sequential DCT-based decoding process decoding an 8x8 block data unit consists of the 
following procedures: 

(1) Decode DC coefficient for 8x8 block using the DC table assigned in the scan header. 
(2) Decode AC coefficients for 8x8 block using the AC table assigned in the scan header. 
(3) Dequantize using table assigned in the frame header and calculate the inverse 8x8 DCT. 

F.2.I.3 Decoding models for the sequential DCT procedures 

Two decoding procedures are used, one for the DC coefficient ZZ(0) and the other for the AC 
coefficients ZZ(1) ZZ(63) The coefficients are decoded in the order in which they occur in 
ZZ, starting with the DC coefficient. The coefficients are represented as two's complement in-
tegers. 

F.2.1.3.1 Decoding model for DC coefficients 

The decoded difference, DIFF, is added to PRED, the DC value from the most recently decoded 
8x8 block from the same component. Thus ZZ(0) = PRED + DIFF. 

At the beginning of the scan and at the beginning of each restart interval, the prediction for the 
DC coefficient is initialized to 0, 

F.2.1.3.2 Decoding model for AC coefficients 

The AC coefficients are decoded in the order in which they occur in ZZ. When the EOB is 
decoded, all remaining coefficients in ZZ are set to zero. 

F.2.1.4 Dequantization of the quantized DCT coefficients 

The dequantization of the quantized DCT coefficients as described in Annex A, is accom-
plished by multiplying each quantized coefficient value by the quantization table value for that 
coefficient. The decoder shall be able to use up to four quantization tables. 
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F.2.1.5 Inverse DCT (IDCT) 

The mathematical definition of the IDCT is given in A.3.3. 

After computation of the IDCT, the signed output samples are level-shifted, as described in An-
nex A, converting the output to an unsigned representation. If necessary, the output samples 
should be clamped to stay within the range appropriate for the precision. 

F.2.2 Baseline Huffman Decoding procedures 

The baseline decoding procedure is for 8-bit sample precision. The decoder shall be capable of 
using up to two DC and two AC Huffman tables within one scan. 

F.2.2.1 Huffman decoding of DC coefficients 

The decoding procedure for the DC difference, DIFF, is; 

T=DECODE 
DIFF=RECEIVE(T) 
DIFF=EXTEND(DIFF,T) 

where DECODE is a procedure which returns the 8 bit value associated with the next Huffman 
code in the compressed image data (see F.2.2.3) and RECEIVE(T) is a procedure which places 
the next T bits of the serial bit string into the low order bits of DIFF, msb first. If T is zero, 
DIFF is set to zero. EXTEND is a procedure which converts the partially decoded DIFF value 
of precision T to the full precision difference. EXTEND is shown in Figure 0.12. 

Figure F.12 - Extending the sign bit of a decoded value in V 
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F.2.2.2 Decoding procedure for AC coefficients 

The decoding procedure for AC coefficients is shown in Figures F.13 and F.14. 

( Decode AC_coefficients 

K=1 
7.Z(1,.. 63)=0 

K=K+1 K = K + 16 

RS=DECODE

SSSS=RS modulo 16 
R=SRL RS 4 

Yes 

K=K+R 

Decode 72(K) 

N 

Yes 

( Done

Figure F.13 - Huffman decoding procedure for AC coefficients 

The decoding of the amplitude and sign of the nonzero coefficient is done in the procedure 'De-

code_ZZ(K)", shown in Figure F.I4. 

Yes
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(Decode_ZZ(K)) 

ZZ(K)=RECEIVE(SSSS) 
22,(K)=EXTEND(ZZ(K),SSSS) 

Done 

Figure F.14 - Decoding a nonzero AC coefficient 

DECODE is a procedure which returns the value, RS, associated with the next Huffman code in 
the code stream (see F.2.2.3). The values SSSS and R are derived from RS. The value of SSSS 
is the four low order bits of the composite value and R contains the value of RRRR (the four 
high order bits of the composite value). The interpretation of these values is described in 
F.1.2.2. EXTEND is shown in Figure F.12. 

F.2.2.3 The DECODE procedure 

The DECODE procedure decodes an 8-bit value which, for the DC coefficient, determines the 
difference magnitude category. For the AC coefficient this 8-bit value determines the zero run 
length and nonzero coefficient category. 

Three tables, HUFFVAL, HUFFCODE, and HUFFSIZE, have been defined in Annex C. This 
particular implementation of DECODE makes use of the ordering of the Huffman codes in 
HUFFCODE according to both value and code size. Many other implementations of DECODE 
are possible. 

NOTE: The values in HUFFVAL are assigned to each code in HUFFCODE and 
HUFFSIZE in sequence. There are no ordering requirements for the values in HUFFVAL 
which have assigned codes of the same length. 

The implementation of DECODE described in this subclause uses three tables, MINCODE, 
MAXCODE and VALPTR, to decode a pointer to the HUFFVAL table. MINCODE, MAX-
CODE and VALPTR each have 16 entries, one for each possible code size. MINCODE(I) con-
tains the smallest code value for a given length I, MAXCODE(I) contains the largest code value 
for a given length I, and VALPTR(I) contains the index to the start of the list of values in 
HUFFVAL which are decoded by code words of length I. The values in MINCODE and 
MAXCODE are signed 16 bit integers; therefore, a value of -1 sets all of the bits. 

The procedure for generating these tables is shown in Figure F.15. 
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Decoder_tables

1=0 
J4) 

MAXCODE(I)=-1 
A 

1=1+1 

VALPTR(1)=J 
MINCODE(1)=HUFFCODE(J) 
J=I+B 1TS(I)-1 
MAXCODE(1)=HUFFCODE(J) 
J=J+1 

Figure F.15 - Decoder table generation 

The procedure for DECODE is shown in Figure F.16. Note that the 8-bit "VALUE" is returned 
to the procedure which invokes DECODE. 
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DECODE ) 

1=1 
CODE--NEXTBIT 

1=1+1 
CODE=(SLL CODE 1) + NEXTBIT 

Y 
CODE>MAXCODE(1 

No 

J=VALPTR (I) 
.T=J+CODE-MINCODE (I) 
VALUE=ITUFFVAL (J) 

( Return VALUE ) 

Figure F.16 - Procedure for DECODE 

F.2.2.4 The RECEIVE procedure 

RECEIVE(SSSS) is a procedure which places the next SSSS bits of the entropy-coded segment 
into the low order bits of DIFF, MSB first. It calls NEXTBIT and it returns the value of DIFF 
to the calling procedure. 
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Figure F.17 - Procedure for RECEIVE(SSSS) 

F.2.2.5 The NEXTBIT procedure 

NEXTBIT reads the next hit of compressed data and passes it to higher level routines. It also 
intercepts and removes stuff bytes and detects markers. NEXTBIT reads the bits of a byte start-
ing with the MSB. 

Before starring the decoding of a scan, and after processing a EST marker, CNT is cleared. The 
compressed data are read one byte at a time, using the procedure NEXTBYTE. Each time a 
byte, B, is read, CNT is set to 8. 
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NEXTBIT 

BIT=SRL B 7 
CNT=ENT- 1 
B=SLL B I 

(  Return BIT) 
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B = NEXTBYTE 
CNT=8 

B2= NEXTBYTE 

Error

process DNL 
marker 

(Terminate scan) 

Figure F.18 - Procedure for fetching the next bit of compressed data 

The only valid marker which may occur within the Huffman coded data is the RSTm marker. 
Other than the EOI or markers which may.occur at or before the start of a scan, the only marker 
which can occur at the end of the scan is the DNL (define-number-of-lines). 

Normally, the decoder will terminate the decoding at the end of the final restart interval before 
the terminating marker is intercepted, if the DNL marker is encountered, the current line count 
is set to the value specified by that marker. Since the DNL marker can only be used at the end 
of the first scan, the scan decode procedure must be terminated when it is encountered. 

F.23 Sequential DCT decoding process with 8-bit precision extended to four sets of 
Huffman tables 

This process is identical to the Baseline decoding process described in F.2.2, with the exception 
that the decoder shall be capable of using up to four DC and four AC Huffman tables within 
one scan. Four DC and four AC Huffman tables is the maximum allowed by this Specification. 
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F.2.4 Sequential DCT decoding process with arithmetic coding 

This subclause describes the sequential DCT decoding process with arithmetic decoding. 

The arithmetic decoding procedures for decoding binary decisions, initializing the statistics 
model, initializing the decoder, and resynchronizing the decoder arc listed in Table D.3 of An-
nex D. 

Some of the procedures in Table D.3 are used in the higher level control structure for scans and 
restart intervals described in F.2. At the beginning of scans and restart intervals, the probability 
estimates used in the arithmetic decoder are reset to the standard initial value as part of the 
Initdec procedure which restarts the arithmetic coder. 

The statistical models defined in F.1.4.4 also apply to this decoding process. 

The decoder shall be capable of using up to four DC and four AC conditioning tables and asso-
ciated statistics areas within one scan. 

F.2.4.I Arithmetic decoding of DC coefficients 

The basic structure of the decision sequence for decoding a DC difference value, DIFF, is 
shown in Figure F.19 The equivalent structure for the encoder is found in Figure F.4. 

(Decode_DC_DIFF) 

Figure F.19 - Arithmetic decoding of DC difference 

The context-indices used in the DC decoding procedures are defined in Table F.4 (see 
F.I.4.4.1.3). 

The "Decode" procedure returns the value "D" of the binary decision. If the value is not zero, 
the sign and magnitude of the nonzero DIFF must be decoded by the procedure "De-
code_V(S0)", 
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F.2.4.2 Arithmetic Decoding of AC coefficients 

The AC coefficients are decoded in the order that they occur in ZZ(1,...,63). The encoder pro-
cedure for the coding process is found in Figure F.5. Figure F.20 illustrates the decoding se-
quence. 

( Decode AC_ coefficients

K=Kmin 

K=K+1 

D=Decode(SE) 

Yes 

K=-K+1 

D=Decode(S0) 

Yes 

Decode_V(S0) 

ZZ(K)=V 

(  Done 

Figure F.20 - Procedure for decoding the AC coefficients 

The context-indices used in the AC decoding procedures are defined in Table F.5 (see 
F.1.4.4.2). 

In this Figure K is the index to the zig-zag sequence position. For the sequential scan, Ktnin=1 
and Se=63. The decision at the top of the loop is the EOB decision. If the EOB occurs (D=1), 
the remaining coefficients in the block are set to zero. The inner loop just below the EOB de-
coding decodes runs of zero coefficients. Whenever the coefficient is nonzero, "Decode_V" de-
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codes the sign and magnitude of the coefficient. After each nonzero coefficient is decoded, the 
EOB decision is again decoded unless K=Se. 

F.2.4.3 Decoding the binary decision sequence for nonzero DC differences and AC coeffi-
cients 

Both the DC difference and the AC coefficients are represented as signed twos complement 16 
bit integer values. The decoding decision tree for these signed integer values is the same for 
both the DC and AC coding models. Note, however, that the statistical models are not the 
same. 

F.2.4.3.1 Arithmetic decoding of nonzero values 

Denoting either DC differences or AC coefficients as V. the nonzero signed integer value of V 
is decoded by the sequence shown in Figure F.21. This sequence first decodes the sign of V. It 
then decodes the magnitude category of V (Decode_1og2_Sz), and then decodes the Low order 
magnitude bits (Decode_Sz_bits). Note that the value decoded for Sz must be incremented by 1 
to get the actual coefficient magnitude. 

Decode_V(S)

Decode_sign_of_V 

Decode_1og2_Sz 

Decode_Sz_bits 

V = Sz + I 

Yes V=-V 

Done

Figure F.21 - Sequence of procedures in decoding nonzero values of V 
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F.2.4.3.1.1 Decoding the sign 

The sign is decoded by the following procedure: 

(Decode_sign_of_V) 

SIGN=Decode(SS) 

411 
Yes 0 

Figure F.22 - Decoding the sign of V 

The context-indices are defined for DC decoding in Table F.4 and AC decoding in Table F.5. 

If SIGN=O, the sign of the coefficient is positive; if SIGN=1, the sign of the coefficient is nega-
tive. 
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F./4.3.1.2 Decoding the magnitude category 

(Decode_log2_Sz 

M=1 

D=Decode(S) 

Yes 

M=2 
S=X1 

D=Decode(S) 

Yes 

M=4 
S=X2 

D=Decode(S) 

Yes 

M=SLL M 1 
S=S+1 

M=SRL M 1 
Sz=M 

( Done

Figure F.23 - Decoding procedure to establish the magnitude category 
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The context-index S is set in Decode_sign_of V and the context-index values X1 and X2 are 
defined for DC coding in Table F.4 and for AC coding in Table F.5. 

In this figure, M set to the upper bound for the magnitude and shifted left until the decoded 
decision is zero. It is then shifted right by 1 to become the leading bit of the magnitude of Sz. 

F.2.4.3.1.3 Decoding the exact value of the magnitude 

After the magnitude category is decoded, the low order magnitude bits are decoded. These bits 
are decoded in order of decreasing bit significance. The procedure is shown in Figure F.24. 

(Decode Sz_bits 

S=S4-14 

M=SRL M 1 

Yes 

D=Decode(S) 

Sz=NI OR Sz 

Done 

Figure F.24 - Decision sequence to decode the magnitude bit pattern 

The context-index S is set in Decode_log2 Sz. 
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F.2.4.4 Decoder restart 

The RSTm markers which are added to the compressed data between each restart interval have 
a two byte value which cannot be generated by the coding procedures. These two byte se-
quences can be located without decoding, and can therefore be used to resynchronize the de-
coder. RSTm markers can therefore be used for error recovery. 

Before error recovery procedures can be invoked, the error condition must first be detected. Er-
rors during decoding can show up in two places. 

1)The decoder fails to find the expected marker at the point where it is expecting resynchroni-
zation. 

2)Physically impossible data are decoded. For example, decoding a magnitude beyond the 
range of values allowed by the model is quite likely when the compressed data are corrupted 
by errors. For arithmetic decoders this error condition is extremely important to detect, as 
otherwise the decoder may reach a condition where it uses the compressed data very slowly. 

Note that some errors will not cause the decoder to lose synchronization. In addition, re-
covery is not possible for all errors; for example, errors in the headers are likely to be cata-
strophic. The two error conditions listed above, however, almost always cause the decoder 
to lose synchronization in a way which permits recovery. 

In regaining synchronization, the decoder can make use of the modulo 8 coding restart interval 
number in the low order bits of the RSTm marker. By comparing the expected restart interval 
number to the value in the next RSTm marker in the compressed image data, the decoder can 
usually recover synchronization. It then fills in missing lines in the output data by replication 
or some other suitable procedure, and continues decoding. Of course, the reconstructed image 
will usually be highly corrupted for at least a part of the restart interval where the error oc-
curred, 

F.2.5 Sequential DCT decoding process with Huffman coding and 12-bit precision 

This process is identical to the sequential DCT process defined for 8-hit sample precision and 
extended to four Huffman tables, as documented in F./3, but with the following changes. 

F.2.5.1 Structure of DC Huffman decode table 

The general structure of the DC Huffman decode table is extended as described in F.1.5.1 

F.2.5.2 Structure of AC Huffman decode table 

The general structure of the AC Huffman decode table is extended as described in F.1.5.2 

F.2.6 Sequential DCT decoding process with arithmetic coding and 12-bit precision 

The process is identical to the sequential DCT process for 8-bit precision except for changes in 
the precision of the [DCT computation. 

The structure of the decoding procedure in F.2.4 is already defined for a 12-bit input precision. 
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Annex G (normative) 

Progressive DCT-based mode of operation 

This Annex provides a functional specification of the following coding processes for the pro-
gressive DCT-based mode of operation: 

1) spectral-selection only, Huffman coding, 8-bit sample precision; 

2) spectral-selection only, arithmetic coding, 8-bit sample precision; 

3) full progression, Huffman coding, 8-bit sample precision; 

4) full progression, arithmetic coding, 8-bit sample precision; 

5) spectral-selection only, Huffman coding, 12-bit sample precision; 

6) spectral-selection only, arithmetic coding, 12-bit sample precision; 

7) full progression, Huffman coding, 12-bit sample precision; 

8) full progression, arithmetic coding, 12-bit sample precision. 

For each of .these, the encoding process is specified in G.1, and the decoding process is speci-
fied in G.2. The functional specification is presented by means of specific flow charts for the 
various procedures which comprise these coding processes. 

NOTE - There is no requirement in this Specification that any encoder or decoder which 
embodies one of the above-named processes shall implement the procedures in precisely the 
manner specified by the flow charts in this Annex. It is necessary only that an encoder or 
decoder implement the function specified in this Annex. The sole criterion for an encoder 
or decoder to be considered in compliance with this Specification is that it satisfy the 
requirements given in clause 6 (for encoders) or clause 7 (for decoders), as determined by 
the compliance tests specified in Part 2. 

The number of Huffman or arithmetic conditioning tables which may be used within the same 
scan is four. 

Two complementary progressive procedures are defined, spectral selection and successive ap-
proximation. 

In spectral selection the DCT coefficients of each block are segmented into frequency bands. 
The bands are coded in separate scans. 

In .successive approximation the DCT coefficients are divided by a power of two before coding. 
In the decoder the coefficients arc multiplied by that same power of two before computing the 
IDCT. In the succeeding scans the precision of the coefficients is increased by one bit in each 
scan until full precision is reached. 

An encoder or decoder implementing a full progression uses spectral selection within succes-
sive approximation. An allowed subset is spectral selection alone. 

Figure G.1 illustrates the spectral selection and successive approximation progressive proc-
esses. 
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Figure G.1 - Spectra] selection and successive approximation progressive processes 
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G.1 Progressive DCT-based encoding processes 

G.1.1 Control procedures and coding models for progressive DCT-based procedures 

G.1.1.1 Control procedures for progressive DCT-based encoders 

The control procedures for encoding an image and its constituent parts - the frame, scan, restart 
interval and MCU - are given in Figures E.1 to E.S. 

The control structure for encoding a frame is the same as for the sequential procedures. How-
ever, it is convenient to calculate the FDCT for the entire set of components in a frame before 
starting the scans. A buffer which is large enough to store all of the DCT coefficients may be 
used for this progressive mode of operation. 

The number of scans is determined by the progression defined; the number of scans may be 
much larger than the number of components in the frame. 

The procedure for encoding a MCU (Figure E.5) repetitively invokes the procedure for coding a 
data unit. For DCT-based encoders the data unit is an 8x8 block of samples. 

Only a portion of each 8x8 block is coded in each scan, the portion being determined by the 
scan header parameters Ss, Se, Ah, and Al (see B.2.3). The procedures used to code portions of 
each 8x8 block are described in this annex. Note, however, that where these procedures are 
identical to those used in the sequential DCT-based mode of operation, the sequential proce-
dures are simply referenced. 

G.1.1.1.1 Spectral selection control 

In spectral selection the zig-zag sequence of DCT coefficients is segmented into bands. A band 
is defined in the scan header by specifying the starting and ending indices in the zig-zag se-
quence. One band is coded in a given scan of the progression. DC coefficients are always coded 
separately from AC coefficients, and only scans which code DC coefficients may have inter-
leaved blocks from more than one component. All other scans shall have only one component. 
With the exception of the first DC scans for the components. the sequence of bands defined in 
the scans need not follow the zig-zag ordering. For each component, a first DC scan shall pre-
cede any AC scans. 

G.1.1.1.2 Successive approximation control 

If successive approximation is used, the DCT coefficients are reduced in precision by the point 
transform (see A.4) defined in the scan header (see B.2.3). The successive approximation bit 
position parameter Al specifies the actual point transform, and the high four bits (Ah) - if there 
arc preceding scans for the band - contain the value of the point transform used in those preced-
ing scans. If there arc no preceding scans for the band, Ah is zero. 

Each scan which follows the first scan for a given band progressively improves the precision of 
the coefficients by one bit, until full precision is reached. 
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G.1.1.2 Coding models for progressive DCT-based encoders 

If successive approximation is used, the pcf coefficients are reduced in precision by the point 
transform (see A.4) defined in the scan header (see B.2.3). These models also apply to the pro-
gressive DCT-based encoders, but with the following changes: 

G.1.1.2.1 Progressive encoding model for DC coefficients 

If Al is not zero, the point transform for DC coefficients shall be used to reduce the precision of 
the DC coefficients. If Ah is zero, the coefficient values (as modified by the point transform) 
shall be coded, using the procedure described in Annex F. If Ali is not zero, the least signifi-
cant bit of the point transformed DC coefficients shall be coded, using the procedures described 
in this Annex. 

G.1.1.2.2 Progressive encoding model for AC coefficients 

If Al is not zero, the point rransform for AC coefficients shall be used to reduce the precision of 
the AC coefficients. It Ah is zero, the coefficient values (as modified by the point transform) 
shall be coded using modifications of the procedures described in Annex F. These modifica-
tions are described in this Annex. If Ah is not zero, the precision of the coefficients shall be 
improved using the procedures described in this Annex. 

6.1.2 Progressive encoding procedures with Huffman 

G.1.2.1 Progressive encoding of DC coefficients with Huffman coding 

The first scan for a given component shall encode the DC coefficient values using the proce-
dures described in F.1.2.1. If the successive approximation bit position parameter Al is not zero, 
the coefficient values shall be reduced in precision by the point transform described in Annex A 
before coding. 

In subsequent scans using successive approximation the least significant bits are appended to 
the compressed bit stream without compression or modification (see 6.1.2.3), except for byte 
stuffing. 

G.1.2.2 Progressive encoding of AC coefficients with Huffman coding 

In spectral selection and in the first scan of successive approximation for a component, the AC 
coefficient coding model is similar to that used by the sequential procedures. However, the 
Huffman code tables are extended to include coding of runs of End-Of-Bands (EOBs). 

The end-of-band run structure allows efficient coding of blocks which have only zero coeffi-
cients. An EOB run of length 5 means that the current block and the next four blocks have an 
end-of-band with no intervening nonzero coefficients. The EOB run length is limited only by 
the restart interval. 
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The extension of the code table is illustrated in Figure G.2. 

SSSS 

RRRR 

0 1 13 14 
0 

14 
15 

EOBO 
E0B1 

EOB 14 
ZRL 

COMPOSITE 
VALUES 

Figure G.2 - Two-dimensional value array for Huffman coding 
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The EOBn code sequence is defined as follows: Each EOBn code is followed by an extension 
field similar to the extension field for the coefficient amplitudes (but with positive numbers 
only). The number of bits appended to the EOBn code is the minimum number required to 
specify the run length. 

Table 0.1 EOBn code run length extensions 

EOBn code run length 

EOBO 1 
E0B1 2,3 
EOB2 4..7 
EOB3 8..15 
EOB4 16..31 
EOB5 3/.63 
EOB6 64..127 
EOB7 128..255 
E0B8 256..511 
EOB9 512..1023 
EOB 10 1024..2047 
E0B11 2048..4095 
E0B12 4096..8191 
EOBl3 819/.16383 
E0B14 16384_32767 

If an EOB run is greater than 32767, it is coded as a sequence of EOB runs of length 32767 
followed by a final EOB run sufficient to complete the run. 

At the beginning of each restart interval the EOB run count, EOBRUN, is set to zero. At the 
end of each restart interval any remaining EOB run is coded. 

The Huffman encoding procedure for AC coefficients in spectral selection and in the first scan 
of successive approximation is illustrated in Figures 0.3 and 0.4. 
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Encode_AC_Coefficients_SS) 

K=-Ss-1 
R=0 

K=K+1 

Encodc_EOBRUN 

Encode_ZRL 

Encode_R_ZZ(K) 

Yes 

R=R+1 

EOBRUN=EOBRU N+ 1 

0 

Encode EOBRUN 

( Done 

Figure G.3 - Procedure for progressive encoding of AC coefficients 
with Huffman coding 
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In the preceding figure, Ss is the Man of spectral selection, Se is the end of spectral selection, K 
is the index into the list of coefficients stored in the zig-zag sequence Zl,. R is the run length of 
zero coefficients, and EOBRUN is the run length of EOBs. EOBRUN is set to zero at the start 
of each tester interval. 

If the scan header parameter Al (successive approximation bit position low) is not zero, the 
DCT coefficient values ZZ(K) in Figure G.3 and figures which follow in this annex shall be 
replaced by the point transformed values ZZ'(K), where ZZ'(K) is defined by: 

ZZ i(K)= zz4" 
141

(Encode_EOBRUN)

SSSS=EOBSIZE(EOBRUN) 
I=SSSSx16 
Append EHUFSI(1) 

bits of EHUFC0(I) 
Append SSSS low order 

bits of EOBRUN 
EOBRUN=O 

(  Done

Figure G.4 - Progressive encoding of a nonzero AC coefficient 

Erieoc( U.. 

Append EI-RWSI(X'FO') 
bits of EIILIFC0(X'FO') 

R=R-16 

C Done

Figure G.5 - Encoding of the run of zero coefficients 
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(Encode R_ZZ(K)) 

SSSS=CSIZE(ZZ(K)) 
I=(16xR)+SSSS 
Append EHUFSI(I) 

bits of EHUFC0(1) 

0 

Yes 

ZZ(K)=ZZ(K)-1 

Append SSSS low order 
bits of ZZ(K) 

R=0 

( Done ) 

Figure G.6 - Encoding of the zero run and nonzero coefficient 

EOBSIZE is a procedure which returns the size of the EOB extension field given the EOB run 
length as input. CSIZE is a procedure which maps an AC coefficient to the SSSS value defined 
in the subclauses on sequential encoding (F.1.1 and F.1.3). 

G.1.2.3 Coding model for subsequent scans of successive approximation 

The Huffman coding structure of the subsequent scans of successive approximation for a given 
component is similar to the coding structure of the first scan of that component. 

The structure of the AC code table is identical to the structure described in sub-clause G.1.2.2. 
Each nonzero point transformed coefficient that has a zero history (i.e. that has a value ± 1, and 
therefore has not been coded in a previous scan) is defined by a composite 8-bit run length-
magnitude value of the form: 

RRRRSSSS 
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The four most significant bits, RRRR, give the number of zero coefficients that are between the 
current coefficient and the previously coded coefficient (or the start of band). Coefficients with 
nonzero history (a nonzero value coded in a previous scan) are skipped over when counting the 
zero coefficients. The four least significant bits, SSSS, provide the magnitude category of the 
nonzero coefficient; for a given component the value of SSSS can only be one. 

The run length-magnitude composite value is Huffman coded and each Huffman code is fol-
lowed by additional bits: 

1) One bit codes the sign of the newly nonzero coefficient. A 0-bit codes a negative sign; a 
1-bit codes a positive sign. 

2) For each coefficient with a nonzero history, one bit is used to code the correction. A 0-bit 
means no correction and a 1-bit means that one shall be added to the (scaled) decoded mag-
nitude of the coefficient. 

Nonzero coefficients with zero history are coded with a composite code of the Conn: 

HUFFCO(RRRRSSSS) + additional bit (rule 1) + correction bit (rule 2) 

In addition whenever zero runs are coded with ZRL or EOBn codes, correction bits for those 
coefficients with nonzero history contained within the zero run are appended according to rule 2 
above. 
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(Encode_AC_Coefficients_SA) 

K=Ss-1 
R=0 
BR=0 

Yes 

Yes 

K=K+1 

Encode_EOBRUN 
Append_BE_bits 
Encode_R ZZ(K) 
Append_BR_bits 

Ye 

Yes 

Yes 

Encode_EOBRUN 
Append_BE_bits 
Encode ZRL 
Append_BR_bits 

V
Append LSB 

of ZZ(K) to 
buffered bits 

BR=BR+1 

R=R+1 

No 

EOBRUN=EOBRUN 1 
BE=BE+BR 

Encodc_EOB RUN 
Append_BE_bits 

IC Done ) 

Figure G.7 - Successive approximation coding of AC coefficients using Huffman coding 
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For the Huffman coding version of Encode_AC_C,oefficients_SA the EOB is defined to be the 
position of the last point transformed coefficient of magnitude 1 in the band. If there are no co-
efficients of magnitude 1, the EOB is defined to be zero. 

Note: the definition of EOB is different for Huffman and arithmetic coding procedures. 

(Append BE_bits 

Append BE buffered bits 
to bit stream 

BE=O 

( Done ) 

Figure G.8 - Transferring BE buffered bits from buffer to bit stream 

(Append_BR_bits-""

Append BR buffered bits 
to bit stream 

BRA 

( Done ) 

Figure G.9 - Transferring BR buffered bits from buffer to bit stream 

In Figures G.7 and G.8 BE is the count of buffered correction bits at the start of coding of the 
block. BE is initialized to zero at the start of each restart interval. At the end of each restart 
interval any remaining buffered bits are appended to the bit stream following the last EOBn 
Huffman code and associated appended bits. 
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In Figures G.7 and G.9 BR is the count of buffered correction bits which are appended to the bit 
stream according to rule 2. BR is set to zero at the beginning of each En-
code_AC_Coefficients_SA. At the end of each restart interval any remaining buffered bits are 
appended to the bit stream following the last Huffman code and associated appended bits. 

G.1.3 Progressive encoding procedures with arithmetic coding 

G.1.3.1 Progressive encoding of DC coefficients with arithmetic coding 

The first scan for a given component shall encode the DC coefficient values using the proce-
dures described in F.1.3.1. If the successive approximation bit position parameter is not zero, 
the coefficient values shall be reduced in precision by the point transform described in Annex A 
before coding. 

In subsequent scans using successive approximation the least significant bits shall be coded as 
binary decisions using a fixed probability estimate of 0.5 (Qe=X'5A1D', MPS=(I). 

G.1.3.2 Progressive encoding of AC coefficients with arithmetic coding 

Except for the point transform scaling of the DCT coefficients and the grouping the coefficients 
into bands, the first scan(s) of successive approximation is identical to the sequential encoding 
procedure described in F.1.4. If Kmin is equated to Ss, the index of the first AC coefficient in-
dex in the band, the flow chart shown in Figure F.4 applies. The EOB decision in that figure 
refers to the "end-of-band" rather than the ''end-of-block''. For the arithmetic coding version of 
Encode AC Coefficients SA (and all other AC coefficient coding procedures) the EOB is de-
fined to be the position following the last nonzero coefficient in the band. 

Note: the definition of EOB is different for Huffman and arithmetic coding procedures. 

The statistical model described in F.1.4 also holds. For this model the default value of Kx is 5. 
Other values of Kx may be specified using the DAC marker code (Annex B). The following 
calculation for Kx has proven to give good results for 8 bit precision samples: 

Kx = Kmin + SRL (8 + Se - Kmin) 4 

Tins expression reduces to the default of Kx-5 when the band is from index 1 to index 63. 

G.1.3.3 Coding model for subsequent scans of successive approximation 

The procedure "Encode AC_Coefficient_SA" shown in Figure G.10 increases the precision of 
the AC coefficient values in the band by one bit. 
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Encode_AC_Coefficients_SA 

Code_1(SE) 

(  Done ) 

Figure G.10 - Subsequent successive approximation scans for coding of 
AC coefficients using arithmetic coding 

As in the first scan of successive approximation for a component, an EOB decision is coded at 
the start of the band and after each nonzero coefficient. 

However, since the end-of-band index of the previous successive approximation scan for a 
given component, EOBx, is known from the data coded in the prior scan of that component, this 
decision is bypassed whenever the current index, K, is less than EOBx. As in the first scan(s), 
the EOB decision is also bypassed whenever the last coefficient in the band is not zero. The 
decision ZZ(K)) decodes runs of zero coefficients. If the decoder is at this step of the proce-
dure, at least one nonzero coefficient remains in the band of the block being coded. If ZZ(K) is 
not zero, the procedure in Figure GI 1 is followed to code the value. 
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T=LSB ZZ(K) 

Code_0(SC) I I 

Yes 

Yes 

Code_1(SC) 

CodeSA_ZZ(K) 

414W I 
Code-1(SO) 

I 

Ati r

I Code_1(SS) 
I I 

Code_0(SS)
 I 

Yes 

Figure G.11 - Coding nonzero coefficients for subsequent successive approximation scans 

The context-indices in Figures G.10 and 6.11 are defined in Table G.2 (see G.1.3.3.1). The 
signs of coefficients with magnitude of one are coded with a fixed probability value of 0,5 
(Qe=X'SA ID', mps=0). 

G.1.3.3.1 Statistical model for subsequent successive approximation scans 

As shown in Table 6.2, each statistics area for subsequent successive approximation scans of 
AC coefficients consists of a contiguous set of 189 statistics bins. The signs of coefficients with 
magnitude of one are coded with a fi xed probability value of 0.5 (Qe=V5A1D', mps=-0), 

Table G.2 Statistical model for subsequent scans of successive approximation coding of AC 
coefficients 

Context-index AC coding Coding decision 

SE 3x(K-1) K=EOB 
SO SE+1 V=0 
SS fixed estimate sign 
SC SO-F1 LSB ZZ(K)=1 

G.2 Progressive decoding of the DCT 

The description of the computation of the IDCT and the dequantization procedure contained in 
A.3.3 and A,3.4 apply to the progressive operation. 

Progressive decoding processes must be able to decompress compressed image data which re-
quires up to four sets of Huffman or arithmetic coder conditioning tables within a scan. 

In order to avoid repetition, detailed flow diagrams of progressive decoder operation arc not in-
cluded. Decoder operation is defined by reversing the function of each step described in the 
encoder flow charts, and performing the steps in reverse order. 

G-14 

J 

Page 189 Page 189



APPENDIX A. ISO DIS 10918-1. REQUIREMENTS AND GUIDELINES 491 

Annex H (normative) 

Lossless mode of operation 

This Annex provides a functional specification of the following coding processes for the 
lossless mode of operation: 

1) lossless processes with Huffman coding; 

2) lossless processes with arithmetic coding. 

For each of these, the encoding process is specified in Hi, and the decoding process is speci-
fied in 11.2. The functional specification is presented by means of specific procedures which 
comprise these coding processes. 

NOTE - There is no requirement in this Specification that any encoder or decoder which 
ernhvelies one of the above-named processes shall implement the procedures in precisely 
the manner specified in this Annex. It is necessary only that an encoder or decoder imple-
ment the function specified in this Annex. The sole criterion for an encoder or &nodal() 
be considered in compliance with this Specification is that it satisfy the requirements given 
in clause 6 (for encoders) or clause 7 (for decoders), as determined by the compliance tests 
specified in Part 2. 

The processes which provide for sequential lossless encoding and decoding are not based on the 
DCT. The processes used are spatial processes based on the coding model developed for the 
DC coefficients of the DCT. However, the model is extended by incorporating a set of select-
able one and two dimensional predictors, and for interleaved data the ordering of samples for 
the one-dimensional predictor can be different from that used in the DCT-based processes. 

Either Huffman coding or arithmetic coding entropy coding may be employed for these lossless 
encoding and decoding processes. The Huffman code table structure is extended to allow up to 
16-bit precision for the input data. The arithmetic coder statistical model is extended to a two-
dimensional form. 

H.1 Lossless encoder processes 

H.1.1 Lossless encoder control procedures 

E.1 contains the encoder control procedures. In applying these procedures to the lossless en-
coder, the data unit is one sample. 

Input data precision may be from 2 to 16 bits/sample. If the input data path has different preci-
sion from the input data, the data should always be aligned with the least significant bits of the 
input data path. Input data is represented as unsigned integers and is not level shifted prior to 
coding. 

When the encoder is reset in the restart interval control procedure (see E.1.4), the prediction is 
reset to a default value. If arithmetic coding is used, the statistics are also reset. 

For the lossless processes the restart interval shall be an integer multiple of the number of MCU 
in an MCU row, and for interleaved data the ordering of samples for the one-dimensional pre-
dictor can be different. 
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11.1.2 Coding model for lossless encoding 

The coding model developed for encoding the DC coefficients of the DCT is extended to allow 
a selection from a set of seven one-dimensional and two-dimensional predictors . The predictor 
is selected in the scan header (see annex B). Each component in the scan is modeled independ-
ently, using predictions derived from neighboring samples of that component. 

H.1.2.1 Prediction 

Figure H.1 shows the relationship between the positions (a, b, c) of the reconstructed neighbor-
ing samples used for prediction and the position of x, the sample being coded. 

c b 

a 

Figure RI - Relationship between sample and prediction samples 

Define Px to be the prediction and Ra, Rb, and Rc to be the reconstructed samples immediately 
to the left, immediately above, and diagonally to the left of the current sample. The allowed 
predictors, one of which is selected in the scan header, are listed in Table H.1 

Table H.1 Predictors for lossless coding 

Selection-value Prediction 

0 no prediction (See Annex J) 
1 Px = Ra 
2 Px = Rb 
3 Px= Ilc 
4 Px = Ra+Rb-Rc 
5 Px = Ra+((Rb-Rc)/2) 
6 Pr = Rb+((Ra-Rc)/2) 
7 Px = (Ra+Rb)/2 

Selection-value 0 shall only be used for differential coding in the hierarchical mode of opera-
tion. Selections 1, 2 and 3 are one-dimensional predictors and selections 4, 5, 6, and 7 are two-
dimensional predictors. 

The one-dimensional horizontal predictor (prediction sample Ra) is used for the first line of 
samples at the start of the scan and at the beginning of each restart interval. The selected pre-
dictor is used for all other lines. The sample from the line above (prediction sample Rb) is used 
at the start of each line, except for the first line. At the „beginning of the first line and at the 
beginning of each restart interval the prediction value of is used, where P is the input preci-
sion. 
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If the point transformation parameter (see A.4) is nonzero, the icdon value at the beginning 
of the first lines and the beginning of each restart interval is 2 , where Pt is the value of the 
point transformation parameter. 

Each prediction is calculated with full integer arithmetic precision, and without clamping of 
either underflow or overflow beyond the input precision bounds, For example, if Ra and Rb are 
both 16-bit integers, the sum is a 17-bit integer. After dividing the sum by 2 (predictor 7), the 
prediction is a 16-bit integer. 

For simplicity of implementation, the divide by 2 in the prediction selections 5 and 6 of Table 
H.1 is done by an arithmetic-right-shift of the integer values. 

The difference between the prediction value and theknput is calculated modulo 216. In the de-
coder the difference is decoded and added, modulo 2'", to the prediction. 

11.1.2.2 Huffman coding of the modulo difference 

The Huffman coding procedures defined in Annex F for coding the DC coefficients are used to 
code the modulo 2  differences. The table for DC coding contained in Tables F.1 and F.6 is 
extended by one additional entry. No extra bits are appended after SSSS=16 is encoded. 

Table H.2. Difference categories for lossless Huffman coding 

SSSS Difference values 
0 0 

-1,1 
2 -3,-2,2,3 
3 -7..-4,4..7 
4 -15..-8,8..15 
5 -31..-16,16..31 
6 -63..-32,32..63 
7 
8 -255..428,128..255 
9 -511..-256,256..511 
10 -1021.-512,512..1023 
11 -2047..-1024,1024..2047 
12 -4095..-2048,2048..4095 
13 -8191..-4096,4096..8191 
14 -16383..-8192,819/.16383 
15 -32767..46384,16384_32767 
16 32768 
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11.1.2.3 Arithmetic coding of the modulo difference 

The statistical model defined for the DC coefficient arithmetic coding model (see F.1.4.4.1) is 
generalized to a two-dimensional form in which differences coded for the sample to the left and 
for the line above arc used for conditioning. 

H.1.2.3.1 Two-dimensional statistical model 

The binary decisions are conditioned on the differences coded for the neighboring samples im-
mediately above and immediately to the left from the same component. As in the coding of the 
DC coefficients, the differences are classified into 5 categories: zero(0), small positive (-1-S), 
small negative (-S), large positive (+L) and large negative (-L). The two independent difference 
categories combine to give 25 different conditioning states. Figure 11.2 shows the two-
dimensional array of conditioning indices. For each of the 25 conditioning states probability 
estimates for four binary decisions are kept. 

difference above (position b) 

0 +S -S +L -L 

0 0 4 8 12 16 

difference +s 20 24 28 32 36 

to left -s 40 44 48 52 56 

(position a) +L 60 64 68 72 76 

-L 80 84 88 92 96 

Figure H.2 - 5x5 Conditioning array for two-dimensional stati tical model 

M the beginning of the scan and each restart interval the conditioning derived from the line 
above is set to zero for the first line of each component. 

1-1,1,2.3.2 Assignment of statistical bins to the DC binary decision tree 

Each statistics area for lossless coding consists of a contiguous set of 158 statistics bins. The 
first 100 bins consist of 25 sets of four bins selected by a context-index SO. The value of SO is 
given by L_Context(Da,Db), which provides a value of 0, 4, ... , 92 or 96, depending on the 
difference classifications of Da and Db (see H.I.2.3.1.). The value for SO provided by 
L_Context(Da,Db) is from the array in Figure H.2. 

The remaining 58 bins consist of two sets of 29 bins, XI ..... X15,M2,...,M15, which are used to 
code magnitude category decisions and magnitude bits. The value of X1 is given by 
X l_Context(Db), which provides a value of 100 when Db is in the zero, small positive or small 
negative categories and a value of 129 when Db is in the large positive or large negative cate-
gories. 
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The assignment of statistical bins to the binary decision tree used for coding the difference is 
given in Table H.3. 

Table R3. Statistical model for lossless coding 

Context-index Value Coding decision 

SO L_Context(Da,Dh) V=0 
SS SO+1 sign 
SP SO+2 Sz<1 if V.>{) 
SN S0+3 Sac! if V<O 
X1 XI_Context(Db) Sz.<2 
X2 XI+1 Sz.4 
X3 XI+2 Sx<13 

X15 X1+14 Sz<215
M2 X2+14 magnitude bits if Sz<4 
M3 X3+14 magnitude bits if Sz<8 

M15 X15+14 magnitude bits if Sz<215

11.1.2.3.3 Default conditioning bounds 

The bounds, L and U, for determining the conditioning category have the default values L=O 
and U=1. Other bounds may be set using the DAC (Define-Arithmetic-Conditioning) marker 
segment, as described in Annex B. 

H.1.2.3.4 Initial conditions for statistical model 

At the start of a scan and at each restart, all statistics bins are re-initialized to the standard de-
fault value described in Annex D. 

H.2 Lossless decoder processes 

Lossless decoders may employ either Huffman decoding or arithmetic decoding. They shall be 
capable of using up to four tables in a scan. Lossless decoders shall be able to decode encoded 
image source data with any input precision from 2 to 16 bits per sample. 

H.2.1 Lossless decoder control procedures 

Annex E.2 contains the decoder control procedures. In applying these procedures to the 
lossless decoder the data unit is one sample. 

When the decoder is reset in the restart interval control procedure (see E2.4) the prediction is 
reset to the same value used in the encoder (see H.1.2.1). If arithmetic coding is used, the sta-
tistics are also reset. 

Restrictions on the restart interval are specified in H.1.1. 
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H.2.2 Coding model for lossless decoding 

The predictor calculations defined in H.l .2 also apply to the lossless decoder processes. 

The lossless decoders, decode the differences and add them, modules 216, to the predictions to 
create the output. The lossless decoders shall be able to interpret the point transform parameter, 
and if non zero, multiply the output of the lossless decoder by 2P1. 

In order to avoid repetition, detailed flow charts of the lossless decoding procedures are omit-
ted. 
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Annex J (normative) 

Hierarchical mode of operation 
This Annex provides a functional specification of the following coding processes for the hier-
archical mode of operation: 

For the first 12 processes listed in Table J.1 below, the last frame for a component may either 
be coded using the process defined for the previous frames in the image, or with the losslcss 
sequential differential process (defined in this annex) which matches the entropy coding method 
of the previous frames in the image. 

Table .1.1: Coding processes for hierarchical mode 

P. t' ype Ec Precision &L ex 

1 Extended sequential H 8 F, process 2 
2 Extended sequential A 8 F, process 3 
3 Extended sequential 11 12 F, process 4 
4 Extended sequential A 12 F, process 5 
5 Spectral selection only H G, process 1 
6 Spectral selection only A G, process 2 
7 Full progression H G, process 3 
8 Full progression A G, process 4 
9 Spectral selection only H 2 G, process 5 
10 Spectral selection only A 2 G, process 6 
11 Full progression H 2 G, process 7 
12 Full progression A 2 G, process 8 
13 Lossless (DPCM) H 2 - 16 H, process 1 
14 Lossless (DPCM) A 2 - 16 H, process 2 

P=Process, Ec=Entropy coding, H=Huffman coding, A=Arithmetic coding. 

NOTE: Baseline sequential is a subset of the extended sequential process. Therefore, it is 
not excluded from use in any of the above processes that specify extended sequential 
Huffman. 

For each of these, the'encoding processes is specified in 1.1, and the decoding process is speci-
fied in J.2. The functional specification is presented by means of specific flow charts for the 
various procedures which comprise these coding processes. 

NOTE - There is no requirement in this Specification that any encoder or decoder which 
embodies one of the above-named processes shall implement the procedures in precisely the 
manner specified by the flow charts in this Annex. It is necessary only that an encoder or 
decoder implement the function specified in this Annex. The sole criterion for an encoder 
or decoder to be considered in compliance with this Specification is that it satisfy the 
requirements given in clause 6 (for encoders) or clause 7 (for decoders), as determined by 
the compliance tests specified in Pan 2. 

In the hierarchical mode of operation each component is encoded or decoded in a non-
differential frame followed by a sequence of differential frames. A non-differential frame shall 
use the procedures defined in Annexes F, G, and H. Differential frame procedures are defined 
in this Annex. 
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J.1 Hierarchical encoding 

ILI Hierarchical control procedure for encoding an image 

The control structure for encoding of an image using the hierarchical mode is given in Figure 
J.1 , 

Encode_image) 

[Generate down-sampled images] 
Append SOI marker 
[Append tables/miScl 
Append DHP marker segment 

Reconstruct components 
using matching 
decoder process 

Yes 

Yes

[Upsample reference components and 
EXP marker segment] 

Generate differential components 
Encode_differentialframe 
Reconstruct differential components 
Reconstruct components 

Append E01 marker 

C Done ) 

Figure J.I - Hierarchical control procedure for encoding an image 

In Figure J.1 procedures in brackets shall be performed whenever the particular hierarchical en-
coding sequence being followed requires them. 

In the hierarchical mode the define-hierarchical-process (DHP) marker segment shall be placed 
in the compressed image data before the first start-of-frame. The DHP segment is used to sig-
nal the size of the image components of the completed image. The syntax of the DHP segment 
is specified in Annex B. 
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The first frame for each component or group of components in a hierarchical process shall be 
encoded by a non-differential frame. Differential frames shall then be used to encode the two's 
complement differences between source input components (possibly downsainpled) and the ref-
erence components (possibly upsampled). The reference components are reconstruct compo-
nents created by previous frames in the hierarchical process. For either differential or non-
differential frames, reconstructions of the components shall be generated if needed as reference 
components for a subsequent frame in the hierarchical process. 

Resolution changes may occur between hierarchical frames in a hierarchical process. These 
changes occur if down-sampling filters arc used to reduce the spatial resolution of some or all 
of the components of the source image. When the of  a resolution reference component does not 
match the resolution of the component input to a differential frame, all upsampling Biter shall 
be used to increase the spatial resolution of the reference component. The EXP marker segment 
shall be added to the compressed image data before the start-of-frame whenever upsampling of 
a reference component is required. No more than one EXP marker segment shall precede a 
given frame. 

Any of the markers segments allowed before a start-of-frame for the encoder process selected 
may be used before either non-differential or differential frames. 

For 16 bit input precision (lossless encodea the differential components which are input to a 
differential frame art calculated modulo 2 The reconstructed components calculated from 
the reconstructed differential components arealso calculated modulo 2 ̀ '. 

If a hierarchical encoder process uses a DCT encoder process for the first frame, all frames in 
the hierarchical process except for the final frame for each component shall use the DCT en-
coder processes defined in either Annex F or Annex G, or the modified DCT encoder processes 
defined in this Annex. The final frame may use a modified lossless process defined in this An-
nex. 

If a hierarchical encoder process uses a lossless encoded process for the first frame, all frames 
in the hierarchical process shall use a lossless encoder process defined in Annex H, or a modi-
fied lossless process defined in this Annex. 

11.1.1 Downsampling filter 

The downsampled components are generated using a downsarnpling filter that is not specified 
in this Specification. This filter should. however, be consistent with the upsampling filter. An 
example of a downsampling filter is provided in K.S. 

Upsampling filter 

The upsampling filter increases the spatial resolution by a factor of two horizontally, vertically, 
or both. Bi-linear interpolation is used for the upsampling filter, as illustrated in Figure J.2. 

a x b 

x 

b 

Figure J.2 - Diagram of sample positions for upsampling rules 
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The rule for calculating the interpolated value is; 

Px = (Ra+Rb) /2 

where Ra and Rb are sample values from adjacent positions a and b of the lower resolution im-
age and Px is the interpolated value. The division indicates truncation, not rounding. The left-
most column of the upsampled image matches the left-most column of the lower resolution im-
age. The top row of the upsampled image matches the top row of the lower resolution image. 
The right column and the bottom row of the lower resolution image are replicated to provide the 
values required for the right column edge and bottom row interpolations. The upsampling proc-
ess always doubles the line length or the number of rows. 

If both horizontal and vertical expansions are signaled, they are done in sequence - first the 
horizontal expansion and then the vertical. 

J.1.2 Control procedure for encoding a differential frame 

The control procedures in Annex E for frames, scans, restart intervals and MCU also apply to 
the encoding of differential frames, and the scans, restart intervals and MCU from which the 
differential frame is constructed. The differential frames differ from the frames of Annexes F, 
G, and H only at the coding model level. 

J.1.3 Encoder coding models for differential frames 

The coding models defined in Annexes F, G, and H are modified to allow them to be used for 
coding of two's complement differences. 

J.1.3.1 Modifications to encoder DCT encoding models for differential frames 

Two modifications are made to the DCT coding models to allow them to be used in differential 
frames. First, the FDCT of the differential input is calculated without the level shift. Second, 
the DC coefficient of the DCT is coded directly - without prediction. 

J.1.3.2 Modifications to lossless encoding models for differential frames 

One modification is made to the lossless coding models. The difference is coded directly -
without prediction. The prediction selection parameter in the scan header shall be set to zero. 
The point transform which may be applied to the differential inputs is defined in Annex A. 

J.1.4 Modifications to the entropy encoders for differential frames 

The coding of two's complement differences requires one extra bit of precision for the Huffman 
coding of AC coefficients. The extension to Tables RI and F.7 is given in Table 7.2 

Table J.2 Modifications to table of AC coefficient amplitude ranges 

SSSS AC coefficients 

15 -32767..-16384, 16384..32767 
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The arithmetic coding models are already defined for the precision needed in differential 
frames. 

J.2 Hierarchical decoding 

J.2.1 Hierarchical control procedure for decoding an image 

The control structure for decoding an image using the hierarchical mode is given in Figure J.3. 

Decode_frame 

(Non-Hierarchical mode) 

Upsample reference components I 
Decode_differential_frame 
Reconsu-uct_cotnponents 

Figure J.3 - Hierarchical control procedure for decoding an image 

The interpret markers procedure shall decode the markers which may precede the SOF marker, 
continuing this decoding until either a SOF or E01 marker is found, If the DHP marker is en-
countered before the first frame, a flag is set which selects the hierarchical decoder at the "hier-
archical?" decision point. In addition to the DHP marker (which shall precede any SOF) and 
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the EXP marker (which shall precede any differential SOF requiring resolution changes in the 
reference components), any other markers which may precede a SOF shall be inteipiuted to the 
extent required for decoding of the compressed image data. 

If a differential SOF marker is found, the differential frame path is followed. If the EXP was 
encountered in the Interpret markers procedure, the reference components for the frame shall be 
upsampled as required by the parameters in the EXP segment. The upsampling procedure de-
scribed in J.I.1.2 shall be followed. 

The Decode_differential_frame procedure generates a set of differential components. These 
differential components shall be added, modulo 2''. to the upsampled reference components in 
the Reconstruct_somponents procedure. This creates a new set of reference components which 
shall be used when required in subsequent frames of the hierarchical process. 

J.2.2 Control procedure for decoding a differential frame 

The control procedures in Annex E for frames, scans, restart intervals and MCU also apply to 
the decoding of differential frames and the scans, restart intervals and MCU from which the dif-
ferential frame is constructed. The differential frame differs from the frames of Annexes F, G, 
and H only at the decoder coding model level. 

J.2.3 Decoder coding models for differential frames 

The decoding models described in Annexes F, G, and H are modified to allow them to be used 
for decoding of two's complement differential components. 

.1.2.3.1 Modifications to the differential frame decoder DCT coding model 

Two modifications are made to the decoder DCT coding models to allow them to code differen-
tial frames. First, the IDCT of the differential output is calculated without the level shift. Sec-
ond. the DC coefficient of the DCT is decoded directly - without prediction. 

J.2.3.2 Modifications to the differential frame decoded lossless coding model 

One modification is made to the lossless decoder coding model. The difference is decoded di-
reedy - without prediction. If the point transformation parameter in the scan header is not zero, 
the point transform, defined in Annex A, shall be applied to the differential output. 

J.2.4 Modifications to the entropy decoders for differential frames 

The decoding of two's complement differences requires one extra bit of precision in the 
Huffman code table. This is described in J.I.4, The arithmetic coding models arc already de-
fined for the precision needed in differential frames. 
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Annex K (informative) 

Examples and guidelines 

This annex provides examples of various tables, procedures, and other guidelines. 

K.1 Quantization tables for luminance and chrominance components 
Two examples of quantization tables are given in tables K.1 and K.2. These are based on pay-
chovisual thresholding and are derived empirically using luminance and chrorninance and 2:1 
horizontal subsampling. These tables are provided as examples only and are not necessarily 
suitable for any particular application, These quantization values have been used with good 
results on 8 bit per sample luminance and chrominance images of the format illustrated in Fig-
ure 13. Note that these quantization values are appropriate for the DCT normalization defined 
in A.3.3. 

Table K.1 Luminance quantization table 

16 11 10 16 24 40 51 61 
12 12 14 19 26 58 60 55 
14 13 16 24 40 57 69 56 
14 17 22 29 51 87 80 62 
18 22 37 56 68 109 103 77 
24 35 55 64 81 104 113 92 
49 64 78 87 103 121 120 101 
72 92 95 98 112 100 103 99 

Table K.2 Chrominance quantization table 

17 18 24 47 99 99 99 99 
18 21 26 66 99 99 99 99 
24 26 56 99 99 99 99 99 
47 66 99 99 99 99 99 99 
99 99 99 99 99 99 99 99 
99 99 99 99 99 99 99 99 
99 99 99 99 99 99 99 99 
99 99 99 99 99 99 99 99 

If these quantization values are divided by 2, the resulting reconstructed image is usually nearly 
indistinguishable from the source image. 

K.2 A procedure for generating the lists which specify a Huffman code table 

A Huffman table is generated from a collection of statistics in two steps. The first step is the 
generation of the list of lengths and values which are in accord with the rules for generating the 
Huffman code tables. The second step is the generation of the Huffman code table from the list 
of lengths and values. 
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The first step, the topic of this section, is needed only for custom Huffman table generation and 
is done only in the encoder. In this step the statistics are used to create a table associating each 
value to be coded with the size (in bits) of the corresponding Huffman code. This table is sorted 
by code size. 

A procedure for creating a Huffman table for a set of up to 256 symbols is shown in Figure K.1. 
Three vectors are defined for this procedure: 

FREQ(V) frequency of occurrence of symbol V. 
CODESIZE(V) code size of symbol V. 
OTHERS(V) index to next symbol in chain of all symbols in current 

branch of code tree. 

where V goes from 0 to 256. 

Before starting the procedure, the values of FREQ are collected for V=0 to 255 and the FREQ 
value for V=256 is set to 1 to reserve one code point. FREQ values for unused symbols are 
defined to be zero. In addition, the entries in CODESIZE are all set to 0, and the indices in 
OTHERS are set to -1, the value which terminates a chain of indices. Reserving one code point 
guarantees that no code word can ever be all '1' bits. 
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The search for the entry with the least value of FREQ(V) selects the largest value of V with the 
least value of FREQ(V)greater than zero. 

(Code size ) 

Find VI for least value of FREQ(V1)>0 
Find V2 for next least value of FREQ(V2)>0 

Done 

V1=0THERS (V1) 

V2 exists 

Yes 

FREQ(V 1 )=FREQ(V1)+FREQ(V 2) 
FREQ(V2) 

CODESIZE(V1)=CODESITE(V1)+1 

t No 

V2=OTHERS(V2) 

OTHERS (V 1)=-1 

Yes 

OTHERS(V1)=V2 

CODESIZE(V2)=CODES1ZE(V2)+1 

YPS

Figure K.1 — Procedure to find Huffman code sizes 

The procedure "Find V1 for least value of FREQ(V1)>O" always selects the value with the larg-
est value of VI when more than one VI with the same frequency occurs. The reserved code 
point is then guaranteed to be in the longest code word category. 
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Once the code lengths for each symbol have been obtained, the number of codes of each length 
is obtained using the procedure in Figure K.2. The count for each size is contained in the list, 
BITS. The counts in BITS are zero at the start of the procedure. The procedure assumes that 
the probabilities are large enough that code lengths greater than 32 bits never occur. Note that 
until the final Adjust_BITS procedure is complete, BITS may have more than the 16 entries re-
quired in the table specification (Annex C) 

Count_3 ITS) 

arrs(CODESIZE(1))= 
B ITS(CODESIZE OW+ I 

Figure K. 2 — Procedure to find the number of codes of each size 
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Figure K.3 gives the procedure for adjusting the BITS list SO. that no code is longer than 16 bits. 
Since symbols are paired for the longest Huffman code, the symbols are removed from this 
length category two at a time. The prefix for the pair (which is one bit shorter) is allocated to 
one of the pair; then (skipping the BITS entry for that prefix length) a code word from the next 
shortest nonzero BITS entry is converted into a prefix for two code words one bit longer. After 
the BITS list is reduced to a maximum code length of 16 bits, the last step removes the reserved 
code point from the code length count. 

BITS(I)=BITS(I)-2 
BITS(I-1)=BITS(I-1)+1 
BITS(J+1)=BITS(J+])+2 
BITS(J)=BITS(J)-1 

Figure K.3 — Procedure for limiting code lengths to 16 bits 
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The input values are sorted according to code size as shown in Figure K.4. HUFFVAL is the 
list containing the input values associated with each code word, in order of increasing code 
length. 

Sort_inpui 

Yes 

Yes 

(  Done ) 

Figure K.4 — Sorting of input values according to code size 

At this point, the list of code lengths (BITS) and the list of values (HUFFVAL) can be used to 
generate the code tables. These procedures are described in Annex C. 
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K.3 Typical Huffman tables for 8-bit precision luminance and chrominance 
Huffman table-specification syntax is specified in B.2.4.2. 

K.3.1 Typical Huffman tables for the DC coefficients 
Tables K.3 and K.4 give Huffman tables which have been developed from the average statistics 
of a large set of video images with 8 bit precision. Table K.3 is appropriate for luminance com-
ponents and Table KA is appropriate for chrominance components. Although there are no de-
fault tables, these tables may prove to be useful for many applications. 

Table K.3 Table for luminance DC difference 

Category Code length Code word 

0 2 00 
1 3 010 
2 3 01.1 
3 3 100 
4 3 101 
5 3 110 
6 4 1110 
7 
8 

5 
6 

11111110 
1 10 

9 7 1111110 
10 8 11111110 
11 9 111111110 

Table K.4 Table for chrominance DC difference 

Category Code length Code word 

0 2 00 
1 2 01 
2 2 10 
3 3 110 
4 4 1110 
5 5 11110 
6 6 111110 
7 7 1111110 
8 8 11111110 
9 9 111111110 

10 10 1111111110 
11 11 11111111110 

K.3.2 Typical Huffman tables for the AC coefficients 

Tables K.5 and K.6 give Huffman tables for the AC coefficients which have been developed 
from the average statistics of a large set of images with S bit precision, Table K.5 is appropriate 
for luminance components and Table K.6 is appropriate for chrominanec components. Al-
though there are no default tables, these tables may prove to be useful fur many applications. 
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Table K.5 Table for luminance AC coefficients 

Run/Size Code length Code word 

0/0 (EOM 4 1010 
0/1 2 00 
0/2 2 01 
0/3 3 100 
0/4 4 1011 
0/5 5 11010 
0/6 7 1111000 
0/7 8 11111000 
0/8 10 1111110110 
0/9 16 1111111110000010 
0/A 16 1111111110000011 
1/1 4 1100 
1/2 5 11011 
1/3 7 1111001 
1/4 9 111110110 
1/5 11 11111110110 
1/6 16 1111111110000100 
1/7 16 1111111110000101 
1/8 16 1111111110000110 
1/9 16 1111111110000111 
1/A 16 1111111110001000 
2/1 5 11100 
2/2 8 11111001 
2/3 10 1111110111 
2/4 12 111111110100 
2/5 16 1111111110001001 
2/6 16 1111111110001010 
2/7 16 1111111110001011 
2/8 16 1111111110001100 
2/9 16 1111111110001101 
2/A 16 1111111110001110 
3/1 6 111010 
3/2 9 111110111 
3/3 12 111111110101 
3/4 16 1111111110001111 
3/5 16 1111111110010000 
3/6 16 1111111110010001 
3/7 16 1111111110010010 
3/8 16 1111111110010011 
3/9 16 1111111110010100 
3/A 16 1111111110010101 
4/1 6 111011 
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4/2 10 1111111000 
4/3 16 1111111110(110110 
4/4 16 1111111110010111 
4/5 16 1111111110011000 
4/6 16 1111111110011001 
4/7 16 1111111110011010 
4/8 16 1111111110011011 
4/9 16 1111111110011100 
4/A 16 1111111110011101 
5/1 7 1111010 
5/2 11 11111110111 
5/3 16 1111111110011110 
5/4 16 1111111110011111 
5/5 16 1111111110100000 
5/6 16 1111111110100001 
.511 16 1111111110100010 
5/8 16 1111111110100011 
5/9 16 1111111110100100 
5/A 16 1111111110100101 
6/1 7 1111011 
6/2 12 111111110110 
6/3 16 1111111110100110 
6/4 16 1111111110100111 
6/5 16 1111111110101000 
6/6 16 1111111110101001 
6/7 16 1111111110101010 
6/8 16 1111111110101011 
6/9 16 1111111110101100 
6/A 16 1111111110101101 
7/1 8 11111010 
7/2 12 111111110111 
7/3 16 1111111110101110 
7/4 16 1111111110101111 
7/5 16 1111111110110000 
7/6 16 1111111110110001 
7/7 16 1111111110110010 
7/8 16 1111111110110011 
7/9 16 1111111110110100 

7/A 16 1111111110110101 
8/1 9 111111000 
8/2 15 111111111000000 
8/3 16 1111111110110110 

8/4 16 1111111110110111 

8/5 16 1111111110111000 

8/6 16 1111111110111001 

8/7 16 1111111110111010 
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8/8 16 1111111110111011 
8/9 16 1111111110111100 

8/A 16 1111111110111101 

9/1 9 111111001 
9/2 16 1111111110111110 
9/3 16 1111111110111111 
9/4 16 1111111111000000 
9/5 16 1111111111000001 
9/6 16 1111111111000010 
9/7 16 1111111111000011 
9/8 16 1111111111000100 

9/9 16 1111111111000101 
9/A 16 1111111111000110 
A/1 9 111111010 
A/2 16 1111111111000111 
A/3 16 1111111111001000 
A/4 16 1111111111001001 
A/5 16 1111111111001010 
A/6 16 1111111111001011 
Pa7 16 1111111111001100 
A/8 16 1111111111001101 
A/9 16 1111111111001110 
A/A 16 1111111111001111 
B/1 10 1111111001 
B/2 16 1111111111010000 
B/3 16 1111111111010001 
13/4 16 1111111111010010 
B/5 16 1111111111010011 
B/6 16 1111111111010100 
B/7 16 1111111111010101 
B/8 16 1111111111010110 
B/9 16 1111111111010111 
B/A 16 1111111111011000 
C71 10 1111111010 
C/2 i6 111111111/011001 
C/3 16 1111111111011010 
C74 16 1111111111011011 
C/5 16 1111111111011100 

C/6 16 1111111111011101 
C// 16 1111111111011110 
C78 16 1111111111011111 
C79 16 1111111111100000 
C/A 16 1111111111100001 
D/1 11 11111111000 
D/2 16 1111111111100010 
D/3 16 1111111111100011 
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D/4 16 1111111111100100 
D/5 16 1111111111100101 
D/6 16 1111111111100110 
D/7 16 1111111111100111 
D/8 16 1111111111101000 
D/9 16 1111111111101001 
D/A 16 1111111111101010 
E/1 16 1111111111101011 
E/2 16 1111111111101100 
E/3 16 1111111111101101 
E/4 16 1111111111101110 
E/5 16 1111111111101111 
E/6 16 1111111111110000 
E/7 16 1111111111110001 
E/8 16 1111111111110010 
E/9 16 1111111111110011 
E/A 16 1111111111110100 
F/0 (ZRL) 11 11111111001 
F/1 16 1111111111110101 
F/2 16 1111111111110110 
F/3 16 1111111111110111 
F/4 16 1111111111111000 
F/5 16 1111111111111001 
F/6 16 1111111111111010 
Fr7 16 1111111111111011 
F/8 16 1111111111111100 
F/9 16 1111111111111101 
NA 16 1111111111111110 

Table K.6 Table for chrominance AC coefficients 

Run/Size Code length Code word 

0/0 (EOB) 2 00 
0/1 2 01 
0/2 3 100 
0/3 4 1010 
0/4 5 11000 
0/5 5 11001 
0/6 6 111000 
0/7 7 1111000 
0/8 9 111110100 
0/9 10 1111110110 
0/A 12 111111110100 
1/1 4 1011 
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1/2 6 111001 
1/3 8 11110110 
1/4 9 111110101 
1/5 11 11111110110 
1/6 12 111111110101 
1/7 16 1111111110001000 
1/8 16 1111111110001001 
1/9 16 1111111110001010 
1/A 16 1111111110001011 
2/1 5 11010 
2/2 8 11110111 
2/3 10 1111110111 
2/4 12 111111110110 
2/5 15 111111111000010 
2/6 16 1111111110001100 
2/7 16 1111111110001101 
2/8 16 1111111110001110 
2/9 16 1111111110001111 
2/A 16 1111111110010000 
3/1 5 11011 
3/2 8 11111000 
3/3 10 1111111000 
3/4 12 111111110111 
3/5 16 1111111110010001 
3/6 16 1111111110010010 
3/7 16 1111111110010011 
3/8 16 111111I110010100 
3/9 16 1111111110010101 
3/A 16 1111111110(110110 
4/1 6 111010 
4/2 9 111110110 
4/3 16 1111111110010111 
4/4 16 1111111110011000 
4/5 16 1111111110011001 
4/6 16 1111111110011010 
4/7 16 1111111110011011 
4/8 16 1111111110011100 
4/9 16 1111111110011101 
4/A 16 1111111110011110 
5/1 6 111011 
5/2 10 1111111001 
5/3 16 1111111110011111 
5/4 16 1111111110100000 
5/5 16 1111111110100001 
5/6 16 1111111110100010 
5/7 16 1111111110100011 
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5/8 16 1111111110100100 
5/9 16 1111111110100101 
5/A 16 1111111110100110 
6/1 7 1111001 
6/2 11 11111110111 
6/3 16 1111111110100111 
6/4 16 1111111110101000 
6/5 16 1111111110101001 
6/6 16 1111111110101010 
6/7 16 1111111110101011 
6/8 16 1111111110101100 
6/9 16 1111111110101101 
6/A 16 1111111110101110 
7/1 7 1111010 
7/2 11 11111111000 
7/3 16 1111111110101111 
7/4 16 1111111110110000 
7/5 16 1111111110110001 
7/6 16 1111111110110010 
7/7 16 1111111110110011 
7/8 16 1111111110110100 
7/9 16 1111111110110101 
7/A 16 1111111110110110 
8/1 8 11111001 
8/2 16 1111111110110111 
8/3 16 1111111110111000 
8/4 16 1111111110111001 
8/5 16 11111I1110111010 
8/6 16 1111111110111011 
8/7 16 1111111110111100 
8/8 16 1111111110111101 
8/9 16 1111111110111110 
8/A 16 1111111110111111 
9/1 9 111110111 
9/2 16 1111111111000000 
9/3 16 1111111111000001 
9/4 16 1111111111000010 
9/5 16 1111111111000011 
9/6 16 1111111111000100 
9/7 16 1111111111000101 
9/8 16 1111111111000110 

9/9 16 1111111111000111 
9/A 16 1111111111001000 

All 9 111111000 
A/2 16 1111111111001001 

A/3 16 1111111111001010 
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A/4 16 1111111111001011 

A/5 16 1111111111001100 

A/6 16 1111111111001101 
AO 16 1111111111001110 
A/8 16 1111111111001111 
A/9 16 1111111111010000 
AJA 16 1111111111010001 
B/1 9 111111001 
B/2 16 1111111111010010 
B/3 16 1111111111010011 
B/4 16 1111111111010100 
B/5 16 1111111111010101 
B/6 16 1111111111010110 
13/7 16 1111111111010111 
B/8 16 1111111111011000 
B/9 16 1111111111011001 
B/A 16 1111111111011010 
C71 9 111111010 
C/2 16 1111111111011011 
C73 16 1111111111011100 
C74 16 1111111111011101 
C/5 16 1111111111011110 
C/6 16 1111111111011111 
C/7 16 1111111111100000 
C/8 16 1111111111100001 
C/9 16 1111111111100010 
C/A 16 1111111111100011 
EV1 11 11111111001 
D/2 16 1111111111100100 
EV3 16 1111111111100101 
D/4 16 1111111111100110 
EV5 16 1111111111100111 
D/6 16 1111111111101000 
EV7 16 1111111111101001 
D/8 16 1111111111101010 
D/9 16 1111111111101011 
D/A 16 1111111111101100 
F71 14 11111111100000 
E/2 16 1111111111101101 
E/3 16 1111111111101110 
E/4 16 1111111111101111 
E/5 16 1111111111110000 
E/6 16 1111111111110001 
Er7 16 1111111111110010 
E/8 16 1111111111110011 
E/9 16 1111111111110100 
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E/A 16 1111111111110101 
F/0 (ZRL) 10 1111111010 
F/1 15 111111111000011 
F/2 16 1111111111110110 
F/3 16 1111111111110111 
F/4 16 1111111111111000 
F/5 16 1111111111111001 
F/6 16 1111111111111010 
F/7 16 1111111111111011 
F/8 16 1111111111111100 
F/9 16 1111111111111101 
F/A 16 1111111111111110 

K.3.3 Huffman table-specification examples 

K.3.3.1 Specification of typical tables for DC difference coding 

A set of typical tables for DC component coding is given in K.3.1. The specification of these 
table is as follows: 

For Table K.3 (for luminance DC coefficients), the 16 bytes which specify the list of code 
lengths for the table are: 

X'00 01 05 01 01 01 01 01 01 00 00 00 00 00 00 00' 

The set of values following this list is: 

X'00 01 02 03 04 05 06 07 08 09 OA OB' 

For Table K.4 (for chrominance DC coefficients), the 16 bytes which specify the list of 
code lengths for the table are: 

X'00 03 01 01 01 01 01 01 01 01 01 00 00 00 00 00' 

The set of values following this list is: 

X'00 01 02 03 04 05 06 07 08 09 OA 08' 

K.3.3.2 Specification of typical tables for AC coefficient coding 

A set of typical tables for AC component coding is given in K.3.2. The specification of these 
tables is as follows: 

For Table K.5 (for luminance AC coefficients), the 16 bytes which specify the list of code 
lengths for the table are: 

X'00 02 01 03 03 02 04 03 05 05 04 04 00 00 01 7D' 
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The set of values which follows this list is: 

X'01 02 03 00 04 11 05 12 21 31 41 06 13 51 61 07 
22 71 14 32 81 91 Al 08 23 42 81 Cl 15 52 Dl FO 
24 33 62 72 82 09 OA 16 17 18 19 IA 25 26 27 28 
29 2A 34 35 36 37 38 39 3A 43 44 45 46 47 48 49 
4A 53 54 55 56 57 58 59 5A 63 64 65 66 67 68 69 
6A 73 74 75 76 77 78 79 7A 83 84 85 86 87 88 89 
IA 92 93 94 95 96 97 98 99 9A A2 A3 A4 A5 A6 A7 
A8 A9 AA B2 B3 B4 B5 B6 B7 B8 B9 BA C2 C3 C4 C5 
C6 C7 C8 C9 CA D2 D3 D4 D5 D6 D7 D8 D9 DA El E2 
E3 E4 ES E6 E7 E8 E9 EA Fl F2 F3 F4 F5 F6 F7 F8 
F9 FA' 

For Table K.6 (for chrominance AC coefficients), the 16 bytes which specify the list of 
code lengths for the table are: 

X'00 02 01 02 04 04 03 04 

The set of values which follows this list is: 

07 05 04 04 00 01 02 77' 

X'00 01 02 03 11 04 05 21 31 06 12 41 51 07 61 71 
13 22 32 81 08 14 42 91 Al B1 Cl 09 23 33 52 FO 
15 62 72 DI OA 16 24 34 El 25 Fl 17 18 19 IA 26 
27 28 29 2A 35 36 37 38 39 3A 43 44 45 46 47 48 
49 4A 53 54 55 56 57 58 59 5A 63 64 65 66 67 68 
69 6A 73 74 75 76 77 78 79 7A 82 83 84 85 86 87 
88 89 8A 92 93 94 95 96 97 98 99 9A A2 A3 A4 AS 
A6 A7 A8 A9 AA B2 B3 B4 135 B6 B7 B8 B9 BA C2 C3 
C4 C5 C6 C7 C8 C9 CA D2 D3 D4 05 D6 D7 D8 D9 DA 
E2 E3 E4 E5 E6 E7 E8 E9 EA F2 F3 F4 F5 F6 F7 F8 
F9 FA' 

K.4 Additional information on arithmetic coding 

K.4.1 Test sequence for a small data set for the arithmetic coder 

The following 256 bit test sequence (in hexadecimal form) is structured to test many of the en-
coder and decoder paths: 

X'00020051 00000000 0352872A AAAAAAAA 82CO2000 FCD79EF6 74EAABF7 
697EE74C' 
Tables K.7 and K.8 provide a symbol-by-symbol list of the arithmetic encoder and decoder op-
eration. In these tables the event count, EC, is listed first, followed by the value of Qe used in 
encoding and decoding that event. The decision D to be encoded (and decoded) is listed next. 
The column labeled MPS contains the sense of the MPS, and if it is followed by an X (in the 
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"X' column), the conditional MPS/LPS exchange occurs when encoding and decoding the deci-
sion (see Figures D.3, D.4 and D.17), The contents of the A and C registers are the values be-
fore the event is encoded and decoded. SC is the number of X'FF' bytes stacked in the encoder 
waiting for a resolution of the carry-over. Note that the A register is always greater than 
X'7FFF'. (The starting value has an implied value of X'10000'.) 

In the encoder test, the code bytes (B) are listed if they were completed during the coding of the 
preceding event. If additional bytes follow, they were also completed during the coding of the 
preceding event. If a byte is listed in the Bit column, the preceding byte in column B was modi-
fied by a carry-over. 

In the decoder the code bytes are listed if they were placed in the code register just prior to the 
event EC. 

For this file the coded bit count is 240, including the overhead to flush the final data from the C 
register. When the marker X'FFD9' is appended, a total of 256 bits are•output. The actual 
compressed data sequence for the encoder is (in hexadecimal form): 

X'655B5144 F7969D51 7855BFFF 00FC5184 C7CEF939 00287046 708ECBCO 
F6FFD900' 

Table K.7 Encoder test sequence 

EC D MPS X Qe A C CT SC Bx B 
1 0 0 SAID 0000 00000000 11 0 
2 0 0 X 5A ID A5E3 00000000 11 0 
3 0 0 2586 B43A 0000978C 10 0 
4 0 0 2586 8EB4 0000978C 10 0 
5 0 0 1114 D25C 00012F18 9 0 
6 0 0 1114 C148 00012F18 9 0 
7 0 0 1114 B034 00012F18 9 0 
8 0 0 1114 9F20 00012F18 9 0 
9 0 0 1114 8E0C 00012118 9 0 

10 0 0 080B F9F0 00025E30 8 0 

11 0 0 080B F1E5 00025E30 8 0 

12 0 0 080B E9DA 00025E30 8 0 

13 0 0 080B E1CF 00025E30 8 0 

14 0 0 080B D9C4 00025E30 8 0 

15 1 0 080B DIB9 00025E30 8 0 

16 0 0 17B9 BOBO 00327DE0 4 0 

17 0 0 1182 D1EE 0064FBCO 3 0 

18 0 0 1182 CO6C 0064FBCO 3 0 

19 0 0 1182 AEEA 0064FBCO 3 0 

20 0 0 1182 9D68 0064FBCO 3 0 

21 0 0 1182 8BE6 0064FBCO 3 0 

22 0 0 OCEF F4C8 00C9F780 2 0 

23 0 0 OCEF E7D9 00C9F780 2 0 
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24 0 0 OCEF DAEA 00C9F780 2 0 

25 0 0 OCEF CDFB 00C9F780 2 0 
26 1 0 OCEF C 1 OC 00C9F780 2 0 
27 0 0 1518 CEFO 000AB9D0 6 0 65 
28 1 0 1518 B9D8 000AB9D0 6 0 
29 0 0 lAA9 A 8C0 005AF480 3 0 
30 0 0 1 A A9 8E17 005AF480 3 0 
31 0 0 174E E6DC 00B5E900 2 0 
32 1 0 174E CF8E 00B5E900 2 0 
33 0 0 lAA9 BA70 00050A00 7 0 5B 
34 0 0 1AA9 9FC7 00050A00 7 0 
35 0 0 lAA9 851E 00050A00 7 0 
36 0 0 174E D4EA 000A 1400 6 0 
37 0 0 174E BD9C 000A1400 6 0 
38 0 0 174E A64E 000A1400 6 0 
39 0 0 174E 8F00 000A1400 6 0 
40 0 0 1424 EF64 00142800 5 0 
41 0 0 1424 DB40 00142800 5 0 
42 0 0 1424 C71C 00142800 5 0 
43 0 0 1424 B2F8 00142800 5 0 
44 0 0 1424 9ED4 00142800 5 0 
45 0 0 1424 8A BO 00142800 5 0 
46 0 0 119C ED18 00285000 4 0 
47 0 0 119C DB7C 00285000 4 0 
48 0 0 119C C9E0 00285000 4 0 
49 0 0 119C B844 00285000 4 0 
50 0 0 119C A6A8 00285000 4 0 
51 0 0 119C 950C 00285000 4 0 
52 0 0 119C 8370 00285000 4 0 
53 0 0 OF6B E3A 8 0050A000 3 0 
54 0 0 OF6B D43D 0050A000 3 0 
55 0 0 OF6B C4D2 0050A000 3 0 
56 0 0 OF6B B567 0050A000 3 0 
57 1 0 OF6B ASFC 0050A000 3 0 
58 1 0 1424 F6B 0 00036910 7 0 51 
59 0 0 lAA9 A120 00225 CEO 4 0 
60 0 0 1AA9 8677 00225CE0 4 0 
61 0 0 174E D79C 0044139C0 3 0 
62 0 0 174E CO4E 0044B9C0 3 0 
63 0 0 174E A900 0044B9C0 3 0 
64 0 0 174E 91B2 0044B9C0 3 0 
65 0 0 1424 F4C8 00897380 2 0 
66 0 0 1424 EOA4 00897380 2 0 
67 0 0 1424 CC80 00897380 2 0 
68 0 0 1424 B85C 00897380 2 0 
69 0 0 1424 A438 00897380 2 0 
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70 0 0 1424 9014 00897380 2 0 
71 1 0 119C F7E0 0112E700 1 0 
72 1 0 1424 8CE0 001E6A20 6 0 44 
73 0 0 1AA9 A120 00F716E0 3 0 
74 1 0 1AA9 8677 00F716E0 3 0 
75 0 0 2516 D548 00041570 8 0 F7 
76 1 0 2516 B032 00041570 8 0 
77 0 0 299A 9458 00128230 6 0 
78 0 0 2516 D57C 00250460 5 0 
79 1 0 2516 B066 00250460 5 0 
80 0 0 299A 9458 00963EC0 3 0 
81 1 0 2516 D57C 012C7D80 2 0 
82 0 0 299A 9458 0004B798 8 0 96 
83 0 0 2516 D57C 00096F30 7 0 
84 0 0 2516 B066 00096F30 7 0 
85 0 0 2516 8050 00096F30 7 0 
86 1 0 lEDF CC74 0012DE60 6 0 
87 1 0 2516 F6F8 009C5FA8 3 0 
88 1 0 299A 9458 0274C628 1 0 
89 0 0 32B4 A668 0004C398 7 0 9D' 
90 0 0 2E17 E768 00098730 6 0 
91 1 0 2E17 B951 00098730 6 0 
92 0 0 32B4 B85C 002849A8 4 0 
93 1 0 32B4 85A8 002849A8 4 0 
94 0 0 3C3D CADO 00A27270 2 0 
95 1 0 3C3D 8E93 00A27270 2 0 
96 0 0 415E FOF4 00031318 8 0 51 
97 1 0 415E AF96 00031318 8 0 
98 0 0 X 4639 82BC 000702A0 7 0 
99 1 0 415E 8C72 000E7E46 6 0 

100 0 0 X 4639 82BC 001D92B4 5 0 
101 1 0 415E 8C72 003B9E6E 4 0 
102 0 0 X 4639 82BC 0077D304 3 0 
103 1 0 415E 8C72 00F01FOE 2 0 

104 0 0 X 4639 82BC 01E0D444 1 0 

105 1 0 415E 8C72 0002218E 8 0 78 

106 0 0 X 4639 82BC 0004D944 7 0 

107 1 0 415E 8C72 000A2B8E 6 0 

108 0 0 X 4639 82BC 0014ED44 5 0 

109 1 0 415E 8C72 002A538E 4 0 

110 0 0 X 4639 82BC 00553D44 3 0 

111 1 0 415E 8C72 00AAF38E 2 0 

112 0 0 X 4639 82BC 01567D44 1 0 

113 1 0 415E 8C72 000573SE 8 0 55 

114 0 0 X 4639 82BC 000B7D44 7 0 

115 1 0 415E 8C72 0017738E 6 0 
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116 0 0 X 4639 82BC 002F7D44 5 0 
117 1 0 415E 8C72 005F738E 4 0 
118 0 0 X 4639 82BC 00BF7D44 3 0 
119 1 0 415E 8C72 017F738E 2 0 
120 0 0 X 4639 82BC 02FF7D44 1 0 
121 1 0 415E 8C72 0007738E 8 0 OF 
122 0 0 X 4639 82BC 000F7D44 7 0 
123 1 0 415E 8C72 001F738E 6 0 
124 0 0 X 4639 82BC 003F7D44 5 0 
125 1 0 415E 8C72 007F738E 4 0 
126 0 0 X 4639 82BC OOFF7D44 3 0 
127 1 0 415E 8C72 01FF738E 2 0 
128 0 0 X 4639 82BC 03FF7D44 1 0 
129 1 0 415E 8C72 0007738E 8 1 
130 0 0 X 4639 82BC 000F7D44 7 1 
131 0 0 415E 8C72 001F738E 6 1 
132 0 0 3C3D 9628 003EE71C 5 1 
133 0 0 375E B3D6 007DCE38 4 1 
134 0 0 3284 F8F0 00FB9C70 3 1 
135 1 0 32B4 C63C 00FB9C70 3 1 
136 0 0 3C3D CADO 03E0817E0 1 1 
137 1 0 3C3D 8E93 03FOBFE0 1 1 
138 1 0 415E FOF4 000448D8 7 0 FFOOFC 
139 0 0 X 4639 82BC 0009FODC 6 0 
140 0 0 415E 8C72 00145 ABE 5 0 
141 0 0 3C3D 9628 002813570 4 0 
142 0 0 375E 03D6 0051 6AF8 3 0 
143 0 0 32B4 F8F0 00A2D5F0 2 0 
144 0 0 32B4 C63C 00A2D5F0 2 0 
145 0 0 32B4 9388 00A2D5F0 2 0 
146 0 0 2E17 Cl A8 0145ABE0 1 0 
147 1 0 2E17 9391 0145ABE0 1 0 
148 0 0 3284 B85C 00084568 7 0 51 
149 0 0 32B4 85A8 00084568 7 0 
150 0 0 2E17 A5E8 00108ADO 6 0 
151 0 0 299A EFA2 002115A0 5 0 
152 0 0 299A C608 002115A0 5 0 
153 0 0 299A 9C6E 002115A0 5 0 
154 0 0 2516 E5A8 00422840 4 0 
155 0 0 2516 C092 00422840 4 0 
156 0 0 2516 9B7C 00422B40 4 0 
157 0 0 lEDF ECCC 00845680 3 0 
158 0 0 1EDF CDED 00845680 3 0 
159 0 0 lEDF AFOE 00845680 3 0 
160 0 0 1EDF 902F 00845680 3 0 
161 1 0 IAA 9 E2A0 0108 ADOO 2 0 
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162 1 0 2516 D548 000B A7B8 7 0 84 
163 1 0 299A 9458 00315FA8 5 0 
164 1 0 32B4 A668 00072998 3 0 
165 1 0 3C3D CADO 031E7530 I 0 
166 1 0 415E FOF4 00000FOC 7 0 C7 
167 0 0 X 4639 82BC 00197D44 6 0 
168 0 0 415E 8C72 0033738E 5 0 
169 1 0 3C3D 9628 0066E71C 4 0 
170 1 0 415E FOF4 019D041C 2 0 
171 0 0 X 4639 82BC 033B6764 1 0 
172 1 0 415E 8C72 000747CE 8 0 CE 
173 0 0 X 4639 82BC 000E25 C4 7 0 
174 1 0 415E 8C72 001EC48E 6 0 
175 1 0 X 4639 82BC 003E1F44 5 0 
176 1 0 4885 F20C 00F87D10 3 0 
177 1 0 X 504F 970A 01F2472E 2 0 
178 0 0 X 5522 8D76 03E48E5C 1 0 
179 0 0 504F AA44 00018D60 8 0 F9 
180 1 0 4B85 B3EA 00031ACO 7 0 
181 1 0 X 504F 970A 0007064A 6 0 
182 1 0 X 5522 8D76 000E0C94 5 0 
183 1 0 59EB E150 00383250 3 0 
184 0 59EB B3D6 0071736A 2 0 
185 1 () 59EB B3D6 00E39A AA 1 0 
186 1 1 59EB B3D6 0007E92A 8 0 38 
187 1 1 5522 B3D6 000FD254 7 0 
188 1 1 504F BD68 001FA4A8 6 0 
189 0 1 4B85 DA32 003F4950 5 0 
190 1 1 X 504F 970A 007FAFF A 4 0 
191 1 1 4B85 AO9E 0011, ED6A 3 0 
192 0 1 4639 AA32 O1FFDAD4 2 0 
193 0 1 X 4B85 8C72 04007D9A 1 0 
194 1 1 X 504F 81DA 0000E1334 8 0 39 00 

195 1 1 4B85 AO9E 0002597E 7 0 

196 1 1 4639 AA32 0004B 2FC 6 0 
197 0 1 415E C7F2 000965F8 5 0 

198 1 1 X 4639 82BC 0013D918 4 0 

199 0 1 415E 8072 00282B36 3 0 

200 0 1 X 4639 82BC 0050EC94 2 0 

201 1 1 4B85 F20C 0003B250 8 0 28 

202 1 1 4B85 A687 0003B250 8 0 

203 1 1 4639 B604 000764A0 7 0 

204 0 1 415E DF96 000EC940 6 0 

205 1 1 X 4639 82BC 001ECEFO 5 0 

206 0 1 415E 8072 003E16E6 4 0 

207 1 1 X 4639 82BC 007CC3F4 3 0 
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208 0 1 415E 8C72 00FAOOEE 2 0 

209 1 1 X 4639 82BC 01E49804 1 0 
210 0 1 415E 8C72 0001A90E 8 0 7D 
211 1 I X 4639 82BC 0003E844 7 0 
212 0 I 415E 8C72 0008498E 6 0 
213 1 I X 4639 82BC 00112944 5 0 
214 0 I 415E 8C72 0022CB8E 4 0 
215 1 I X 4639 82BC 00462D44 3 0 
216 I I 415E 8072 008CD38E 2 0 
217 1 I 3C3D 9628 0119A71C 1 0 
218 1 I 375E B3D6 00034E38 8 0 46 
219 1 I 32B4 F8E0 00069C70 7 0 
220 1 1 32B4 C63C 00069070 7 0 
221 0 1 32B4 9388 00069C70 7 0 
222 1 1 3C3D CADO 00113E510 5 0 
223 1 1 3C3D 8E93 00113E510 5 0 
224 1 1 375E A4AC 0037EA20 4 0 
225 0 I 32B4 DA9C 00611)440 3 0 
226 1 1 3C3D CADO 01C1F0A0 1 0 
227 1 1 3C3D 8E93 01C1F0A0 1 0 
228 0 1 375E A4AC 0003E140 8 0 70 
229 1 1 3C3D DD78 00113A38 6 0 
230 0 1 3C3D A 1 3B 00113A38 6 0 
231 0 I 415E FOF4 00467CD8 4 0 
232 1 I X 4639 82BC 008E58DC 3 0 
233 0 I 415E 8C72 011D2ABE 2 0 
234 1 I X 4639 82BC 023AEBA4 1 0 
235 1 1 415E 8C72 0006504E 8 0 8E 
236 1 I 3C3D 9628 000CAO9C 7 0 
237 1 I 375E B3D6 00194138 6 0 
238 1 I 32B4 F8F0 00328270 5 0 
239 1 I 32B4 C63C 00328270 5 0 
240 0 I 32B4 9388 00328270 5 0 
241 1 I 3C3D CADO 00CB8D10 3 0 
242 1 I 3C3D 8E93 00CB8D10 3 0 
243 1 1 375E A4AC 01971A20 2 0 
244 0 I 32B4 DA9C 032E3440 1 0 
245 0 1 3C3D CADO 000B70A0 7 0 CB 
246 1 1 415E F0F4 002FFCCC 5 0 
247 1 1 415E AF96 002FFCCC 5 0 
248 1 1 3C3D DC70 005FF998 4 0 
249 0 1 3C3D A033 005FF998 4 0 
250 1 1 415E FOF4 01817638 2 0 
251 0 1 415E AF96 01817638 2 0 
252 0 1 X 4639 82BC 0303C8E0 1 0 
253 1 1 4B85 F20C 00(1E2380 7 0 CO 
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254 1 1 4885 A687 000F2380 7 0 
255 0 1 4639 B604 001E4700 6 0 
256 0 I X 4B85 8C72 00306096 5 0 

flush: 81DA 007ADB2C 4 0 F6 FFD9 

Table K.8 Decoder test sequence 

EC D MPS X Qe A C CT B 
1 0 0 5A1D 0000 655B0000 0 65 5B 
2 0 0 X 5A1D A5E3 655B0000 0 
3 0 0 2586 B43 A 332AA200 7 51 
4 0 0 2586 8EB4 332AA200 7 
5 0 0 1114 D25C 66554400 6 
6 0 0 1114 C148 66554400 6 
7 0 0 1114 B034 66554400 6 
8 0 0 1114 9F20 66554400 6 
9 0 0 1114 8EOC 66554400 6 
10 0 0 080B F9F0 CCAA8800 5 
11 0 0 080B FIE5 CCAA8800 5 
12 0 0 080B E9DA CCAA8800 5 
13 0 0 080B E1CF CCAA8800 5 
14 0 0 080B D9C4 CCAA8800 5 
15 1 0 080B D1B9 CCAA8800 5 
16 0 0 17B9 80B0 2FC88000 1 
17 0 0 1182 D 1 EE 5F910000 0 
18 0 0 1182 CO6C 55910000 0 
19 0 0 1182 AEEA 5F910000 0 
20 0 0 1182 9D68 5F910000 0 
21 0 0 1182 8BE6 5F910000 0 
22 0 0 OCEF F4C8 BF228800 7 44 
23 0 0 OCEF E7D9 BF228800 7 
24 0 0 OCEF DAEA B5228800 7 

25 0 0 OCEF CDFB BF228800 7 
26 1 0 OCEF CIOC BF228800 7 
27 0 0 1518 CEFO B0588000 3 
28 1 0 1518 B9D8 130588000 3 
29 0 0 1AA9 A 8C0 5CC40000 0 

30 0 0 1AA9 8E17 5CC40000 0 

31 0 0 174E E6DC B989EE00 7 F7 

32 1 0 174E CF8E B989EE00 7 

33 0 0 1AA9 B A70 0A4F7000 4 

34 0 0 1AA9 9FC7 0A4F7000 4 

35 0 0 1AA9 851E 0A4F7000 4 

36 0 0 174E D4EA 149EE000 3 

37 0 0 174E BD9C 149EE000 3 
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38 0 0 174E A64E 149EE000 3 
39 0 0 174E 8F00 149EE000 3 
40 0 0 1424 EF64 293DC000 2 
41 0 0 1424 DB40 293DC000 2 
42 0 0 1424 C71C 293DC000 2 
43 0 0 1424 B2F8 293DC000 2 
44 0 0 1424 9ED4 293DC000 2 
45 0 0 1424 8ABO 293DC000 2 
46 0 0 119C ED18 527E18000 1 
47 0 0 119C DB7C 527138000 1 
48 0 0 119C C9E0 527138000 1 
49 0 0 119C B844 527138000 I 

• 50 0 0 119C A6A8 527B8000 1 
51 0 0 119C 950C 527138000 1 
52 0 0 119C 8370 527138000 1 
53 0 0 OF6B E3A8 A4F70000 0 
54 0 0 OF6B D43D A4F70000 0 
55 0 0 OF6B C4D2 A4F70000 0 
56 0 0 OF6B B567 A4F70000 0 
57 1 0 OF6B A5FC A4F70000 0 
58 1 0 1424 F6130 E6696000 4 96 
59 0 0 lA A 9 A120 lEEB0000 I 
60 0 0 1AA9 8677 1 EEB0000 1 
61 0 0 174E D79C 3DD60000 0 
62 0 0 174E CO4E 3DD60000 0 
63 0 0 174E A900 3DD60000 0 
64 0 0 174E 91B2 3DD60000 0 
65 0 0 1424 F4C8 7BAD3A00 7 9D 
66 0 0 1424 EOA4 7BAD3A00 7 
67 0 0 1424 CC80 7BAD3A00 7 
68 0 0 1424 B85C 7BAD3A00 7 
69 0 0 1424 A438 7BAD3A00 7 
70 0 0 1424 9014 7BAD3A00 7 
71 I 0 119C F7E0 F75A7400 6 
72 1 0 1424 8CE0 88B3A000 3 
73 0 0 1AA9 A120 7FBD0000 0 
74 1 0 lA A9 8677 7FBD0000 0 
75 0 0 2516 D548 9F7A8800 5 51 
76 1 0 2516 B032 9F7A8800 5 
77 0 0 299A 9458 517A2000 3 
78 0 0 2516 D57C A2F44000 2 
79 1 0 2516 B066 A2F44000 2 
80 0 0 299A 9458 5E910000 0 
81 1 0 2516 D57C BD22F000 7 78 
82 0 0 299A 9458 32F3C000 5 
83 0 0 2516 D57C 65E78000 4 

K-24 

Page 225 Page 225



APPENDIX A. ISO DIS 10918-1. REQUIREMENTS AND GUIDELINES 527 

84 0 0 2516 B066 65E78000 4 
85 0 0 2516 8B50 65E78000 4 
86 1 0 1EDF CC74 CBCF0000 3 
87 1 0 2516 E6F8 F1D00000 0 
88 1 0 299A 9458 7FB95400 6 55 
89 0 0 32B4 A668 53ED5000 4 
90 0 0 2E17 E768 A7DAA000 3 
91 1 0 2E17 13951 A7DAA000 3 
92 0 0 32B4 B85C 72828000 1 
93 1 0 32134 85A8 72828000 1 
94 0 0 3C3D CADO 7E3B7E00 7 BF 
95 1 0 303D 8E93 7E3B7E00 7 
96 0 0 415E FOF4 AF95F800 5 
97 1 0 415E AF96 AF95F800 5 
98 0 0 X 4639 82BC 82BBF000 4 
99 1 0 415E 8072 8C71E000 3 
100 0 0 X 4639 82BC 82BBC000 2 
101 1 0 415E 8C72 8C718000 1 
102 0 0 X 4639 82BC 8213130000 0 
103 1 0 415E 8072 8C71FE00 7 FF 00 
104 0 0 X 4639 82BC 82BBFCOO 6 
105 1 0 415E 8072 8C71F800 5 
106 0 0 X 4639 82BC 82BBF000 4 
107 1 0 415E 8072 8C71E000 3 
108 0 0 X 4639 8213C 82BBC000 2 
109 1 0 415E 8072 80718000 1 
110 0 0 X 4639 82BC 82BB0000 0 
111 1 0 415E 8072 8C71F800 7 FC 
112 0 0 X 4639 82BC 82BBF000 6 
113 1 0 415E 8072 8071E000 5 
114 0 0 X 4639 82BC 82BBC000 4 
115 1 0 415E 8072 80718000 3 
116 0 0 X 4639 82BC 82BB0000 2 
117 1 0 415E 8072 80700000 1 
118 0 0 X 4639 82BC 82B80000 0 
119 1 0 415E 8072 8C6AA200 7 51 

120 0 0 X 4639 82BC 82AD4400 6 
121 1 0 415E 8072 80548800 5 
122 0 0 X 4639 82BC 82811000 4 

123 1 0 415E 8072 8BFC2000 3 

124 0 0 X 4639 82BC 81D04000 2 

125 1 0 415E 802 8A9A8000 1 

126 0 0 X 4639 82BC 7FOD0000 0 

127 1 0 415E 8072 85150800 7 84 

128 0 0 X 4639 82BC 74021000 6 

129 1 0 415E 802 6E17E2000 5 
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130 0 0 X 4639 82BC 47D44000 4 
131 0 0 415E 8C72 16A28000 3 
132 0 0 3C3D 9628 2D450000 2 
133 0 0 375E B3D6 5A8A0000 1 
134 0 0 32B4 F8F0 B5140000 0 
135 1 0 32B4 C63C B5140000 0 
136 0 0 3C3D CADO 86331C00 6 C7 
137 1 0 3C3D 8E93 86331C00 6 
138 1 0 415E FOF4 CF747000 4 
139 0 0 X 4639 82BC 3FBCE000 3 
140 0 0 415E 8C72 0673C000 2 
141 0 0 3C3D 9628 OCE78000 1 
142 0 0 375E B3D6 19CF0000 0 
143 0 0 32B4 F8E0 339F9C00 7 CE 
144 0 0 32B4 C63C 339F9C00 7 
145 0 0 3204 9388 339F9C00 7 
146 0 0 2E17 CI A8 673E3800 6 
147 1 0 2E17 9391 673F3800 6 
148 0 0 3284 B85C 0714E000 4 
149 0 0 3204 85A8 0714E000 4 
150 0 0 2E17 A5E8 0E29C000 3 
151 0 0 299A EFA2 10538000 2 
152 0 0 299A C608 10538000 2 
153 0 0 299A 9C6E 10538000 2 
154 0 0 2516 E5A8 38A70000 1 
155 0 0 2516 0092 38A70000 I 
156 0 0 2516 9B7C 38A70000 1 
157 0 0 1EDF ECCC 714E0000 0 
158 0 0 lED F CDED 714E0000 0 
159 0 0 lEDF AFOE 714E0000 0 
160 0 0 lED F 902F 714E0000 0 
161 1 0 lAA9 E2A0 E29DF200 7 F9 
162 1 0 2516 D548 D5379000 4 
163 1 0 299A 9458 94164000 2 
164 1 0 3284 A668 A5610000 0 
165 1 0 3C3D CADO C6B4E400 6 39 
166 1 0 415E FOF4 E0879000 4 
167 0 0 X 4639 82BC 61E32000 3 
168 0 0 415E 8C72 4AC04000 2 
169 1 0 3C3D 9628 95808000 1 
170 1 0 415E FOF4 EE560000 7 00 
171 0 0 X 4639 828C 7D800000 6 
172 1 0 415E 8C72 81FA0000 5 
173 0 0 X 4639 82BC 6DCC0000 4 
174 1 0 415E 8C72 62920000 3 
175 1 0 X 4639 82BC 2EFC0000 2 
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176 1 0 4B85 F20C BBF00000 0 
177 1 0 X 504F 970A 2AD25000 7 28 
178 0 0 X 5522 8D76 55A4A000 6 
179 0 0 504F AA44 3 AA 14C00 5 
180 1 0 4885 B3EA 75428000 4 
181 1 0 X 504F 970A 19BB0000 3 
182 1 0 X 5522 8D76 33760000 2 
183 1 0 59EB E150 CDD80000 0 
184 0 1 59EB B3D6 8CE6FA00 7 7D 
185 1 0 59EB B3D6 65F7F400 6 
186 1 1 59EB B3D6 1819E800 5 
187 1 I 5522 B3D6 3033D000 4 
188 1 1 504F BD68 6067 A000 3 
189 0 1 4B85 DA32 COCF4000 2 
190 1 1 X 504F 970A 64448000 1 
191 1 1 4B85 AO9E 3 B 130000 0 
192 0 1 4639 AA32 76268000 7 46 
193 0 1 X 4B85 8C72 245B1800 6 
194 1 1 X 504F 81DA 48B63000 5 
195 1 1 4B85 AO9E 2E566000 4 
196 1 1 4639 AA32 5CACC000 3 
197 0 1 415E C7F2 B9598000 2 
198 1 1 X 4639 82BC 65860000 1 
199 0 1 415E 8C72 52100000 0 
200 0 1 X 4639 82BC ODF8E000 7 70 
201 1 1 4B85 F20C 37E38000 5 
202 1 1 4B85 A687 37E38000 5 
203 1 1 4639 B604 6FC70000 4 
204 0 1 415E DF96 DF8E0000 3 
205 1 1 X 4639 82BC 82AC0000 2 
206 0 1 415E 8C72 8C520000 I 
207 1 1 X 4639 82BC 827C0000 0 
208 0 1 415E 8C72 8BE31C00 7 8E 
209 1 1 X 4639 82BC 81BE3800 6 
210 0 1 4 I 5E 8C72 8A767000 5 

211 1 I X 4639 82BC 7EC4E000 4 

212 0 1 415E 8C72 8483C000 3 

213 1 1 X 4639 82BC 72DF8000 2 

214 0 1 415E 8C72 6CB 90000 1 

215 I 1 X 4639 82BC 434A0000 0 

216 1 1 415E 8C72 0D8F9600 7 CB 

217 1 1 3C3D 9628 1B 1F2C00 6 

218 1 1 375E B3D6 363E5800 5 

219 1 1 32B4 F8F0 6C7CB000 4 

220 1 1 32B4 C63C 6C7CB000 4 

221 0 1 32B4 9388 6C7CB000 4 
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222 1 3C3D CADO 2EA2C000 2 
223 1 1 3C3D 8E93 2EA2C000 2 
224 1 1 375E A4AC 5D458000 1 
225 0 1 32B4 DA9C BA8B0000 0 
226 1 1 3C3D CADO 4A8F0000 6 CO 
227 1 1 3C3D 8E93 4A8F0000 6 
228 0 1 375E A4AC 951E0000 5 
229 1 1 3C3D DD78 9F400000 3 
230 0 1 3C3D AI3B 9F400000 3 
231 0 1 415E FOF4 E9080000 1 
232 1 1 X 4639 82BC 72E40000 0 
233 0 I 415E 8C72 6CC3ECOO 7 F6 
234 1 1 X 4639 82BC 435FD800 6 
235 1 1 415E 8C72 ODB9B000 5 
236 1 1 3C3D 9628 1B736000 4 
237 1 1 375E B3D6 36E6C000 3 
238 1 1 32B4 F8F0 6DCD8000 2 
239 1 1 32B4 C63C 6DCD8000 2 
240 0 1 32B4 9388 6DCD8000 2 
241 1 1 3C3D CADO 33E60000 0 
242 1 1 3C3D 8E93 33E60000 0 
Marker detected: zero byte fed to decoder 
243 1 1 375E A4AC 67CC0000 7 
244 0 1 32B4 DA9C CF980000 6 
245 0 1 3C3D CADO 9EC00000 4 
246 1 1 415E FOF4 40B40000 2 
247 1 1 415E AF96 40B40000 2 
248 1 1 3C3D DC70 81680000 1 
249 0 1 3C3D A033 81680000 1 
Marker detected: zero byte fed to decoder 

250 1 1 4155 FOF4 75C80000 7 
251 0 1 415E AF96 75C80000 7 
252 0 1 X 4639 82BC 0F200000 6 
253 1 1 4B85 F20C 3C800000 4 
254 1 1 4B85 A687 3C800000 4 
255 0 1 4639 B604 79000000 3 
256 0 1 X 4B85 8C72 126A0000 2 
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K.5 Low-pass downsampling filters for hierarchical coding 

In this section simple examples are given of downsampling filters which are compatible with 
the upsampling filter defined in J.1.1.2. 

Figure K.5 shows the weighting of neighboring samples for simple one-dimensional horizontal 
and vertical low-pass filters. The output of the filter must be normalized by the sum of the 
neighborhood weights. 

1 2 1 1 

2 

1 

Figure K.5 - Low-pass lifter example 

The center sample in Figure K.5 should be aligned with the left column or top row of the high 
resolution image when calculating the left column or top row of the low resolution image. 
Sample values which are situated outside of the image boundary arc replicated from the sample 
values at the boundary to provide missing edge values. 

If the image being downsampled has an odd width or length, the odd dimension is increased by 
1 by sample replication on the right edge or bottom row before downsampling. 

K.6 Domain of applicability of DCT and spatial coding techniques 

The DCT coder is intended for lossy coding in a range from quite visible loss to distortion well 
below the threshold for visibility. However in general. DCT-based processes cannot be used 
for true lossless coding. 

The lossless coder is intended for completely lossless coding. The lossless coding process is 
significantly less effective than the DCT-based processes for distortions near and above the 
threshold of visibility. 

The point transform of the input to the lossless coder permits a very restricted form of lossy 
coding with the "lossless" coder. (The coder is still lossless after the input point transform.) 
Since the DCT is intended for lossy coding, there may be some confusion about when this alter-
native lossy technique should be used. 

Lossless coding with a point transformed input is intended for applications which cannot be ad-
dressed by DCT coding techniques. Among these are: 

1. True lossless coding to a specified precision. 

2. Lossy coding with precisely defined error bounds. 

3. Hierarchical progression to a truly lossless final stage. 

If lossless coding with a point transformed input is used in applications which can be met effec-
tively by DCT coding, the results will be significantly less satisfactory. For example, distortion 
in the form of visible contours usually appears when precision of the luminance component is 
reduced to about six bits. For normal image data, this occurs at bit rates well above those for 
which the DCT gives outputs which are visually indistinguishable from the source. 
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K.7 Domain of applicability of the progressive coding modes of operation 

Two very different progressive coding modes of operation have been defined, progressive cod-
ing of the DCT coefficients and hierarchical progression. Progressive coding of the DCT coef-
ficients has two complementary procedures, spectral selection and successive approximation. 
Because of this diversity of choices, there may be some confusion as to which method of pro-
gression to use for a given application. 

K.7.I Progressive coding of the DCT 

In progressive coding of the DCT coefficients two complementary procedures are defined for 
decomposing the 8x8 DCT coefficient array, spectral selection and successive approximation. 
Spectral selection partitions zig-zag array of DCT coefficients into "bands'', one band being 
coded in each scan. Successive approximation codes the coefficients with reduced precision in 
the first scan; in each subsequent scan the precision is increased by one bit. 

A single forward DCT is calculated for these procedures. When all coefficients are coded to 
full precision, the DCT is the same as in the sequential mode. Therefore, like the sequential 
DCT coding, progressive evicting of DCT coefficients is intended for applications which need 
very good compression for a given level of visual distortion. 

The simplest progressive coding technique is spectral selection; indeed, because of this simplic-
ity, some applications may choose - despite the limited progression that can be achieved - to use 
only spectral selection. Note, however, that the absence of high frequency bands typically leads 
- for a given bit rate - to a significantly lower image quality in the intermediate stages than can 
be achieved with the more general progressions. The net coding efficiency at the completion of 
the final stage is typically comparable to or slightly less than that achieved with the sequential 
DO' 

A much more flexible progressive system is attained at some increase in complexity when suc-
cessive approximation is added to the spectral selection progression. For a given bit rate, this 
system typically provides significantly better image quality than spectral selection alone. The 
net coding efficiency at the completion of the final stage is typically comparable to or slightly 
better than that achieved with the sequential DCT. 

K.7.2 Hierarchical progression 

Hierarchical progression permits a sequence of outputs of increasing spatial resolution, and also 
allows refinement of image quality at Li given spatial resolution. Both DCT and spatial versions 
of the hierarchical progression are allowed, and progressive coding of DCT coefficients may be 
used in a frame of the DCT hierarchical progression. 

The DCT hierarchical progression is intended for applications which need very good compres-
sion for a given level of visual distortion: the spatial hierarchical progression is intended appli-
cations which need a simple progression with a truly lossless final stage. Figure K.6 !flimsies 
examples of these two basic hierarchical progressions. 
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DCT path Lossless path 

DCT (dif) 

DCT (dif) 

Lossless (dif) 

P.T. 

Bounded Error on 
Reconstructed Image 

predicted (dif) 

predicted (dif) 

predicted (dif) 

No Error on 
Reconstructed Image 

Figure K.6 - Sketch of the basic operations of the hierarchical mode 
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K.7.2.1 DCT Hierarchical progression 

If a DCT. hierarchical progression uses reduced spatial resolution, the early stages of the pro-
gression can have better image quality for a given bit rate than the early stages of non-
hierarchical progressive coding of the DCT coefficients. However, at the point where the dis-
(onion between source and output becomes indistinguishable, the coding efficiency achieved 
with a DCI' hierarchical progression is typically significantly lower than the coding efficiency 
achieved with a non-hierarchical progressive coding of the DCT coefficients. 

While the hierarchical DCT progression is intended for lossy progressive coding, a final spatial 
differential coding stage can be used. When this final stage is used, the output can be almost 
lossless, limited only by the difference between the encoder and decoder IDCT implementa-
tions. Since IDCT implementations can differ significantly, truly lossless coding after a DCT 
hierarchical progression cannot be guaranteed. An important alternative, therefore, is to use the 
input point transform of the spatial stage to reduce the precision of the differential input. This 
allows a bounding of the difference between source and output at a significantly lower cost in 
coded bits than coding of the full precision spatial difference would require. 

K.7.2.2 Spatial hierarchical progression 

If lossless progression is required, a very simple hierarchical progression may be used in which 
the spatial lossless coder with point transformed input is used as a first stage. This first stage is 
followed by one or more spatial differential coding stages. The first stage should be nearly 
lossless, such that the low order bits which are truncated by the point transform are essentially 
random - otherwise the compression efficiency will be degraded relative to nonprogressive 
lossless coding. 

K.8 Suppression of block-to-block discontinuities in decoded images 

A simple technique is available for suppressing the block-to-block discontinuities which can oc-
cur in images compressed by DCF techniques. 

The first few (five in this example) low frequency DCT coefficients are predicted from the nine 
DC values of the block and the eight nearest-neighbor blocks, and the predicted values are used 
to suppress blocking artifacts in smooth areas of the image. 

The prediction equations for the first five AC coefficients in the zig-zag sequence are obtained 
as follows; 

K.8.I AC prediction 

The sample field in a 3 by 3 array of blocks (each block containing an 8x8 array of samples) is 
modeled by a two-dimensional second degree polynomial of the form: 

P(x,y) = Al (x2y2)+A2(x2y)+A3(xy2)+A4(x2)+A5(xy)+A6(y2)+A7(x)+A8(y)-1-A9 

The nine coefficients Al through A9 are uniquely determined by imposing the constraint that 
the mean of P(x,y) over each of the nine blocks must yield the correct DC-values. 

Applying the DCT to the quadratic field predicting the samples in the central block gives a pre-
diction of the low frequency AC coefficients depicted in Figure K.7. 
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Figure K.7 - DCT array positions of predicted AC coefficients 

The prediction equations derived in this manner are as follows: 

For the two dimensional array of DC values 

DC1 DC2 DC3 
DC4 DC5 DC6 
DC7 DC8 DC9 

the unquantized prediction equations are: 

AC01 = 1.13885 (DC4 - DC6) 
AC10 = 1.13885 (DC2 - DC8) 
AC20 = 0.27881 (DC2 + DC8 - 2xDC5) 
AC11 = 0.16213 ((DC1 - DC3) - (DO - DC9)) 
ACO2 = 0.27881 (DC4 + DC6 - 2xDC5) 

The scaling of the predicted AC coefficients is consistent with the DCT normalization defined 
in A.3.3. 

K.8.2 Quantized AC prediction 

The prediction equations can be mapped to a form which uses quantized values of the DC coef-
ficients and which computes quantized AC coefficients using integer arithmetic. The quantized 
DC coefficients need to be scaled, however, such that the predicted coefficients have fractional 
bit precision. 

First, the prediction equation coefficients are scaled by 32 and rounded to the nearest integer. 
Thus, 

1.13885 x 32 = 36 
0.27881 x 32 = 9 
0.16213 x 32 = 5 
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The multiplicative factors are then scaled by the ratio of the DC and AC quantization factors 
and rounded appropriately. The normalization defined for the DCT introduces another factor of 
8 in the nnquantized DC values. Therefore, in terms of the quantized DC values, the predicted 
quantized AC coefficients are given by the equations below. Note that if (for example) the DC 
values are scaled by a factor of 4, the AC predictions will have 2 fractional bits of precision 
relative to the quantized DCT coefficients. 

QACO1 = ( (Rd x Q01) + (36 x Q00 x (QDC4-QDC6)))/(256 x Q01) 
QACIO = ( (Rd x Q10) + (36 x Q00 x (QDC2-QDC8)))/(256 x Q10) 
QAC20 ( (Rd x Q20) + ( 9 x Q00 x (QDC2+QDC8-2xQDC5)))/(256 x Q20) 
QACI 1 = ( (Rd x Q11) + ( 5 x Q00 x ((QDCI-QDC3)-(QDC7-QDC9))))/(256 x Q11) 
QACO2 = ( (Rd x Q02) + ( 9 x Q00 x (QDC4+QDC6-2xQDC5)))/(256 x Q02) 

where QDCx and QACxy are the quantized and scaled DC and AC coefficient values. The 
constant Rd is added to get a correct rounding in the division. Rd is 128 for positive numera-
tors, and -128 for negative numerators. 

Predicted values should not override transmitted values. Therefore, predicted values for coeffi-
cients which are already nonzero should be set to zero. Predictions should be clamped if they 
exceed a value which would be quantized to a nonzero value for the current precision in the 
successive approximation. 

K.9 Modification of dequantization to improve displayed image quality 

For a progression where the first stage successive approximation bit, Al, is set to 3, uniform 
quantization of the DO' gives the following quantization and dequantization levels for a se-
quence of successive approximation scans: 

Al 

3 r -t  r  t -r 

2 r -t  x r -t r t -r x t r 

r -t - x r t -  x r t -  x-r -t_ r_t-r-x -  t r x - t r x -  t --r 

0 r-t-r-t-r-t-r-t-r-t-r-t-r-t-r-trt r t r t r t r t r t r t r -t r 

-8 -7 -6 -5 -4 -7; -2 -1 0 +1 -1-2 +3 +4 +5 +6 +7 +8 

Quantized DCT coefficient value 

Figure K.8 — Illustration of two reconstruction strategies 

The column to the left labeled 'Al' gives the bit position specified in the scan header. The 
quantized DCT coefficient magnitudes are therefore divided by 2AI during that scan, 

Referring to the final scan (A1=0), the points marked with 't' arc the threshold values, while the 
points marked with 'r' are the reconstruction values. The unquantized output is obtained by 
multiplying the horizontal scale in figure K.8 by the quantization value. 
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The quantization interval for a coefficient value of zero is indicated by the depressed interval of 
the line. As the bit position Al is increased, a "fat zero" quantization interval develops around 
the zero DCT coefficient value, In the limit where the scaling factor is very large, the zero in-
terval is twice as large as the rest of the quantization intervals. 

Two different reconstruction strategies are shown. The points marked 'r' are the reconstruction 
obtained using the normal rounding rules for the DCT for the complete full precision output. 
This rule seems to give better image quality when high bandwidth displays are used. The 
points marked 'x' are an alternative reconstruction which tends to give better images on lower 
bandwidth displays. 'x' and 'r' are the same for slice 0. The system designer must determine 
which strategy is best for the display system being used. 

K.10 Example of point transform 

The difference between the arithmetic-shift-right by Pt and divide by 2h can be seen from the 
following: 

After the level shift the DC has values from +127 to -128. Consider values near zero (after the 
level shift), and the case where Pt=1: 

Before 
level shift 

Before 
point transform 

After 
divide by 2 

After 
shift-right-arithmetic 1 

131 +3 +1 +1 
130 +2 +1 +1 
129 +1 0 '0 
128 0 0 0 
127 -1 0 -1 
126 -2 -1 -1 
125 -3 -1 -2 
124 -4 -2 -2 
123 -5 -2 -3 

The key difference is in the truncation of precision. The divide truncates the magnitude; the 
arithmetic 8hifl truncates the LSB. With a divide by 2 we would get non-uniform quantization 
of the DC values; therefore we use the shift-right-arithmetic operation. 

For positive values, the divide by 2 and the shift-right-arithmetic by I operations are the same. 
Therefore, the shift-right-arithmetic by 1 operation effectively is a divide by 2 when the point 
transform is done before the level shift. 
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Annex L (informative) 

Patents 

L.1 Introductory remarks 

The user's attention is called to the possibility that - for some of the coding processes specified 
in Annexes F, G, H, and J - compliance with this Specification may require use of an invention 
covered by patent rights. 

By publication of this Specification, no position is taken with respect to the validity of this 
claim or of any patent rights in connection therewith. However, for each patent listed in this 
Annex, the patent holder has filed with the 1TTF a statement of willingness to grant a license 
under these rights on reasonable and non-discriminatory terms and conditions to applicants de-
siring to obtain such a license. 

The criteria for including patents in this Annex are: 

1. The patent has been identified by someone who is familiar with the technical fields relevant 
to this Specification, and who believes use of the invention covered by the patent is re-
quired for implementation of one or more of the coding processes specified in Annexes F, 
G, H, and J. 

2. The patent-holder has written a letter to the ITTF, stating willingness to grant a license to an 
unlimited number of applicants throughout the world under reasonable terms and conditions 
that are demonstrably free of any unfair discrimination. 

This list of patents shall be updated during preparation and maintenance of this Specification. 
During preparation, the list shall be updated upon publication of the DIS and any subsequent 
revisions, and upon publication of the IS. During maintenance, the list shall be updated, if nec-
essary, upon publication of any revisions to the IS. 

L.2 List of patents 

The following patents may be required for implementation of any one of the processes specified 
in Annexes F, G, H, and J which uses arithmetic coding: 

US 4,633,490, December 30, 1986, J.L. Mitchell and G. Goertzel, "Symmetrical Adaptive 
Data Compression/Decompression System". 

US 4,652,856. February 4, 1986, K.M. Mohiuddin and J.J. Rissanen, "A Multiplication-
free Multi-Alphabet Arithmetic Code". 

US 4,369,463, January 18, 1983, D. Anastassiou and J.L. Mitchell, "Grey Scale Image 
Compression with Code Words a Function of Image History". 

US 4,725,884, February 16, 1988, C.A. Gonzales, J.L. Mitchell, and W.B. Pennebaker, 

' 'Adaptive Graylevel Image Compression System". 
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US 4,749,983, June 7, 1988 G. Langdon, "Compression of Multilevel Signals". 

US 4,935,882, June 19, 1990, W.B. Pennebaker and J.L. Mitchell, "Probability Adaption 
for Arithmetic Coders". 

US 4,905,297, February 27, 1990, G.G. Langdon, Jr., J.L. Mitchell, W.B. Pennebaker, and 
F.F. RiSSWICII, "Arithmetic Coding Encoder and Decoder System". 

US 4,973,961, November 27, 1990, C. Chamzas, D.L. Duttweiler, "Method and Apparatus 
for Carry-over Control in Arithmetic Entropy Coding". 

US 5,025,258, June 18, 1991, D.L. Duttweiler, "Adaptive Probability Estimator for En-
tropy Encoding/Decoding". 

Japanese Patent Application 2-46275, February 26, 1990, F. Ono, T. Kimura, M. Yoshida, 
and S. Kino, "Coding System". 

No other patents required for implementation of any of the other processes specified in Annexes 
F, G, H, or J had been identified at the time of publication of this Specification. 
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Bibliography 

M.1 General references 

1. A. Leger, T. Omachi, arid G.K. Wallace, "JPEG Still Picture Compression Algorithm," Op-
tical Engineering, Vol. 30, No. 7, pp. 947-954 (July 1991). 

2. M. Rabbani and P. Jones, "Digital Image Compression Techniques", Tutorial Texts in Opti-
cal Engineering, vol. 177, SPIE Press, 1991. 

3. G. Hudson, H. Yasuda, and I. Sebestyen, "The International Standardization of a Still Pic-
ture Compression Technique," Proc. of IEEE Global Telecommunications Conference, pp. 
1016-1021 (Nov. 1988). 

4. A. Leger, J. Mitchell, and Y. Yamazaki, "Still Picture Compression Algorithm Evaluated for 
International Standardization," Proc. of the IEEE Global Telecommunications Conference, pp. 
1028-1032 (Nov. 1988). 

5. G. Wallace, R. Vivian, and H. Poulsen, "Subjective Testing Results for Still Picture Com-
pression Algorithms for International Standardization," Proc. of the IEEE Global Telecommu-
nications Conference, pp. 1022-1027 (Nov. 1988). 

6. J.L. Mitchell and W.B. Pennebaker, "Evolving JPEG Color Data Compression Standard," 
Standards for Electronic Imaging systems, M. Nier, M.E. Courtot, Editors, SPIE Vol. CR37, 
pp. 68-97 (1991). 

7. G.K. Wallace, "The JPEG Still Picture Compression Standard," Communications of the 

ACM, Vol, 34, No. 4, pp. 31-44 (April 1991). 

8. A.N. Netravali and B.G. Haskell, Digital Pictures: Representation and Compression, Plenum 

Press, New York, 1988. 

M.2 DCT references 

1. W. Chen, C.H. Smith, and S.C. Fralick, "A Fast Computational Algorithm for the Discrete 

Cosine Transform", IEEE Trans. on Comm., COM-25, pp. 1004-1009, Sept. 1977. 

2. N. Ahmed, T. Natarajan, and K. R. Rao, "Discrete Cosine Transform," IEEE Trans. on 

Computers, vol. C-23, pp. 90-93 (Jan. 1974). 

3. N. J. Narasinha and A. M. Peterson, "On the Computation of the Discrete Cosine Trans-

form," IEEE Trans. Communications, Vol. COM-26, No. 6, pp. 966-968 (Oct. 1978). 

M-1 

Page 239 Page 239



ar 

542 JPEG: STILL IMAGE DATA COMPRESSION STANDARD 

4. P. Duhamel and C. Guillemot, "Polynomial Transform Computation of the 2-D DCT," Proc. 
IEEE ICASSP-90, pp. 1515-1518, Albuquerque, New Mexico, 1990. 

5. E. Feig, "A Fast Scaled DCT Algorithm," in Image Processing Algorithms and Techniques, 
Proc. SPEE, Vol. 1244, K.S. Pennington and R. J. Moorhead 11, Editors, pp. 2-13, Santa Clara, 
California, February 11.16, 1990. 

6 .H. S. Hou, "A Fast Recursive Algorithm for Computing the Discrete Cosine Transform," 
IEEE Trans. Acoust. Speech and Signal Processing, Vol. ASSP-35, No. 10, pp. 1455-1461. 

7. B.G. Lee, "A New Algorithm to Compute the Discrete Cosine Transform," IEEE Trans. on 
Acoust., Speech and Signal Processing, Vol. ASSP-32, No. 6, pp. 1243-1245 (Dec. 1984). 

8. E. N. Linzer and E. Feig, "New DCT and Scaled DCT Algorithms for Fused Multiply/Add 
Architectures," Proc. IEEE ICASSP-91, pp. 2201-2204, Toronto, Canada, May 1991. 

9. M. Vetterli and H.J. Nussbaumer, "Simple FFT and DCT Algorithms with Reduced Number 
of Operations," Signal Processing, Aug. 1984. 

10. M. Venerli, "Fast 2-D Discrete Cosine Transform," Proc. IEEE ICASSP-85, pp. 1538-
1541, Tampa, Florida, March 1985. 

11. Y. Arai, T. Agui, and M. Nakajima, "A Fast DCT-SQ Scheme for Images," Trans. of 
DEICE, Vol. E 71, No. 11, pp. 1095-1097 (Nov. 1988). 

12. N. Suehiro and M. Hatori, "Fast Algorithms for the DFT and other Sinusoidal Trans-
forms," TFEF Trans. on Acoust., Speech and Signal Processing, Vol ASSP-34, No. 3, pp. 642-
644 (June 1986). 

M,3 Quantization and human visual model references 

1. W.H. Chen and W.K. Pratt, "Scene adaptive coder", IEEE Transactions on Communications, 
vol. COM-32, pp. 225-232, March 1984. 

2. D.J. Granrath, "The role of human visual models in image processing", Proceedings of the 
IEEE, vol. 67 pp. 552-561, May 1981. 

3. H. Lohscheller, "Vision adapted progressive image transmission", Proceedings of 
EUSIPCO-83, pp. 191-194, September 1983. 

4. H. Lohscheller and U. Franke, "Color picture coding - Algorithm optimization and technical 
realization", Frcquenze, vol. 41, pp. 291-299, 1987. 

5. H. Lohscheller, "A subjectively adapted image communication system", IEEE Transactions 
on Communications, vol. COM-32, pp. 1316-1322, December 1984. 

6. H.A. Peterson, et al., "Quantization of color image components in the DCT domain", 
SPIE/IS&T 1991 Symposium on Electronic Imaging Science and Technology, Feb. 1991. 

M-2 

Page 240 Page 240



APPENDIX A. ISO DIS 10918-1. REQUIREMENTS AND GUIDELINES 543 

M.4 Arithmetic coding references 

I. G. Langdon, "An Introduction to Arithmetic Coding", [BM J. Res. Develop. 28, pp. 135149, 
March 1984. 

2. W.B. Pennebaker, J.L. Mitchell, G. Langdon, Jr., and R.B. Arps, "An Overview of the Basic 
Principles of the Q-Coder Binary Arithmetic Coder," IBM J. Res. Develop. 32, No. 6, pp. 717-
726, November 1988. 

3. J.L. Mitchell and W.B. Pennebaker, "Optimal Hardware and Software Arithmetic Coding 
Procedures for the Q-Coder Binary Arithmetic Coder", IBM J. Res. Develop.32, No. 6, pp. 
727-736, November 1988. 

4. W.B. Pennebaker and J.L. Mitchell, "Probability Estimation for the Q-Coder", IBM J. Res. 
Develop.32, No. 6, pp. 737-752, November 1988. 

5. J.L. Mitchell and W.B. Pennebaker, "Software Implementations of the Q-Coder," IBM J. 
Res. Develop.32, No. 6, pp. 753-774, November 1988. 

6. R. Arps, T.K. Truong, D.J. Lu, R.C. Pasco, and T.D. Reiedman, "A Multi-Purpose VLSI 
Chip for Adaptive Data Compression of Bilevel Images", IBM J. Res. Develop.32, No. 6, pp. 
775-795, November 1988. 

7. F. Ono, M. Yoshida, T. Kimura, and S. K ino, "Subtraction-type Arithmetic Coding with 

MPS/LPS Conditional Exchange", Annual Spring Converence of IECED, Japan. D-288, 1990. 

8. C. Chamzas and D. Duttweiler, "Probability Estimation in Arithmetic Coders," in prepara-

tion. 

M.5 Huffman coding references 

1. D.A. Huffman, "A Method for the Construction of Minimum Redundancy codes", Proc. 

IRE 40, pp. 1098-1101, September 1952. 

M-3 

Page 241 Page 241


	jpeg
	jpeg 2
	jpeg 3
	Jpeg 4
	jpeg 5
	jpeg 6
	jpeg 7
	jpeg 8
	jpeg 9
	jpeg 10
	jpeg 11
	jpeg 12
	jpeg 13
	jpeg14



