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ITU-T RECOMMENDATION H.263

VIDEO CODING FOR LOW BIT RATE COMMUNICATION

Summary

This Recommendation specifies a coded representation that can be used for compressing the moving
picture component of audio-visual services at low bit rates. The basic configuration of the video
source coding algorithm is based on Recommendation H.261 and is a hybrid of inter-picture
prediction to utilize temporal redundancy and transform coding of the remaining signal to reduce
spatial redundancy. The source coder can operate on five standardized video source formats:
sub-QCIF, QCIF, CIF, 4CIF and 16CIF, and can also operate using a broad range of custom video
formats.

The decoder has motion compensation capability, alowing optional incorporation of this technique
in the coder. Half pixel precison is used for the motion compensation, as opposed to
Recommendation H.261 where full pixel precision and a loopfilter are used. Variable length coding
isused for the symbols to be transmitted.

In addition to the basic video source coding algorithm, sixteen negotiable coding options are
included for improved compression performance and the support of additional capabilities.
Additional supplemental information may also be included in the bitstream for enhanced display
capability and for external usage.

Sour ce

ITU-T Recommendation H.263 was revised by ITU-T Study Group 16 (1997-2000) and was
approved under the WTSC Resolution No. 1 procedure on the 6th of February 1998.
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ITU (International Telecommunication Union) is the United Nations Specialized Agency in the field of
telecommunications. The ITU Telecommunication Standardization Sector (ITU-T) is a permanent organ of
the ITU. The ITU-T is responsible for studying technical, operating and tariff questions and issuing
Recommendations on them with aview to standardizing telecommunications on aworldwide basis.

The World Telecommunication Standardization Conference (WTSC), which meets every four years,
establishes the topics for study by the ITU-T Study Groups which, in their turn, produce Recommendations
on these topics.

The approval of Recommendations by the Members of the ITU-T is covered by the procedure laid down in
WTSC Resolution No. 1.

In sone areasof information technolog which fall within ITU-T's purvew, the necessargtandards are
prepared on a collaborative basis with ISO and IEC.

NOTE

In this Recommendation, the expression dfiinistration” is used for conciseness to indicate both a
telecommunication administration and a recognized operating agency.

INTELLECTUAL PROPERTY RIGHTS

TheITU draws attentionto the possibilitythat the practice or iptenmentation of this RBcommendation nay
involve the useof a clained Intellectual PropertyRight. The ITU takes no position concernirthe evdence,
validity or applicabilityof claimed Intellectual Poperty Rights, whether asserted byfU membersor others
outside of the Recommendation development process.

As of the date of appral of this Recommendation,the ITU had received notice of intellectual property
protected bypatents, which @y be required to iplement this Recommendation. Howewr, implementorsare
cautionedthat this may not represent the latest infoaetion and are therefore strdpgirged to consult the
TSB patent database.

0 ITU 1998

All rights resered. No part of this publication ay be reproduced or utikd inanyform or by any means,
electronic or mechanical, including photocopying and microfilm, without permission in writing from the ITU.
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nouulinnticiivactivll 1 1.299

VIDEO CODING FOR LOW BIT RATE COMMUNICATION
(revised in 1998)

1 Scope

This Recommendation specifies a coded representation that can be used for compressing the moving
picture component of audio-visual services at low bit rates. The basic configuration of the video
source coding algorithm is based on Recommendation H.261. Sixteen negotiable coding options are
included for improved performance and increased functionality. This Recommendation contains
Version 2 of Recommendation H.263, which is fully compatible with the original Recommendation,
adding only optional featuresto the original Version 1 content of the Recommendation.

2 References

The following Recommendations and other references contain provisions which, through reference
in this text, constitute provisions of this Recommendation. At the time of publication, the editions
indicated were valid. All Recommendations and other references are subject to revision; all users of
this Recommendation are therefore encouraged to investigate the possibility of applying the most
recent edition of the Recommendations and other references listed below.

[1] ITU-R Recommendation BT.601-5 (1995), Sudio encoding parameters of digital television
for standard 4:3 and wide-screen 16:9 aspect ratios.

Reference [1] is referenced herein to define the (Y, Cg, Cr) colour space and its 8-bit integer
representation for pictures used by video codecs designed according to this Recommendation.
(Reference [1] is not used to define any other aspects of this Recommendation.)

The following additional ITU-T Recommendations are mentioned for illustration purposes in this
text; however, they do not constitute provisions of this Recommendation. At the time of publication,
the editions indicated were valid. All Recommendations and other references are subject to revision;
all users of this Recommendation are therefore encouraged to investigate the possibility of applying
the most recent edition of the Recommendations and other references listed below. A list of the
currently valid ITU-T Recommendationsis regularly published.

[2] ITU-T Recommendation H.223 (1996), Multiplexing protocol for low bit rate multimedia
communication.

[3] ITU-T Recommendation H.242 (1997), System for establishing communication between
audiovisual terminals using digital channels up to 2 Mbit/s.

[4] ITU-T Recommendation H.245 (1998), Control protocol for multimedia communication.
[5] ITU-T Recommendation H.261 (1993), Video codec for audiovisual services at p x 64 kbit/s.

[6] ITU-T Recommendation H.262 (1995) | ISO/IEC 13818-2:1996, Information technology —
Generic coding of moving pictures and associated audio information: Video.

[7] ITU-T Recommendation H.324 (1998), Teminal for low bit rate multimealia
communication.
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3 Brief specification
An outline block diagram of the codec isgivenin Figure 1.

31 Video input and output

To permit a single Recommendation to cover use in and between regions using 625- and 525-line
television standards, the standardized source formats on which the source coder operates are based
on a Common Intermediate Format (CIF). It is aso possible using external negotiation (for example,
Recommendation H.245), to enable the use of a wide range of optional custom source formats. The
standards of the input and output television signals, which may, for example, be composite or
component, analogue or digital and the methods of performing any necessary conversion to and from
the source coding format are not subject to recommendation.

3.2 Digital output and input

The video coder provides a self-contained digital bitstream which may be combined with other
multi-facility signals (for example as defined in Recommendation H.223). The video decoder
performs the reverse process.

3.3 Sampling frequency

Pictures are sampled at an integer multiple of the video line rate. This sampling clock and the digital
network clock are asynchronous.

External control

|
| |
: :
| Coding control !
: :
| |
; , |
|
| > Source Video multiplex » Transmission ' >
| coder coder buffer l
| |
Video ! . ! Coded
sgna i 8) Video coder i bitstream
| |
« Source | Video multiplex Recaving o
| decoder decoder buffer '

b) Video decoder

T1602680-97

Figure 1/H.263 — Outline block diagram of the video codec

3.4 Source coding algorithm

A hybrid of inter-picture prediction to utilize tempora redundancy and transform coding of the
remaining signal to reduce spatial redundancy is adopted. The decoder has motion compensation
capability, allowing optional incorporation of thistechnique in the coder. Half pixel precision is used
for the motion compensation, as opposed to Recommendation H.261 where full pixel precision and a
loopfilter are used. Variable length coding is used for the symbolsto be transmitted.
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In addition to the core H.263 coding algorithm, sixteen negotiable coding options can be used, either
together or separately (subject to certain restrictions). Additional supplemental information may also
be included in the bitstream for enhanced display capability and for external usage. A forward error
correction method for application to the resulting video bitstream is provided for use when necessary.
The negotiable coding options, forward error correction, and supplemental information usage are
described in the subsequent subclauses.

3.4.1 Continuous Presence Multipoint and Video Multiplex mode

In this optional mode, up to four separate video "Sub-Bitstreams" can be sent within the same video
channel. This feature is designed for use in continuous presence multipoint application or other
situations in which separate logical channels are not available, but the use of multiple video
bitstreams is desired (see also Annex C).

3.4.2 Unrestricted Motion Vector mode

In this optional mode, motion vectors are allowed to point outside the picture. The edge pixels are
used as prediction for the "non-existing” pixels. With this mode a significant gain is achieved if there
is movement across the edges of the picture, especialy for the smaller picture formats (see adso
Annex D). Additionally, this mode includes an extension of the motion vector range so that larger
motion vectors can be used. Thisis especially useful in case of camera movement and large picture
formats.

34.3 Syntax-based Arithmetic Coding mode

In this optional mode, arithmetic coding is used instead of variable length coding. The SNR and
reconstructed pictures will be the same, but significantly fewer bits will be produced (see aso
Annex E).

3.4.4 Advanced Prediction mode

In this optional mode, Overlapped Block Motion Compensation (OBMC) is used for the luminance
part of P-pictures (see also Annex F). Four 8 x 8 vectors instead of one 16 x 16 vector are used for
some of the macroblocks in the picture. The encoder has to decide which type of vectors to use. Four
vectors use more bits, but give better prediction. The use of this mode generally gives a considerable
improvement. A subjective gain is achieved because OBMC results in less blocking artifacts.

345 PB-framesmode

A PB-frame consists of two pictures being coded as one unit. The name PB comes from the name of
picture types in Recommendation H.262 where there are P-pictures and B-pictures. Thus a PB-frame
consists of one P-picture which is predicted from the previous decoded P-picture and one B-picture
which is predicted from both the previous decoded P-picture and the P-picture currently being
decoded. The name B-picture was chosen because parts of B-pictures may be bidirectionally
predicted from the past and future pictures. With this coding option, the picture rate can be increased
considerably without substantially increasing the bit rate (see a'so Annex G). However, an Improved
PB-frames mode is also provided (see also Annex M). The original PB-frames mode is retained
herein only for purposes of compatibility with systems made prior to the adoption of the Improved
PB-frames mode.

346 Forward Error Correction

A forward error correction method is specified for use when necessary for the protection of the video
bitstream for use when appropriate. The method provided for forward error correction is the same
BCH code method specified also in Recommendation H.261 (see a'so Annex H).
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3.4.7 Advanced INTRA Coding mode

In this optional mode, INTRA blocks are first predicted from neighbouring INTRA blocks prior to
coding (see aso Annex 1). Separate Variable Length Code (VLC) tables are defined for the INTRA
blocks. The technique is applied to INTRA-macroblocks within INTRA pictures and to INTRA-
macroblocks within INTER pictures. This mode significantly improves the compression performance
over the INTRA coding of the core H.263 syntax.

3.4.8 Deblocking Filter mode

In this optional mode, afilter is applied across the 8 x 8 block edge boundaries of decoded |- and
P-pictures to reduce blocking artifacts (see also Annex J). The purpose of the filter is to mitigate the
occurrence of block edge artifacts in the decoded picture. The filter affects the picture that is used for
the prediction of subsequent pictures and thus lies within the motion prediction loop.

3.4.9 Slice Structured mode

In this optional mode, a "slice" layer is substituted for the GOB layer of the bitstream syntax
(see @so Annex K). The purposes of this mode are to provide enhanced error resilience capability, to
make the bitstream more amenable to use with an underlying packet transport delivery, and to
minimize video delay. A dliceissimilar to a GOB, in that it is alayer of the syntax that lies between
the picture layer and the macroblock layer. However, the use of a dice layer alows a flexible
partitioning of the picture, in contrast with the fixed partitioning and fixed transmission order
required by the GOB structure.

3.4.10 Supplemental enhancement information

Additional supplemental information may be included in the bitstream to signal enhanced display
capability or to provide information for external usage (see also Annex L). This supplemental
information can be used to signal afull-picture or partial-picture freeze or freeze-release request with
or without resizing, can also be used to tag particular pictures or sequences of pictures within the
video stream for external usage, and can be used to convey chroma key information for video
compositing. The supplemental information may be present in the bitstream even though the decoder
may not becapable of providingthe enhanced capability to useit, or even to propey interpret it —
simply discardingthe supplemental information is allowable dgcoders unless r@quiremento
provide the requested capability has been negotiated by external means.

3.4.11 Improved PB-frames mode

This optional moderepresentan improvement compared to thB-Rames mode option (see also
Annexes G andM). The maindifferencebetween the two modes is that in theptoved B-frames
mode, each B-lolck may be forward predited ushg a separa motion vecor or backwardpredited
with a zeo vector. This sigificantly improves ading efficiency in situdionsin which downseled
P-vectors are notagpd candidates for rediction. The backwargredictionis particularly useful
when there is a scene cut between the previous P-frame and the PB-frame.

3.4.12 Reference Picture Selection mode

An optiond modeis providael which improves the paformance of real-time video communi@tion
over error-prone channbly allowing temporal predction from pictures oher han te most recenty-
sentreferencepicture(seealso AnnexN). This mode can be used with back-channel status nesssag
which are sent back to the encoder to inform it about whether its bitstreasing properly
received. h error-prone channel environments, this mode allows the encoder to eptisnizdeo
encoding for the conditions of the channel.
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3.4.13 Temporal, SNR and Spatial Scalability mode

In this optional mode, there is support for temporal, SNR, and spatial scalability (see also Annex O).
Scalability implies that a bitstream is composed of a base layer and one or more associated
enhancement layers. The base layer is a separately decodable bitstream. The enhancement layers can
be decoded in conjunction with the base layer to increase perceived quality by either increasing the
picture rate, increasing the picture quality, or increasing the picture size. SNR scaability refers to
enhancement information to increase the picture quality without increasing picture resolution. Spatial
scalability refers to enhancement information to increase the picture quality by increasing picture
resolution either horizontally, vertically, or both. There is also support for temporal scalability by the
use of B-pictures. A B-picture is a scaability enhancement containing pictures that can be
bidirectionally predicted from two pictures in a reference layer, one temporally previous to the
current picture and one temporally subsequent. B-pictures allows enhancement layer information to
be used to increase perceived quality by increasing the picture rate of the displayed enhanced video
sequence. This mode can be useful for heterogenous networks with varying bandwidth capacity and
also in conjunction with error correction schemes.

3.4.14 Reference Picture Resampling mode

A syntax is provided for supporting an optional mode for which the reference picture used for video
image prediction is processed by a resampling operation prior to its use in forming a predictor for the
current input picture (see also Annex P). This allows efficient dynamic selection of an appropriate
image resolution for video encoding, and can also support picture warping for use as a global motion
compensator or special-effect generator.

3.4.15 Reduced-Resolution Update mode

An optional mode is provided which allows reduced-resolution updates to a reference picture having
a higher resolution (see also Annex Q). This mode is expected to be used when encoding a highly
active scene, and allows an encoder to increase the picture rate at which moving parts of a scene can
be represented, while maintaining a higher resol ution representation in more static areas of the scene.

3.4.16 Independent Segment Decoding mode

An optiona mode is provided which alows a picture to be constructed without any data
dependencies which cross GOB or multi-GOB video picture segments or slice boundaries (see aso
Annex R). This mode provides error robustness by preventing the propagation of erroneous data
across the boundaries of the video picture segment areas.

3.4.17 AlternativeINTER VLC mode

An optional mode is provided which improves the efficiency of INTER picture coding when
significant changes are evident in the picture (see also Annex S). This efficiency improvement is
obtained by allowing a VLC code originally designed for INTRA pictures to be used for some
INTER picture coefficients as well.

3.4.18 Moadified Quantization mode

An optional mode is provided which improves the bit-rate control ability for encoding, reduces
chrominance quantization error, expands the range of representable DCT coefficients, and places
certain restrictions on coefficient values (see a'so Annex T). This mode modifies the semantics of the
differential quantization step size parameter of the bitstream by broadening the range of step size
changes that can be specified. It also reduces the quantization step size used for chrominance data.
The range of DCT coefficient levelsis broadened to ensure that any possible coefficient value can be
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encoded to within the accuracy allowed by the step size. Certain restrictions are also placed on
coefficients in this mode to increase error detection performance and minimize decoder complexity.

35 Bit rate

The transmission clock is provided externally. The video bit rate may be variable. In this
Recommendation no constraints on the video bit rate are given; constraints will be given by the
terminal or the network.

3.6 Buffering

The encoder shall control its output bitstream to comply with the requirements of the hypothetical
reference decoder defined in Annex B. Video data shall be provided on every valid clock cycle. This
can be ensured by MCBPC stuffing (see Tables 7 and 8) or, when forward error correction is used,
also by forward error correction stuffing frames (see Annex H).

The number of bits created by coding any single picture shall not exceed a maximum value specified
by the parameter BPPmaxKb which is measured in units of 1024 bits. The minimum allowable value
of the BPPmaxKb parameter depends on the largest picture size that has been negotiated for use in
the bitstream (see Table 1). The picture size is measured as the picture width times height for the
luminance (Y) component, measured in pixels. An encoder may use a larger value for BPPmaxKb
than as specified in Table 1, provided the larger value is first negotiated by external means, for
example Recommendation H.245.

When the Temporal, SNR, and Spatial Scalability mode (Annex O) is employed, the number of bits
sent for each picture in each enhancement layer shall not exceed the maximum value specified by
BPPmaxKb.

Table 1/H.263 — Minimum BPPmaxKb for different source picture formats

Y picturesizein pixels Minimum
BPPmaxKb
up to 25 344 (or QCIF) 64
25 360 to 101 376 (or CIF) 256
101 392 to 405 504 (or 4CIF) 512
405 520 and above 1024

3.7 Symmetry of transmission

The codec may be used for bidirectional or unidirectional visual communication.

3.8 Error handling

Error handling should be provided by external means (for example, Recommendation H.223). If it is
not provided by external means (for example, in Recommendation H.221) the optional error
correction code and framing as described in Annex H can be used.

A decoder can send a command to encode one or more GOBSs (or dicesif Annex K is employed) of
its next picture in INTRA mode with coding parameters such as to avoid buffer overflow. A decoder
can also send a command to transmit only non-empty GOB headers if the Slice Structured mode
(see Annex K) is not in use. The transmission method for these signals is by external means
(for example, Recommendation H.245).
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3.9
Features necessary to support switched multipoint operation are included in Annex C.

Multipoint operation

4 Sour ce coder

4.1

The source coder operates on non-interlaced pictures having a source format which is defined in
terms of:

1) the picture format, as determined by the number of pixels per line, the number of lines per
picture, and the pixel aspect ratio; and

2) the timing between pictures, as determined by the Picture Clock Frequency (PCF). For
example, the Common Intermediate Format (CIF) has 352 pixels per line, 288 lines, a pixel
aspect ratio of 12:11, and a picture clock frequency of 30 000/1001 pictures per second.

Sour ce format

The source coder operates on non-interlaced pictures occurring at a Picture Clock Frequency (PCF)
of 30 000/1001 (approximately 29.97) times per second, termed the CIF PCF. It is also possible to
negotiate the use of an optional custom PCF by external means. A custom PCF is given by
1 800 000/(clock divisor * clock conversion factor) where clock divisor can have values of 1 through
127 and clock conversion factor can either be 1000 or 1001. The tolerance on the picture clock

frequency isx 50 ppm.
Pictures are coded as luminance and two colour difference components (Y, Cg and Cg). These

components and the codes representing their sampled values are as defined in ITU-R
Recommendation BT.601-5.

. Black= 16;

. White = 235;

. Zero colour difference 128;

. Peak colour difference = 16 and 240.

Thesevaluesare nominal onesand the codin@lgorithm functions with input values of 1 throug
to 254.

There are five standardied picture formats: sub-QEIl QCIF, CIF, 4CIF and 16CF. It is also
possble to negotiate a cusbm picture format For al of these ptture formats, the luminance
sanpling strudureis dx pixels per line, dy lines pe picturein an orthognd arrangement. Sanpling

of eachof the two colour difference components is at/@xpixels per line, d§2 lines per picture,
orthogonal The vales of dx dy, d¥2 and dy2 are gven in Tabk 2for eachof the standardied

picture formats.

Table 2/H.263 — Number of pixels per line and number of lines for each of the
standardized H.263 picture formats

Picture | Number of pixels | Number of lines | Number of pixelsfor | Number of linesfor

format | for luminance (dx) | for luminance (dy) | chrominance (dx/2) chrominance (dy/2)
sub-QCIF 128 96 64 48
QCIF 176 144 88 72
CIF 352 288 176 144
4CIF 704 576 352 288
16CIF 1408 1152 704 576
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For all picture formats, colour difference samples are sited such that their block boundaries coincide
with luminance block boundaries as shown in Figure 2. The pixel aspect ratio is the same for each of
the standardised picture formats and is the same as defined for QCIF and CIF in Recommendation
H.261: (288/3):(352/4), which simplifies to 12:11 in relatively prime numbers. The picture area
covered by al of the standardized picture formats except the sub-QCIF picture format has an aspect
ratio of 4:3.

X XX X X X
O 1 0O O

X XIX X X X
O i O O
>< X 1 >< >< X >< T1602690-97

X Luminance sample
O Chrominance sample
————— Block edge

Figure 2/H.263 — Positioning of luminance and chrominance samples

Custom picture formats can have a custom pixel aspect ratio as described in Table 3, if the custom
pixel aspect ratio use is first negotiated by external means. Custom picture formats can have any
number of lines and any number of pixels per line, provided that the number of lines is divisible by
four and isin therange [4, ..., 1152], and provided that the number of pixels per lineisalso divisible
by four and is in the range [4, ..., 2048]. For picture formats having a width or height that is not
divisible by 16, the picture is decoded in the same manner as if the width or height had the next
larger size that would be divisible by 16 and then the picture is cropped at the right and the bottom to
the proper width and height for display purposes only.

Table 3/H.263 — Custom pixel aspect ratios

Pixel aspect ratio Pixel width:Pixel height
Square 11
CIF 12:11
525-type for 4.3 picture 10:11
CIF for 16:9 picture 16:11
525-type for 16:9 picture 40:33
Extended PAR m:n, m and n are relatively prime

All decoders and encoders shall be able to operate using the CIF picture clock frequency. Some
decoders and encoders may also support custom picture clock frequencies. All decoders shall be able
to operate using the sub-QCIF picture format. All decoders shall also be able to operate using the
QCIF picture format. Some decoders may also operate with CIF, 4CIF or 16CIF, or custom picture
formats. Encoders shall be able to operate with one of the picture formats sub-QCIF and QCIF. The

8 Recommendation H.263 (02/98)

Page 20



encoders determine which of these two formats are used, and are not obliged to be able to operate
with both. Some encoders can also operate with CIF, 4CIF, 16CIF, or custom picture formats. Which
optional formats and which picture clock frequencies can be handled by the decoder is signalled by
external means, for example Recommendation H.245. For a complete overview of possible picture
formats and video coding algorithms, refer to the terminal description, for example Recommendation
H.324.

NOTE - For CIF, the nunber of pixels per line is copatible for practical purposesitiv sanpling the actie
portionsof the luminanceandcolourdifferencesignalsfrom 525-or 6254ine sources at 6.75 and 3.375 kIH
respectively. These frequencies have a simple relationship to those in ITU-R Recommeaifléidns.

Means shall be provided to restrict the maximum picture rate of encoders by having a minimum
number of non-transmitted pictures between transmitted ones. Selection of this minimum number
shall be by external means (for example, Recommendation H.245). For the calculation of the
minimum number of non-transmitted pictures in PB-frames mode, the P-picture and the B-picture of
a PB-frames unit are taken as two separate pictures.

4.2 Video sour ce coding algorithm

The source coder is shown in generalized form in Figure 3. The main elements are prediction, block
transformation and quantization.

cc I

i
"
V|da) 4 — I | Q q
in N R
To
video
multiplex
coder
o
-—io/ci
1
J T1602700-97
T Transform
Q  Quantizer
P Picture Memory with motion compensated variable delay
CC Caoding control
p Flag for INTRA/INTER
t Flag for transmitted or not
gz  Quantizer indication
q Quantizing index for transform coefficients
v Motion vector
Figure 3/H.263 — Source coder
42.1 GOBs, slices, macroblocks and blocks
Each picture is divided either into Groups Of Blocks (GOBS) or into slices.
Recommendation H.263 (02/98) 9
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A Group Of Blocks (GOB) comprises of up to k * 16 lines, where k depends on the number of lines
in the picture format and depends on whether the optional Reduced-Resolution Update mode is in
use (see Annex Q). The dependencies are shown in Table 4. If the number of lines is less than or
equal to 400 and the optional Reduced-Resolution Update mode is not in use, then k= 1. If the
number of lines is less than or equal to 800 and the optional Reduced-Resolution Update mode isin
use or the number of lines is more than 400, then k = 2. If the number of lines is more than 800, then
k = 4. When using custom picture sizes, the number of lines in the last (bottom-most) GOB may be
lessthan k * 16 if the number of lines in the picture is not divisible by k * 16. However, every GOB
in each of the standardized picture formats has k* 16 lines, as the number of lines in each
standardized picture format is an integer multiple of k* 16. Thus, for example, if the optional
Reduced-Resolution mode is not in use, the number of GOBs per picture is 6 for sub-QCIF, 9 for
QCIF, and 18 for CIF, 4CIF and 16CIF. The GOB numbering is done by use of vertical scan of the
GOBs, starting with the upper GOB (number 0) and ending with the bottom-most GOB. An example
of the arrangement of GOBs in a pictureis given for the CIF picture format in Figure 4. Data for each
GOB consists of a GOB header (may be empty) followed by data for macroblocks. Datafor GOBs is
transmitted per GOB in increasing GOB number.

Table 4/H.263 — Parameter k for GOB size definition

Number of Value of k Value of k
Linesdy when not in when in RRU
RRU mode mode
4,...,400 1 2
404,...,800 2 2
804,...,1152 4 4

The Slice Structured mode is described in Annex K. Slices are similar to GOBs in that they are a
multi-macroblock layer of the syntax, but dlices have a more flexible shape and usage than GOBS,
and slices may appear in the bitstream in any order, under certain conditions.

D IN|O|U|R|WIN(FO

Figure 4/H.263 — Arrangement of Groups of Blocks in a CIF picture
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Each GOB is divided into macrablocks. The macroblock structure depends on whether the optional
Reduced-Resolution Update (RRU) mode is in use (see Annex Q). Unless in RRU mode, each
macroblock relates to 16 pixelsby 16 lines of Y and the spatially corresponding 8 pixels by 8 lines of
Cg and Cgr. Further, a macroblock consists of four luminance blocks and the two spatially
corresponding colour difference blocks as shown in Figure 5. Each luminance or chrominance block
thus relates to 8 pixels by 8 lines of Y, Cg or Cr. Unless in RRU mode, a GOB comprises one
macroblock row for sub-QCIF, QCIF and CIF, two macroblock rows for 4CIF and four macroblock
rows for 16CIF.

T1602710-97

Y Cs Cr

Figure 5/H.263 — Arrangement of blocks in a macroblock

When in RRU mode, a macroblock relates to 32 pixels by 32 lines of Y and the spatialy
corresponding 16 pixels by 16 lines of Cg and Cgr, and each luminance or chrominance block relates
to 16 pixels by 16 lines of Y, Cg or Cr. Furthermore, a GOB comprises one macroblock row for CIF
and 4CIF, and two macroblock rows for 16CIF.

The macroblock numbering is done by use of horizontal scan of the macroblock rows from left to
right, starting with the upper macroblock row and ending with the lower macroblock row. Data for
the macroblocks is transmitted per macroblock in increasing macroblock number. Data for the blocks
istransmitted per block in increasing block number (see Figure 5).

The criteria for choice of mode and transmitting a block are not subject to recommendation and may
be varied dynamically as part of the coding control strategy. Transmitted blocks are transformed and
resulting coefficients are quantized and entropy coded.

4.2.2 Prediction

The primary form of prediction is inter-picture and may be augmented by motion compensation
(see 4.2.3). The coding mode in which temporal prediction is applied is caled INTER; the coding
mode is caled INTRA if no tempora prediction is applied. The INTRA coding mode can be
signalled at the picture level (INTRA for I-pictures or INTER for P-pictures) or at the macroblock
level in P-pictures. In the optional PB-frames mode, B-pictures are always coded in INTER mode.
The B-pictures are partly predicted bidirectionally (refer to Annex G).

In total, H.263 has seven basic picture types (of which only the first two are mandatory) which are
defined primarily in terms of their prediction structure:

1) INTRA: A picture having no reference picture(s) for prediction (also called an I-picture);

2) INTER: A picture using atemporally previous reference picture (also called a P-picture);

3) PB: A frame representing two pictures and having a temporally previous reference picture
(see Annex G);

4) Improved PB: A frame functionally similar but normally better than a PB-frame

(see Annex M);
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5) B: A picture having two reference pictures, one of which temporally precedes the B-picture
and one of which temporally succeeds the B-picture and has the same picture size

(see Annex O);

6) El: A picture having a temporally simultaneous reference picture which has either the same
or asmaller picture size (see Annex O); and

7) EP: A picture having two reference pictures, one of which temporally precedes the

EP-picture and one of which is temporally simultaneous and has either the same or a smaller
picture size (see Annex O).

As used herein, a "reference” or "anchor" picture is a picture that contains data which can be used by
reference as a basis for the decoding of another picture. This use by reference is also known as
"prediction”, although it sometimes may actually indicate use in areverse-temporal direction.

4.2.3 Motion compensation

The decoder will accept one vector per macroblock or, if the Advanced Prediction mode or the
Deblocking Filter mode is used, one or four vectors per macroblock (see Annexes F and J). If the
PB-frames mode is used, one additional delta vector can be transmitted per macroblock for
adaptation of the motion vectors for prediction of the B-macroblock. Similarly, an Improved
PB-frame macroblock (see Annex M) can include an additional forward motion vector. B-picture
macroblocks (see Annex O) can be transmitted together with a forward and a backward mation
vector, and EP-pictures can be transmitted with a forward motion vector.

Both horizontal and vertical components of the motion vectors have integer or half integer values. In
the default prediction mode, these values are restricted to the range [-16, 15.5] (thisis also valid for
the forward and backward motion vector components for B-pictures).

In the Unrestricted Motion Vector mode, however, the maximum range for vector components is
increased. If PLUSPTY PE is absent, the range is [-31.5, 31.5], with the restriction that only values
that are within a range of [-16, 15.5] around the predictor for each motion vector component can be
reached if the predictor is in the range [-15.5, 16]. If PLUSPTYPE is absent and the predictor is
outside [-15.5, 16], all values within the range [-31.5, 31.5] with the same sign as the predictor plus
the zero value can be reached. If PLUSPTY PE is present, the motion vector values are |l ess restricted
(seedso Annex D).

In the Reduced-Resolution Update mode, the motion vector range is enlarged to approximately
double size, and each vector component is restricted to have only a half-integer or zero value.
Therefore, the range of each motion vector component is [-31.5, 30.5] in the default Reduced-
Resolution Update mode (see Annex Q) and alarger range if the Unrestricted Motion Vector modeis
also used (see also Annex D).

A positive value of the horizontal or vertical component of the motion vector signifies that the
prediction is formed from pixelsin the referenced picture which are spatially to the right or below the
pixels being predicted.

Motion vectors are restricted such that al pixels referenced by them are within the coded picture
area, except when the Unrestricted Motion Vector mode, the Advanced Prediction mode, the
Advanced Prediction mode, or the Deblocking Filter mode is used (see Annexes D, F, and J), or in
B- and EP-pictures of the Temporal, SNR, and Spatial Scalability mode (see Annex O).

4.2.4 Quantization

Unless the optional Advanced INTRA Coding mode or Modified Quantization mode is in use, the
number of quantizersis 1 for the first coefficient of INTRA blocks and 31 for all other coefficients.
Within a macroblock the same quantizer is used for al coefficients except the first one of INTRA
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blocks. The decision levels are not defined. The first coefficient of INTRA blocks is nominally the
transform dc value uniformly quantized with a step size of 8. Each of the other 31 quantizers use
equally spaced reconstruction levels with a central dead-zone around zero and with a step size of an
even value in the range 2 to 62. For the exact formulas, refer to 6.2. For quantization using the
Advanced INTRA Coding mode, refer to Annex |. For quantization using the Modified Quantization
mode, refer to Annex T.

NOTE - For the smaller quantiation stepsizes, the full dpanic rang of the transforntoefficients cannot
be represented unless the optional Modified Quantization mode is in use.

4.3 Caoding control

Severa parameters may be varied to control the rate of generation of coded video data. These include
processing prior to the source coder, the quantizer, block significance criterion and tempora
subsampling. The proportions of such measures in the overall control strategy are not subject to
recommendation.

When invoked, temporal subsampling is performed by discarding complete pictures.

A decoder can signal its preference for a certain tradeoff between spatial and temporal resolution of
the video signal. The encoder shall signal its default tradeoff at the beginning of the call and shall
indicate whether it is capable of responding to decoder requests to change this tradeoff. The
transmission method for these signalsis by external means (for example, Recommendation H.245).

4.4 For ced updating

This function is achieved by forcing the use of the INTRA mode of the coding a gorithm. The update
pattern is not defined. To control the accumulation of inverse transform mismatch error, each
macroblock shall be coded in INTRA mode at least once every 132 times when coefficients are
transmitted for this macroblock in P-pictures. A similar requirement applies when using optional
EP-pictures (see Annex O), for which each macroblock shall be coded in an INTRA or upward mode
at least once every 132 times when coefficients are transmitted for the macrobl ock.

45 Byte alignment of start codes

Byte dignment of start codes is achieved by inserting a stuffing codeword consisting of less than
8 zero-bits before the start code such that the first bit of the start code is the first (most significant)
bit of a byte. A start code is therefore byte aligned if the position of its most significant bit is a
multiple of 8 bits from the first bit in the H.263 bitstream. All picture, slice, and EOSBS start codes
shall be byte aligned, and GOB and EOS start codes may be byte aligned.

NOTE 1 — The number of bits spent for a certain picture is variable but always a multiple of 8 bits.

NOTE 2 — H.324requiresH.263 encodergo align picture start codes with the start ofilmag infornmation
units passed to the Adaptation Layer (AL_SDU's).

5 Syntax and semantics

The video syntax is arranged in a hierarchical structure with four primary layers. From top to bottom
the layers are:

. Picture;

. Group of Blocks, or slice, or vidgmcture segment;
. Macroblock;

. Block.
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The syntax diagram is shown in Figure 6. A guide for interpretation of the diagram consists of the
following:

1)

2)
3)

4)

5)

6)

7)

8)

Arrow paths show the possible flows of syntax elements. Any syntax element which has zero
length is considered absent for arrow path diagramming purposes (thus, for example, thereis
an arrow path bypassing PSTUF despite the mandatory nature the PSTUF field since the
length of the PSTUF field may be zero).

Abbreviations and semantics for each syntax element are as defined in later clauses.

The set of syntax elements and arrow paths shown using thick solid lines denotes the syntax
flow of the "baselineg’ mode of operation, without the use of any optional enhancements.
(This syntax was aso present in the Version 1 of this Recommendation, and remains
unchanged in any way.)

The set of syntax elements and arrow paths shown using thick dotted lines denotes the
additional elements in the syntax flow of the optional enhancements which have been
present in both Version 1 and Version 2 of this Recommendation. (This syntax remains
unchanged in any way.)

The set of syntax elements and arrow paths shown using thin solid lines denotes the
additional new elements in the syntax flow of the optional enhancements which are specific
to the additional optional features added in Version 2. (This syntax was not present in
Version 1)

Syntax element fields shown with square-edged boundaries indicate fixed-length fields, and
those with rounded boundaries indicate variable-length fields. One syntax element
(DQUANT) is shown with both types of boundaries, because it can have either a variable or
fixed length.

A fixed-length field is defined to be a field for which the length of the field is not dependent
on the data in the content of the field itself. The length of thisfield is either always the same,
or is determined by the prior datain the syntax flow.

The term "layer" is used to refer to any part of the syntax which can be understood and
diagrammed as a distinct entity.

Unless specified otherwise, the most significant bit is transmitted first. Thisis bit 1 and is the left
most bit in the code tables in this Recommendation. Unless specified otherwise, al unused or spare
bits are set to "1". Spare bits shall not be used until their functions are specified by the ITU-T.
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Figure 6/H.263 (part 1 of 7) — Syntax diagram for the video bitstream
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Figure 6/H.263 (part 2 of 7) — Syntax diagram for the video bitstream
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Figure 6/H.263 (part 3 of 7) — Syntax diagram for the video bitstream
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Figure 6/H.263 (part 4 of 7) — Syntax diagram for the video bitstream
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Figure 6/H.263 (part 5 of 7) — Syntax diagram for the video bitstream
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Figure 6/H.263 (part 6 of 7) — Syntax diagram for the video bitstream
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Figure 6/H.263 (part 7 of 7) — Syntax diagram for the video bitstream
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51 Picture layer

Data for each picture consists of a picture header followed by data for Group of Blocks or for dlices,
eventually followed by an optional end-of-sequence code and stuffing bits. The structure is shown in
Figure 7 for pictures that do not include the optional PLUSPTY PE data field. PSBI is only present if
indicated by CPM. TRg and DBQUANT are only present if PTY PE indicates use of the "PB-frame"
mode (unless the PLUSPTY PE field is present and the use of DBQUANT is indicated therein).

The optiona PLUSPTY PE data field is present when so indicated in bits 6-8 of PTYPE. When
present, an additional set of dataisincluded in the bitstream, which immediately follows PTY PE and
precedes PQUANT. In addition, the CPM and PSBI fields are moved forward in the picture header
when PLUSPTY PE is present, so that they appear immediately after PLUSPTY PE rather than being
located after PQUANT. The format for the additional data following PLUSPTYPE is shown in
Figure 8. All fields in this additional picture header data after PLUSPTY PE are optional, depending
on whether their presence is indicated in PLUSPTYPE. When the Slice Structured mode (see
Annex K) isin use, dices are substituted for GOBs in the location shown in Figure 7.

Combinations of PSUPP and PEI may not be present, and may be repeated when present. EOS and
EOSBS+ESBI may not be present, while ESTUF may be present only if EOS or EOSBS is present.
EOS shall not be repeated unless at least one picture start code appears between each pair of EOS
codes. Picture headers for dropped pictures are not transmitted.

I

PSC| TR | PTYPE [PQUANT|CPM |PSBI| TRz | DBQUANT | PEI PSUPP | PEI GOBs | ESTUF |[EOS | PSTUF

T1602790-97

Figure 7/H.263 — Structure of picture layer (without optional PLUSPTYPE-related fields)

. | PLUSPTYPE | CPM | PSBI |CPFMT | EPAR|CPCFC|ETR| UUI | SSS

ELNUMRLNUM|RPSMF| TRP | TRP| BCI BCM

A

RPRP| ...

T1605280-98

Figure 8/H.263 — Structure of optional PLUSPTYPE-related fields
(located immediately after PTYPE when present)

5.1.1 Picture Start Code (PSC) (22 bits)

PSC is aword of 22 hits. Its value is 0000 0000 0000 0000 1 00000. All picture start codes shall be
byte aligned. This shall be achieved by inserting PSTUF bits as necessary before the start code such
that the first bit of the start codeis the first (most significant) bit of a byte.
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5.1.2 Temporal Reference (TR) (8 bits)

The value of TR is formed by incrementing its value in the temporally previous reference picture
header by one plus the number of skipped or non-reference pictures at the picture clock frequency
since the previoudly transmitted one. The interpretation of TR depends on the active picture clock
frequency. Under the standard CIF picture clock frequency, TR is an 8-bit number which can have
256 possible values. The arithmetic is performed with only the eight LSBs. If a custom picture clock
frequency is signalled in use, Extended TR in 5.1.8 and TR form a 10-bit number where TR stores
the eight Least Significant Bits (LSBs) and ETR stores the two Most Significant Bits (MSBs). The
arithmetic in this case is performed with the ten LSBs. In the optional PB-frames or Improved
PB-frames mode, TR only addresses P-pictures; for the temporal reference for the B-picture part of
PB or Improved PB frames, refer to 5.1.22.

5.1.3 Typelnformation (PTYPE) (Variable Length)

Information about the compl ete picture:

- Bit 1. Always "1", in order to avoid start code emulation.

- Bit 2: Always "0", for distinction with Recommendation H.261.

- Bit 3: Split screen indicator, "0" off, "1" on.

- Bit4: Document camera indicator, "0" off, "1" on.

- Bit5: Full Picture Freeze Release, "0" off, "1" on.

- Bits 6-8: Source Brmat, '000" forbidden, 001" sub-QCF, "010" QCIF, "011" CIF,
"100" 4CIF, "101" 16CIF, "110" reserved, "111" extended PTYPE.

If bits 6-8 are not equal td 11", which indicates an ¢ended PTYPE (PUSPTYPE), the following

five bits are also present in PTYPE:

- Bit 9: Picture Coding Type, "0" INTRA (I-picture), "1" INTER (P-picture).

- Bit 10: Optional Unrestricted Motion Vector mode (see Annex D), "0" off, "1" on.

- Bit 11: Optional Syntax-based Arithmetic Coding mode (see Annex E), "0" off, "1" on.

- Bit 12: Optional Advanced Predion mode (see Annex F), "0" off, "1" on.

- Bit 13: Optional PB-frames mode (see Annex G), "0" normal I- or P-picture, "Jfepie.

Split screen indicator is a sigl that indicates that the upper and lower half of the decputare

could be displagd side byside. This bit has no direct effect on the encodinglecodingof the
picture.

Full Picture Freez Releaseis a signal from an encoder which responds to a request for packet
retransmissior(if not acknowledgd) or fast update request (see also Ani@xor picture freez
request (see also Anné&y and allows a decoder toiekom its freez picturemodeanddisplaythe
decoded picture in the normal manner.

If bits 6-8 indicate a different source format thamhi@previouspicture headerthe currentpicture
shdl be an I-picture, unless a extended PTYPE is indieted in bits 6-8 ad thecapability to usethe
optional Reference Picture Resamplinpode (see AnnexXP) has been netiated exernally
(for example Recommendation H.245).

Bits 10-13 refer to optional modes that are ardgd aftenegptiation betweenencoderanddecoder
(see also Annexes D, E, F and G, respectively). If bit 9 is set to "0", bit 13 shall be set to "0" as well.

Bits 6-8 shall not have a value o111" which indicates the presence of aneexiedPTYPE
(PLUSPTYPE) unles thecapability has been negotiated externdly (for example Recommendaion
H.245) to allow the use of a custom source format or @nmore of the other optional modes
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available only by the use of an extended PTYPE (see Annexes | through K and M through T).
Whenever hit 6-8 do not have avalue of "111", all of the additional modes available only by the use
of an extended PTY PE shall be considered to have been set to an "off" state and shall be inferred to
remain "off" unless explicitly switched on later in the bitstream.

514 PlusPTYPE (PLUSPTYPE) (Variable Length)

A codeword of 12 or 30 bits which is present only if the presence of extended PTYPE isindicated in
bits 6-8 of PTY PE.

PLUSPTY PE is comprised of up to three subfields: UFEP, OPPTY PE, and MPPTY PE. OPPTY PE
ispresent only if UFEP has a particular value.

5.1.4.1 UpdateFull Extended PTYPE (UFEP) (3 bits)

A fixed length codeword of 3 bits which is present only if "extended PTYPE" isindicated in PTYPE
bits 6-8. When set to "000", it indicates that only those extended PTY PE fields which need to be
signalled in every picture header (MPPTY PE) are included in the current picture header. When set to
"001", it indicates that all extended PTY PE fields are included in the current picture header. If the
picturetypeis INTRA or El, thisfield shall be set to "001".

In addition, if PLUSPTY PE is present in each of a continuing sequence of pictures, thisfield shall be
set to "001" at least as often as specified by a five-second or five-picture timeout period, whichever
alows a larger interval of time. More specifically, the timeout period requires UFEP ="001" to
appear in the PLUSPTY PE field (if PLUSPTY PE is present in every intervening picture) of the first
picture header with temporal reference indicating atime interval greater than or equal to five seconds
since the last occurrence of UFEP="001", or of the fifth picture after the last occurrence of
UFEP ="001" (whichever requirement allows a longer period of time as measured by temporal
reference).

Encoders should set UFEP to "001" more often in error-prone environments. Values of UFEP other
than "000" and "001" are reserved.
5.14.2 TheOptional Part of PLUSPTY PE (OPPTY PE) (18 bits)

If UFEP is"001", then the following bits are present in PLUSPTY PE:

- Bits 1-3 Source Brmat, '000" reserved, 001" sub-QCF, "010" QCIF, "011" CIF, "100"
4CIF, "101" 16CIF, "110" custom source format, "111" reserved;

- Bit 4 Optional Custom PCF, "0" CIF PCF, "1" custom PCF,;

- Bit 5 Optional UnrestrictedMotion Vector (UMV) mode(seeAnnex D), "0" off, "1"
on;

- Bit 6 Optional SyntaxbasedArithmetic Coding (SAC) mode(seeAnnex E), "0" off,
"1" on;

- Bit 7 Optional Advanced Prediction (AP) mode (see Annex F), "0" off, "1" on;

- Bit 8 Optional Advanced INTRA Coding (AIC) mode (see Annex I), "0" off, "1" on;

- Bit 9 Optional Deblocking Filter (DF) mode (see Annex J), "0" off, "1" on;

- Bit 10 Optional Slice Structured (SS) mode (see Annex K), "0" off, "1" on;

- Bit 11 Optional ReferencePicture Selection(RPS)mode (seeAnnex N), "0" off, "1"
on;

- Bit 12 Optional Independensegnent Decoding(ISD) mode (seeAnnex R), "0" off,
"1" on;
- Bit 13 Optional Alternative INTER VLC (AIV) mode (see Annex S), "0" off, "1" on;
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- Bit 14 Optional Modified Quantization (MQ) mode (see Annex T), "0" off, "1" on;
- Bit 15 Equal to "1" to prevent start code emulation;

- Bit 16 Reserved, shall be equal to "0";

- Bit 17 Reserved, shall be equal to "0";

- Bit 18 Reserved, shall be equal to "0".

5.1.4.3 Themandatory part of PLUSPTYPE when PLUSPTY PE present (MPPTY PE)
(9 bits)

Regardless of the value of UFEP, the following 9 bits are also present in PLUSPTYPE:
- Bits 1-3 Picture Type Code:

"000" I-picture (INTRA),

"001" P-picture (INTER),

"010" Improved B-frame (see Annex M),

"011" B-picture (see Annex O),

"100" El-picture (see Annex O),

"101" EP-picture (see Annex O),

"110" Reserved,

"111" Reserved;

- Bit 4 Optional ReferencdPictureResamplingRPR)mode(seeAnnexP), "0" off, "1"
on;

- Bit 5 Optional Reduced-Resolutiobpdate(RRU) mode(seeAnnex Q), "0" off, "1"
on;

- Bit 6 Rounding Type (RTYPE) (see 6.1.2);

- Bit 7 Reserved, shall be equal to "0";

- Bit 8 Reserved, shall be equal to ;'0"

Bit 9 Equal to 1" to prevent start code emulation.

The encoder should control the roundibgpe so that Pictures, inproved MB-frames, and
EP-pictures have different values for bit 6 (Roundinge for P-pictures¥rom their reference
pictures for motion compensationit B can have an arbitramalue if the referencgictureis anl- or
an Elpicture. Bit 6 can be set to "1" onlyhen bits 1-3 indicata P-picture,ImprovedPB-frame,or
EP-picture. For other types of pictures, this bit shall always be set to "0".

5144 Thesemanticsof PLUSPTYPE

The mandatonypartof PLUSPTYPEconsistf features which are likelp be chaned on a picture-
by-picture basis. Primarijythese are the bits that indicate the pictype amongl, P, ImprovedPB,
B, El, and EP (Note that the B-frames mode aAnnex G cannotbe usedwith PLUSPTYPE present
— the mproved B-frames mode of AnneM should be used instead.) However, tladso include
indicaions for he use ofite RPR and RRU modes, athesemay change from picture to picture as
well.

Featires hat are lkely to remain in use rater than benhg changd from one picture to anoher
(except in obvious ways as discussedin 5.1.4.5) have been placed in the optional part of
PLUSPTYPE.WhenUFEPIs 000, the missingnode information is inferred from thepty of picture
and from the mode information sent in a previous PLUSPTYPE with UFEP equal to 001.
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If PLUSPTYPE is present but UFEP is 000, then:

1

2)

3)

5145

For a P-picture or Improved PB-frame (see Annex M), the pixel aspect ratio, picture width,
and picture height are unchanged from those of the reference picture.

For a temporal-scalability B-picture (see Annex O) in an enhancement layer, the Reference
Layer Number (RLNUM) is the same as the Enhancement Layer Number (ELNUM) if the
last picture sent in the enhancement layer was an El- or EP-picture. If the last picture sent in
the enhancement layer was a B-picture, the reference layer number is the same as the
reference layer number of the last B-picture. The pixel aspect ratio, picture width and picture
height are unchanged from those of the temporally subsequent reference layer picture.

Note that if temporally surrounding El- or EP-pictures exist in the same enhancement layer
as the B-picture, RLNUM (explicit or implied) shall aways be equal to ELNUM. Note also
that the pixel aspect ratio, picture width and picture height of a B-picture (explicit or
implied) shall aways be equal to those of its temporally subsequent reference layer picture.
For a SNR/Spatial scalability EP-picture (see Annex O), the pixel aspect ratio, picture width
and picture height are unchanged from those of the temporally previous reference picture in
the same enhancement layer.

Moderestrictionsfor certain picturetypesand modeinferencerules

Certain modes do not apply to certain types of pictures. Particularly, these restrictions apply:

1

2)

3)

4)

The following modes do not apply within I (INTRA) pictures. Unrestricted Motion Vector
(see Annex D), Advanced Prediction (see Annex F), Alternative INTER VLC (see Annex S),
Reference Picture Resampling (see Annex P), and Reduced-Resolution Update
(see Annex Q).

The following modes do not apply within B-pictures (see Annex O): Syntax-based
Arithmetic Coding (see Annex E), Deblocking Filter (see Annex J), and Advanced
Prediction (see Annex F).

The following modes do not apply within El-pictures (see Annex O): Unrestricted Motion
Vector (see Annex D), Syntax-based Arithmetic Coding (see Annex E), Advanced
Prediction (see Annex F), Reference Picture Resampling (see Annex P), Reduced-Resolution
Update (see Annex Q), and Alternative INTER VLC (see Annex S).

The following modes do not apply within EP-pictures (see Annex O): Syntax-based
Arithmetic Coding (see Annex E) and Advanced Prediction (see Annex F).

One or more of the modes listed in the above four-item list may have a mode flag having a value "1"
in the optional part of PLUSPTY PE within a picture of atype that is prohibited for that mode (types
[, B, El, or EP). This condition is allowed and shall be interpreted subject to the mode inference rules
which follow in the next paragraph.

Mode states are subject to the following mode inference rules:

1

2)

26

Once amode flag has been set to "1" in the optional part of PLUSPTY PE, the current picture
and each subsequent picture in the bitstream shall be assigned a state of "on" for that mode.

An inferred state of "off" shall be assigned to any mode which does not apply within a
picture having the current picture type code. However, each subsequent picture in the
bitstream shall have an inferred state of "on" for that mode (unless this too results in an
obviousconflict — which shall be resolved in the same Wwaly the case of lagred scalable
bitstreams (s Annex O), themodestae shadl be inferred only from within thesame layer
of the bitstream.
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3) The inference of state shall continue until a picture in the same layer that either contains the
optional part of PLUSPTYPE or does not contain PLUSPTYPE at all is sent. If a new
picture containing the optiona part of PLUSPTYPE is sent, the state sent in the new
message shall override the old state. If a picture is sent which does not contain PLUSPTY PE
(apicture in which bits 6-8 of PTYPE is not "111"), a state of "off" shall be assigned to all
modes not explicitly set to "on" in the PTY PE field, and all modes shall continue to have an
inferred state of "off" until a new picture containing the optional part of PLUSPTYPE is
sent.

4) Two modes do not require mode state inference, since the mode flags for these modes appear
in the mandatory part of PLUSPTY PE. These are the Reference Picture Resampling mode
(Annex P) and the Reduced-Resolution Update mode (Annex Q). The mode flag for either of
these modes shall not be set unless the current picture allows the use of the mode. For
example, the Reduced-Resolution Update mode bit shall not be set in an INTRA picture.

5146 Modeinteraction restrictions

Certain modes cannot be used in combination with certain other modes.

1) The Syntax-based Arithmetic Coding mode (see Annex E) shall not be used with the
Alternative INTER VLC mode (see Annex S) or the Modified Quantization mode
(see Annex T).

2) If PLUSPTYPE is present, the Unrestricted Motion Vector mode (see Annex D) shall not be
used with the Syntax-based Arithmetic Coding mode (see Annex E).

3) The Independent Segment Decoding mode (see Annex R) shall not be used with the
Reference Picture Resampling mode (see Annex P).

4) The Independent Segment Decoding mode (see Annex R) shall not be used with the Slice
Structured mode without the simultaneous use of the Rectangular Slice submode of the Slice
Structured mode (see Annex K).

5.1.4.7 Thepictureheader location of CPM (1 bit) and PSBI (2 bits)

The location of the CPM and PSBI fields in the picture header depends on whether or not
PLUSPTYPE is present (see 5.1.20 and 5.1.21). If PLUSPTYPE is present, then CPM follows
immediately after PLUSPTYPE in the picture header. If PLUSPTYPE is not present, then CPM
follows immediately after PQUANT in the picture header. PSBI aways follows immediately after
CPM (if CPM ="1").

5.1.5 Custom Picture Format (CPFMT) (23 bits)

A fixed length codeword of 23 bits that is present only if the use of a custom picture format is
signalled in PLUSPTY PE and UFEPis’001'. When present, CPFMT consists of:

- Bits 1-4  Pixel Aspect Raio Code A 4-bit index to the PAR value in Table 5. For
extended PAR, the exact pixel aspectrato shal be spedied n EPAR
(see5.1.6);

- Bits 5-13 Picture Wdth Indication: Rang [0,...,511] Number of piels per
line = (PWI+ 1) * 4;

- Bit 14 Equal to "1" to prevent start code emulation;
- Bits 15-23 Picture Height Indication: Range [1, ..., 288]; Number of lines =*RHI
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Table 5/H.263 — PAR code definition

PAR code Pixel aspect ratios
0000 Forbidden
0001 1:1 (Square)
0010 12:11 (CIF for 4:3 picture)
0011 10:11 (525-type for 4:3 picture)
0100 16:11 (CIF stretched for 16:9 picture)
0101 40:33 (525-type stretched for 16:9 picture)
0110-1110 Reserved
1111 Extended PAR

5.1.6 Extended Pixel Aspect Ratio (EPAR) (16 bits)

A fixed length codeword of 16 bits that is present only if CPFMT is present and extended PAR is
indicated therein. When present, EPAR consists of:

- Bits 1-8  PAR Width: "0" is forbidden. The natural binary representatiorof the PAR
width;

- Bits 9-16 PAR Height: "0" is forbidden. The natural binary representatiorof the PAR
height.

The PAR Width and PAR Height shall be relatively prime.

5.1.7 Custom Picture Clock Frequency Code (CPCFC) (8 bits)

A fixed lengh codewordof 8 bits that is present onif PLUSPTYPE is present and BP is 001
and a custom picture clock frequerisysignalled in PIUSPTYPE. When present, CPQ@Fconsists
of:

- Bit 1 Clock Conversion Code0" indicates a clock conversion factfr1000and"1"
indicates 1001;

- Bits 2-8  Clock Divisor: "0" is forbidden.The naturalbinary representatiorf the value
of the clock divisor.

The custom picture clock frequendy gven by 1 800000/(clock divisor * clock conversion
factor)Hz.

The temporal reference counter shall count in units ofrterseof the picture clock frequency in
seconds. Wen the PCFhangs from that specified for the previous picture, the temporal reference
for the currentpicture i measuredn terms of he prior PCF, so hat the new PCF takeseffect only

for the temporal reference interpretation of future pictures.

5.1.8 Extended Temporal Reference (ETR) (2 bits)

A fixed lengh codeword of 2 bits which is present orilya custompictureclock frequencyis in use
(regardless of the value of UFEP). It is the two MSBs of the 10-bit number defined in 5.1.2.
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5.1.9 Unlimited Unrestricted Motion Vectors Indicator (UUI) (Variablelength)

A variable length codeword of 1 or 2 bits that is present only if the optional Unrestricted Motion
Vector mode is indicated in PLUSPTYPE and UFEP is 001. When UUI is present it indicates the
effective limitation of the range of the motion vectors being used.

- UUI ="1" The motion vector range is limited according to Tables D.1 and D.2.
- UUI = "01" The motion vector range is not limited except by the picture size.

5.1.10 Slice Structured Submode bits (SSS) (2 bits)

A fixed lengh codeword of 2 bits which is present onfythe optional Slice Structured mode
(seeAnnexK) is indicatedin PLUSPTYPE and UEP is 001.1 the Slice Structured mode is in use
but UFEP is not 001, the last values sent for SSS shall remain in effect.

- Bit1 Rectangular Slices, "0" indicates free-running slices, "1" indicates rectangular slices;
- Bit 2 Arbitrary Slice Ordering, "0" indicates sequential order, "1" indicates arbitrary order.

5.1.11 Enhancement Layer Number (ELNUM) (4 bits)

A fixed lengh codeword of 4 bits which is present oiflyhe optional Temporal, SNR, and Spatial
Salability modeis in use(regardless of thevaue of UFEP). The particular enhancement layer is
identified by an enhancement lay number, ENUM. Picture correspondence betwelayers is
acheved via the temporal reference. Rture ske is either indicatd within eachenhancerant layer
using the existing soure format fields or is infered by the relationshipto the reference layer. The
first enhancement lay above the base layis desigated as Enhancemengyter Number2, andthe
base layer has number 1.

5.1.12 Reference Layer Number (RLNUM) (4 bits)

A fixed lengh codeword of 4 bits which is present oiflyhe optional Temporal, SNR, and Spatial
Scalabilitymodeis in use (see Anne®) and UFEP is 001. The lay number for the pictures used as
reference anchors is identified lay Reference dyer Number (RINUM). Time correspondence
between layers is achieved via the temporal reference.

Note that for Bpictures in an enhancement éayavingtemporallysurroundingEl- or EP-pictures
which are present in the same enhancement layer, RLNUM shall be equal to ELNU¥irer®).

5.1.13 Reference Picture Selection Mode Flags (RPSMF) (3 bits)

A fixed lengh codewordof 3 bits thatis present onlyf the Reference Picture Selection mode is in
use and UEP is 001. Wen present, RPSMkdicates whichtype of back-channemessags are
needed byhe encoder.flthe Reference Reture Slecion node B in use butRPSMF is not present
the last value of RPSMF that was sent shall remain in effect.

- 100: neither ACK nor NACK signals needed;

- 101: need ACK signals to be returned;

- 110: need NACK signals to be returned;

- 111: need both ACK and NACK signals to be returned;
- 000-011: Reserved.
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5.1.14 Temporal Referencefor Prediction Indication (TRPI) (1 bit)

A fixed length codeword of 1 bit that is present only if the optional Reference Picture Selection
mode is in use (regardless of the value of UFEP). When present, TRPI indicates the presence of the
following TRP field:

- 0: TRP field is not present;
— 1: TRP field is present.

TRPI shall be 0 whenever the picture header indicates an |- or El-picture.

5.1.15 Temporal Referencefor Prediction (TRP) (10 bits)

When presentas ndicaied n TRPI), TRP indicats he Tenporal Reference whih is used for

prediction of the encodingxceptfor in the caseof B-pictures.For B-picturesthe picturehavingthe

temporal reference TRP is used for the prediction in the forward dire@®iadictionin thereverse-
tempord direction always use theimmediately tempordly subsquent pidure) TRP is aten-bit

number. 1 a custom picture clock frequenasas not in use for the referengieture,the two MSBs

of TRP are ero and the BBs contain the eigt-bit TR found in the picture header of treference
picture. f a custom picture clock frequeneyas in use fothe referencepicture, TRP is a ten-bit
number consisting of the concatenation of ETR and TR from the reference picture header.

When TRP is not present the nost recenttemporaly previous anchor giture shdl be used for
prediction,aswhen not in the Reference Picture Selection mode. TRP is valid until thé®8€X
GSC, or SSC.

5.1.16 Back-Channel message Indication (BCl) (Variable length)

A variable lenth field of one or two bits that is present oiilythe optional Reference Picture
Sdection modeis in use When sd to "1", this sigials thepresence of the following optiond video
Back-Channel MessadBCM) field. "01" indicatesthe absencer the endof the video back-channel
messag field. Combinationsof BCM and BCl may not be present, and mdge repeated when
present.BCl shall be set to 01" if the videomuxsubmode of the optional Reference Picture
Selection mode is not in use.

5.1.17 Back-Channel Message (BCM) (Variablelength)

The Back-Channel messagith syntax as specified in N.4.2, which is present aifilthe preceding
BCl field is present and is set to "1".

5.1.18 Reference Picture Resampling Parameters (RPRP) (Variable length)

A variable length field tha is present only if the optiond Reference Pidure Resanpling modebit is
sd in PLUSPTYPE.This field carries the paameers of the Rderence Pidure Resampling mode
(seeAnnex P). Note that the Reference Picture Resamptioge can alsbe invokedimplicitly by
the occurrenceof a picture header for arNITER coded piture having a picture ske which differs
from that of the previous encoded picture, in which case the RPRP field mesantand the
Reference Picture Resampling mode bit is not set.

5.1.19 Quantizer Information (PQUANT) (5 bits)

A fixed lengh codeword of 5 bits which indicates the quatiQUANT to be used for the picture
until updated byany subsequent GQUANT or DQUANT. The codewoi® the natural binary
representations of the values of QUANT which, being half the step sizes, range from 1 to 31.
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5.1.20 Continuous Presence Multipoint and Video Multiplex (CPM) (1 bit)

A codeword of 1 bit that signals the use of the optional Continuous Presence Multipoint and Video
Multiplex mode (CPM); "0" is off, "1" is on. For the use of CPM, refer to Annex C. CPM follows
immediately after PLUSPTYPE if PLUSPTYPE is present, but follows PQUANT in the picture
header if PLUSPTY PE is not present.

5.1.21 Picture Sub-Bitstream Indicator (PSBI) (2 bits)

A fixed length codeword of 2 bits that is only present if Continuous Presence Multipoint and Video
Multiplex mode is indicated by CPM. The codewords are the natural binary representation of the
sub-bitstream number for the picture header and al following information until the next Picture or
GOB dtart code (see dso Annex C). PSBI follows immediately after CPM if CPM is "1"
(the location of CPM and PSBI in the picture header depend on whether PLUSPTY PE is present).

5.1.22 Temporal Referencefor B-picturesin PB-frames (TRg) (3/5 bits)

TRg is present if PTYPE or PLUSPTY PE indicates "PB-frame" or "Improved PB-frame" (see aso
Annexes G and M) and indicates the number of non-transmitted or non-reference pictures
(at 29.97 Hz or the custom picture clock frequency indicated in CPCFC) since the last P- or I-picture
or P-part of a PB-or Improved PB-frame and before the B-picture part of the PB- or Improved
PB-frame. The codeword is the natural binary representation of the number of non-transmitted
pictures plus one. It is 3 bits long for standard CIF picture clock frequency and is extended to 5 bits
when a custom picture clock frequency is in use. The maximum number of non-transmitted pictures
is 6 for the standard CIF picture clock frequency and 30 when a custom picture clock frequency is
used.

5.1.23 Quantization information for B-picturesin PB-frames (DBQUANT) (2 bits)

DBQUANT s present if PTYPE or PLUSPTY PE indicates "PB-frame" or "Improved PB-frame"
(see dso Annexes G and M). In the decoding process a quantization parameter QUANT is obtained
for each macrablock. With PB-frames QUANT is used for the P-block, while for the B-block a
different quantization parameter BQUANT is used. QUANT ranges from 1 to 31. DBQUANT
indicates the relation between QUANT and BQUANT as defined in Table 6. In thistable, "/* means
division by truncation. BQUANT ranges from 1 to 31; if the value for BQUANT resulting from
Table 6 is greater than 31, it isclipped to 31.

Table 6/H.263 — DBQUANT codes and relation
between QUANT and BQUANT

DBQUANT BQUANT
00 (5 x QUANT)/4
01 (6 x QUANT)/4
10 (7 x QUANT)/4
11 (8 x QUANT)/4

5.1.24 Extra Insertion Information (PEI) (1 bit)
A bit which when set to "1" signals the presence of the following optional datafield.

5.1.25 Supplemental Enhancement Information (PSUPP) (0/8/16 ... bits)

If PEl issetto"1", then 9 bits follow consisting of 8 bits of data (PSUPP) and then another PEI bit to
indicate if a further 9 bits follow and so on. Encoders shall use PSUPP as specified in Annex L.
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Decoders which do not support the extended capabilities described in Annex L shall be designed to
discard PSUPP if PEI is set to 1. This enables backward compatibility for the extended capabilities
of Annex L so that a bitstream which makes use of the extended capabilities can also be used without
alteration by decoders which do not support those capabilities.

5.1.26 Stuffing (ESTUF) (Variablelength)

A codeword of variable length consisting of less than 8 zero-bits. Encoders may insert this codeword
directly before an EOS codeword. Encoders shall insert this codeword as necessary to attain
mandatory byte alignment directly before an EOSBS codeword. If ESTUF is present, the last bit of
ESTUF shall be the last (least significant) bit of a byte, so that the start of the EOS or EOSBS
codeword is byte aligned. Decoders shall be designed to discard ESTUF. See Annex C for a
description of EOSBS and its use.

5.1.27 End Of Sequence (EOS) (22 bits)

A codeword of 22 bits. Its value is 0000 0000 0000 0000 1 11111. It is up to the encoder to insert
this codeword or not. EOS may be byte aligned. This can be achieved by inserting ESTUF before the
EOS code such that the first bit of the EOS code is the first (most significant) bit of a byte. EOS shall
not be repeated unless at |east one picture start code appears between each pair of EOS codes.

5.1.28 Stuffing (PSTUF) (Variablelength)

A codeword of variable length consisting of less than 8 zero-bits. Encoders shall insert this codeword
for byte alignment of the next PSC. The last bit of PSTUF shall be the last (least significant) bit of a
byte, so that the video bitstream including PSTUF is a multiple of 8 bits from the first bit in the
H.263 bitstream. Decoders shall be designed to discard PSTUF.

If for some reason the encoder stops encoding pictures for a certain time-period and resumes
encoding later, PSTUF shall be transmitted before the encoder stops, to prevent that the last up to
7 hits of the previous picture are not sent until the coder resumes coding.

5.2 Group of Blocks Layer

Data for each Group of Blocks (GOB) consists of a GOB header followed by data for macroblocks.
The structure is shown in Figure 9. Each GOB contains one or more rows of macroblocks. For the
first GOB in each picture (with number 0), no GOB header shall be transmitted. For al other GOBs,
the GOB header may be empty, depending on the encoder strategy. A decoder can signal the remote
encoder to transmit only non-empty GOB headers by external means, for example Recommendation
H.245. GSTUF may be present when GBSC is present. GN, GFID and GQUANT are present when
GBSC is present. GSBI is present when CPM is"1" in the Picture header.

[ ostuF | eBsc | oN | GsBl | GAD | GQUANT | Macroblock Data |

Figure 9/H.263 — Structure of GOB layer

5.2.1 Stuffing (GSTUF) (Variable length)

A codeword of variable length consisting of less than 8 zero-bits. Encoders may insert this codeword
directly before a GBSC codeword. If GSTUF is present, the last bit of GSTUF shall be the last
(least significant) bit of a byte, so that the start of the GBSC codeword is byte aligned. Decoders
shall be designed to discard GSTUF.
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5.22 Group of Block Start Code (GBSC) (17 bits)

A word of 17 bits. Its value is 0000 0000 0000 0000 1. GOB start codes may be byte aligned. This
can be achieved by inserting GSTUF before the start code such that the first bit of the start code is
the first (most significant) bit of a byte.

5.2.3 Group Number (GN) (5 bits)

A fixed length codeword of 5 bits. The bits are the binary representation of the number of the Group
of Blocks. For the GOB with number 0, the GOB header including GSTUF, GBSC, GN, GSBI,
GFID and GQUANT is empty; as group number O is used in the PSC. Group numbers 1 through 17
are used in GOB headers of the standard picture formats. Group numbers 1 through 24 are used in
GOB headers of custom picture formats. Group numbers 16 through 28 are emulated in the dlice
header (see Annex K) when CPM ="0", and Group Numbers 25-27 and 29 are emulated in the slice
header (see Annex K) when CPM ="1". Group number 31 is used in the EOS code, and group
number 30 is used in the EOSBS code.

524 GOB Sub-Bitstream Indicator (GSBI) (2 bits)

A fixed length codeword of 2 bits that is only present if CPM is "1" in the picture header. The
codewords are the natural binary representation of the sub-bitstream number for the GOB header and
all following information until the next Picture or GOB start code (see also Annex C).

525 GOB FramelD (GFID) (2 bits)

A fixed length codeword of 2 bits. GFID shall have the same value in every GOB (or dice) header of
agiven picture. Moreover, if PTYPE asindicated in a picture header is the same as for the previous
transmitted picture, GFID shall have the same value as in that previous picture, provided
PLUSPTY PE is not present. However, if PTY PE in a certain picture header differs from the PTY PE
in the previous transmitted picture header, the value for GFID in that picture shal differ from the
value in the previous picture.

If PLUSPTY PE is present, the value of GFID shall be the same as that for the previous picture (in the
same layer) if the PTYPE, and PLUSPTYPE, and al of the present fields among CPFMT, EPAR,
CPCFC, SSS, ELNUM, RLNUM, UUI, RPSMF, and RPRP remain in effect as for the previous
picture; otherwise, GFID shall be different from that for the previous picture.

5.2.6 Quantizer Information (GQUANT) (5 bits)

A fixed length codeword of 5 bits which indicates the quantizer QUANT to be used for the
remaining part of the picture until updated by any subsequent GQUANT or DQUANT. The
codewords are the natural binary representations of the values of QUANT which, being half the step
sizes, range from 1 to 31.

53 Macroblock layer

Datafor each macroblock consists of a macroblock header followed by datafor blocks. The structure
is shown in Figure 10. COD is only present in pictures that are not of type INTRA’, for each
macroblock in these pictures. MCBPC is present when indicated by COD or when the picture is of
type 'INTRA’. MODB is present for MB-type 0-4 if PTYPE indicates "PB-frame’. CBPY,
DQUANT, MVD and MVD.4 are present when indicated by MCBPC. CBPB and MVDB are only
present if indicated by MODB. Block Data is present when indicated by MCBPC and CBPY.
MV D4 are only present when in Advanced Prediction mode (refer to Annex F) or Deblocking Filter
mode (refer to Annex J). MODB, CBPB and MVDB are only present in PB-frames mode (refer to
Annex G). For coding of the symbols in the Syntax-based Arithmetic Coding mode, refer to
Annex E. For coding of the macroblock layer in B-, El-, and EP-pictures, see Annex O.
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COD | MCBPC | MODB | CBPB | CBPY | DQUANT | MVD | MVD2 | MVD3 | MVD4 | MVDB | Block Data

Figure 10/H.263 — Structure of macroblock layer

5.3.1 Coded macroblock indication (COD) (1 bit)

A bit which when set to "0" signals that the macroblock is coded. If set to "1", no further information
is transmitted for this macroblock; in that case the decoder shall treat the macroblock as an INTER
macroblock with motion vector for the whole block equal to zero and with no coefficient data. COD
isonly present in pictures that are not of type "INTRA", for each macroblock in these pictures.

NOTE - In Advanced Predictionmode (see Anex F), oerlapped blockmotion conpensation is also
performed if QOD is set to "1"; and in Bblockng Filter mode (see Anex J, the deblocing filter canalso
affect the values of some pixels of macroblocks having COD is set to "1".

5.3.2 Macroblock type & Coded Block Pattern for Chrominance (M CBPC) (Variable length)

MCBPC is a variable length codeword giving information about the macroblock type and the coded
block pattern for chrominance. The codewords for MCBPC are given in Tables 7 and 8. MCBPC is
always included in coded macroblocks.

Table 7/H.263 — VLC table for MCBPC (for I-pictures)

Index MBtype | CBPC Number Code
(56) of bits
0 3 00 1 1
1 3 01 3 001
2 3 10 3 010
3 3 11 3 011
4 4 00 4 0001
5 4 01 6 0000 01
6 4 10 6 0000 10
7 4 11 6 0000 11
8 Stuffing - 9 0000 0000 1
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Table 8/H.263 — VLC table for MCBPC (for P-pictures)

I ndex MB type CBPC Number Code
(56) of bits
0 0 00 1 1
1 0 01 4 0011
2 0 10 4 0010
3 0 11 6 0001 01
4 1 00 3 011
5 1 01 7 0000 111
6 1 10 7 0000 110
7 1 11 9 0000 0010 1
8 2 00 3 010
9 2 01 7 0000 101
10 2 10 7 0000 100
11 2 11 8 0000 0101
12 3 00 5 0001 1
13 3 01 8 0000 0100
14 3 10 8 0000 0011
15 3 11 7 0000 011
16 4 00 6 0001 00
17 4 01 9 000000100
18 4 10 9 0000 0001 1
19 4 11 9 00000001 0
20 Stuffing - 9 0000 0000 1
21 5 00 11 0000 0000 010
22 5 01 13 0000 0000 01100
23 5 10 13 0000 0000 0111 0
24 5 11 13 0000 0000 0111 1

An extra codeword is available in the tables for bit stuffing. This codeword should be discarded by
decoders. If an Improved PB-frameis indicated by MPPTY PE bits 1-3 and Custom Source Format is
indicated in OPPTY PE bits 1-3, then MBA shall not indicate stuffing before the first macroblock of
the picture (in order to prevent start code emulation).

The macroblock type gives information about the macroblock and which data elements are present.
Macroblock types and included elements are listed in Tables 9 and 10. Macroblock type 5 (indices
21-24 in Table 8) shall not be present unless an extended PTYPE (PLUSPTYPE) is present in the
picture header and either the Advanced Prediction mode (see Annex F) or the Deblocking Filter
mode (see Annex J) isin use, and shall not be present for the first macroblock of a picture. Also,
encoders shall not alow an MCBPC code for macroblock type 5 to immediately follow seven
consecutive zeros in the bitstream (as can be caused by particular INTRADC codes followed by
COD = 0), in order to prevent start code emulation. Codes for macroblock type 5 can be preceded by
stuffing when necessary to fulfill this requirement (for macroblocks other than the first of a picture).

Recommendation H.263 (02/98) 35

Page 47



Table 9/H.263 — Macroblock types and included data elements for normal pictures

Picture | MBtype Name COD | MCBPC | CBPY DQUANT MVD MVD,.,
type
INTER Not coded - X
INTER 0 INTER X X X X
INTER 1 INTER+Q X X X X X
INTER 2 INTER4V X X X X X
INTER 3 INTRA X X X
INTER 4 INTRA+Q X X X X
INTER 5 INTER4V+Q X X X X X X
INTER Stuffing - X X
INTRA 3 INTRA X X
INTRA 4 INTRA+Q X X X
INTRA Stuffing - X
NOTE - "X" means that the item is present in the macroblock.

Table 10/H.263 — Macroblock types and included data elements for PB-frames

Picture | MB type Name COD | MCBPC | MOD | CBPY |CBP | DQUANT | MVD | MVDB | MVD,.,
type B B

INTER | Not coded - X

INTER 0 INTER X X X X (X) X (X)

INTER 1 INTER+Q X X X X (X) X X (X)

INTER 2 INTER4V X X X X (X) X (X) X

INTER 3 INTRA X X X X (X) X (X)

INTER 4 INTRA+Q X X X X X) X X (X)

INTER 5 INTER4V+Q | X X X X (X) X X (X) X

INTER | Stuffing - X X

NOTE 1 —"X" means that the item is present in the macroblock.

NOTE 2 — CBPB and MVDB are only present if indicated by MODB.

NOTE 3 — B-blocks are always coded in INTER mode, even if the macroblock type of-thadP@block indicates INTRA.

The coded block pattern for chrominance signifies Cg and/or Cr blocks when at least one
non-INTRADC transform coefficient is transmitted (INTRADC is the dc-coefficient for INTRA
blocks, see 5.4.1), unless the optional Advanced INTRA Coding mode isin use. CBPCy = 1 if any
non-INTRADC coefficient is present for block N, else 0, for CBPCs and CBPCs in the coded block
pattern. If Advanced INTRA Coding isin use, the usage is similar, but the INTRADC coefficient is
indicated in the same way as the other coefficients (see Annex I). Block numbering is given in
Figure 5. When MCBPC = Stuffing, the remaining part of the macroblock layer is skipped. In this
case, the preceding COD = 0 is not related to any coded or not-coded macroblock and therefore the
macroblock number is not incremented. For P-pictures, multiple stuffings are accomplished by
multiple sets of COD = 0 and MCBPC = Stuffing. See Tables 7 and 8.
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5.3.3 Macroblock modefor B-blocks (MODB) (Variablelength)

MODB is present for MB-type 0-4 if PTY PE indicates "PB-frame" and is avariable length codeword
indicating whether CBPB is present (indicates that B-coefficients are transmitted for this
macroblock) and/or MV DB is present. In Table 11 the codewords for MODB are defined. MODB is
coded differently for Improved PB-frames, as specified in Annex M.

Table 11/H.263 — VLC table for MODB

Index CBPB MVDB Number Code
of bits
0 1 0
1 X 2 10
2 X X 2 11
NOTE — "X" means that the item is present in the macroblpck.

5.3.4 Coded Block Pattern for B-blocks (CBPB) (6 bits)

CBPB is only present in PB-frames mode if indicated by MODB. CBPBy = 1 if any coefficient is
present for B-block N, else O, for each bit CBPBy in the coded block pattern. Block numbering is
givenin Figure 5, the utmost left bit of CBPB corresponding with block number 1.

5.35 Coded Block Pattern for luminance (CBPY) (Variable length)

Variable length codeword giving a pattern number signifying those Y blocks in the macroblock for
which at least one non-INTRADC transform coefficient is transmitted (INTRADC is the
dc-coefficient for INTRA blocks, see 5.4.1), unless the Advanced INTRA Coding mode isin use. If
Advanced INTRA Coding is in use, INTRADC is indicated in the same manner as the other
coefficients (see Annex I).

CBPY\ = 1 if any non-INTRADC coefficient is present for block N, else O, for each bit CBPY in
the coded block pattern. Block numbering is given in Figure 5, the utmost left bit of CBPY
corresponding with block number 1. For a certain pattern CBPY y, different codewords are used for
INTER and INTRA macroblocks as defined in Table 13.

5.3.6 Quantizer Information (DQUANT) (2 bits/Variable L ength)

If the Modified Quantization mode is not in use, DQUANT is a two-bit code to define a change in
QUANT. In Table 12 the differential values for the different codewords are given. QUANT ranges
from 1 to 31; if the value for QUANT after adding the differential value islessthan 1 or greater than
31, itisclippedto 1 and 31 respectively. If the Modified Quantization mode isin use, DQUANT isa
variable length codeword as specified in Annex T.

Table 12/H.263 — DQUANT codes and differential values for QUANT

Index Differential value DQUANT
0 -1 00
1 -2 01
2 1 10
3 11
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Table 13/H.263 — VLC table for CBPY

Index | CBPY(INTRA) | CBPY(INTER) | Number of Code

(12, (12, bits
34) 34)

0 00 11 4 0011
00 11

1 00 11 5 0010 1
01 10

2 00 11 5 00100
10 01

3 00 11 4 1001
11 00

4 01 10 5 0001 1
00 11

5 01 10 4 0111
01 10

6 01 10 6 0000 10
10 01

7 01 10 4 1011
11 00

8 10 01 5 0001 0
00 11

9 10 01 6 0000 11
01 10

10 10 01 4 0101
10 01

11 10 01 4 1010
11 00

12 11 00 4 0100
00 11

13 11 00 4 1000
01 10

14 11 00 4 0110
10 01

15 11 00 2 11
11 00

5.3.7 Motion Vector Data (MVD) (Variable length)

MVD isincluded for al INTER macroblocks (in PB-frames mode aso for INTRA macroblocks) and
consists of a variable length codeword for the horizontal component followed by a variable length
codeword for the vertical component. Variable length codes are given in Table 14. If the Unrestricted
Motion Vector mode is used and PLUSPTY PE is present, motion vectors are coded using Table D.3
instead of Table 14 (see Annex D).
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Table 14/H.263 — VLC table for MVD

Index Vector | Differences| Bit number Codes
0 -16 16 13 0000 0000 0010 1
1 -15.5 16.5 13 0000 0000 0011 1
2 -15 17 12 0000 0000 0101
3 -14.5 175 12 0000 0000 0111
4 -14 18 12 0000 0000 1001
5 -135 185 12 0000 0000 1011
6 -13 19 12 0000 0000 1101
7 -125 19.5 12 0000 0000 1111
8 -12 20 11 0000 0001 001
9 -115 20.5 11 0000 0001 011
10 -11 21 11 0000 0001 101
11 -10.5 215 11 0000 0001 111
12 -10 22 11 0000 0010 001
13 -95 225 11 0000 0010 011
14 -9 23 11 0000 0010 101
15 -85 235 11 0000 0010 111
16 -8 24 11 0000 0011 001
17 =75 24.5 11 0000 0011 011
18 -7 25 11 0000 0011 101
19 -6.5 255 11 0000 0011 111
20 -6 26 11 0000 0100 001
21 -55 26.5 11 0000 0100 011
22 -5 27 10 0000 0100 11
23 -4.5 275 10 0000 0101 01
24 -4 28 10 0000 0101 11
25 -35 285 8 0000 0111
26 -3 29 8 0000 1001
27 -25 29.5 8 0000 1011
28 -2 30 7 0000 111
29 -15 30.5 5 0001 1
30 -1 31 4 0011
31 -0.5 315 3 011
32 0 1 1
33 05 -315 3 010
34 1 -31 4 0010
35 15 -30.5 5 00010
36 2 -30 7 0000 110
37 25 -29.5 8 0000 1010
38 3 -29 8 0000 1000
39 35 -28.5 8 0000 0110
40 4 -28 10 0000 0101 10
41 4.5 -27.5 10 0000 0101 00
42 5 -27 10 0000 0100 10
43 5.5 -26.5 11 0000 0100 010
44 6 -26 11 0000 0100 000
45 6.5 -25.5 11 0000 0011 110
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Table 14/H.263 — VLC table for MVD (concluded)

I ndex Vector | Differences| Bit number Codes
46 7 -25 11 0000 0011 100
47 75 -24.5 11 0000 0011 010
48 8 -24 11 0000 0011 000
49 8.5 -235 11 0000 0010 110
50 9 -23 11 0000 0010 100
51 9.5 -22.5 11 0000 0010 010
52 10 -22 11 0000 0010 000
53 105 =215 11 0000 0001 110
54 11 =21 11 0000 0001 100
55 115 -20.5 11 0000 0001 010
56 12 -20 11 0000 0001 000
57 125 -19.5 12 0000 0000 1110
58 13 -19 12 0000 0000 1100
59 135 -18.5 12 0000 0000 1010
60 14 -18 12 0000 0000 1000
61 145 -175 12 0000 0000 0110
62 15 -17 12 0000 0000 0100
63 155 -16.5 13 0000 0000 0011 0

5.3.8 Motion Vector Data (MVD2.4) (Variable length)

The three codewords MV D4 are included if indicated by PTY PE and by MCBPC, and consist each
of avariable length codeword for the horizontal component followed by a variable length codeword
for the vertical component of each vector. Variable length codes are given in Table 14. MVD,4 are
only present when in Advanced Prediction mode (see Annex F) or Deblocking Filter mode
(see Annex J).

5.3.9 Motion Vector Data for B-macroblock (MVDB) (Variable length)

MVDB is only present in PB-frames or Improved PB-frames mode if indicated by MODB, and
consists of a variable length codeword for the horizontal component followed by a variable length
codeword for the vertical component of each vector. Variable length codes are given in Table 14. For
the use of MV DB, refer to Annexes G and M.

5.4 Block layer

If not in PB-frames mode, a macroblock comprises four luminance blocks and one of each of the two
colour difference blocks (see Figure 5). The structure of the block layer is shown in Figure 11.
INTRADC is present for every block of the macroblock if MCBPC indicates macroblock type 3 or 4
(see Tables 7 and 8). TCOEF is present if indicated by MCBPC or CBPY .

In PB-frames mode, a macroblock comprises twelve blocks. First the data for the six P-blocks is
transmitted as in the default H.263 mode, then the data for the six B-blocks. INTRADC is present for
every P-block of the macroblock if MCBPC indicates macroblock type 3 or 4 (see Tables 7 and 8).
INTRADC is not present for B-blocks. TCOEF is present for P-blocks if indicated by MCBPC or
CBPY. TCOEF is present for B-blocks if indicated by CBPB.

For coding of the symbolsin the Syntax-based Arithmetic Coding mode, refer to Annex E.
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INTRADC

TCOEF |

Figure 11/H.263 — Structure of block layer

5.4.1 DC coefficient for INTRA blocks (INTRADC) (8 bits)

A codeword of 8 bits. The code 0000 0000 is not used. The code 1000 0000 is not used, the
reconstruction level of 1024 being coded as 1111 1111 (see Table 15).

Table 15/H.263 — Reconstruction levels for INTRA-mode DC coefficient

Index FLC Reconstruction level
into inversetransform

00000001 (1) 8
00000010 (2) 16
00000011 (3) 24

126 01111111 (127) 1016

127 11111111 (255) 1024

128 1000 0001 (129) 1032

252 11111101 (253) 2024

253 1111 1110 (254) 2032

5.4.2 Transform Coefficient (TCOEF) (Variable length)

The most commonly occurring EVENTS are coded with the variable length codes given in Table 16.
Thelast bit "s" denotes the sign of the level, "0" for positive and "1" for negative.

An EVENT is a combination of a last non-zero coefficient indication (LAST; "0": there are more
non-zero coefficientsin this block, "1": thisis the last non-zero coefficient in this block), the number
of successive zeros preceding the coded coefficient (RUN), and the non-zero value of the coded

coefficient (LEVEL).

The remaining combinations of (LAST, RUN, LEVEL) are coded with a 22-bit word consisting of
7 bits ESCAPE, 1 bit LAST, 6 bits RUN and 8 bits LEVEL. Use of this 22-bit word for encoding the
combinations listed in Table 16 is not prohibited. For the 8-bit word for LEVEL, the code 0000 0000
is forbidden, and the code 1000 0000 is forbidden unless the Modified Quantization mode is in use
(see Annex T). The codes for RUN and for LEVEL are given in Table 17.
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Table 16/H.263 — VLC table for TCOEF

INDEX LAST RUN ILEVEL| BITS VLC CODE
0 0 0 1 3 10s
1 0 0 2 5 1111s
2 0 0 3 7 0101 01s
3 0 0 4 8 0010 111s
4 0 0 5 9 0001 1111s
5 0 0 6 10 0001 0010 1s
6 0 0 7 10 0001 0010 Os
7 0 0 8 11 0000 1000 01s
8 0 0 9 11 0000 1000 00s
9 0 0 10 12 0000 0000 111s
10 0 0 11 12 0000 0000 110s
11 0 0 12 12 0000 0100 000s
12 0 1 1 4 110s
13 0 1 2 7 0101 00s
14 0 1 3 9 0001 1110s
15 0 1 4 11 0000 0011 11s
16 0 1 5 12 0000 0100 001s
17 0 1 6 13 0000 0101 0000s
18 0 2 1 5 1110s
19 0 2 2 9 0001 1101s
20 0 2 3 11 0000 0011 10s
21 0 2 4 13 0000 0101 0001s
22 0 3 1 6 0110 1s
23 0 3 2 10 0001 0001 1s
24 0 3 3 11 0000 0011 01s
25 0 4 1 6 0110 0s
26 0 4 2 10 0001 0001 Os
27 0 4 3 13 0000 0101 0010s
28 0 5 1 6 0101 1s
29 0 5 2 11 0000 0011 00s
30 0 5 3 13 0000 0101 0011s
31 0 6 1 7 0100 11s
32 0 6 2 11 0000 0010 11s
33 0 6 3 13 0000 0101 0100s
34 0 7 1 7 0100 10s
35 0 7 2 11 0000 0010 10s
36 0 8 1 7 0100 01s
37 0 8 2 11 0000 0010 01s
38 0 9 1 7 0100 00s
39 0 9 2 11 0000 0010 00s
40 0 10 1 8 0010 110s
41 0 10 2 13 0000 0101 0101s
42 0 11 1 8 0010 101s
43 0 12 1 8 0010 100s
44 0 13 1 9 0001 1100s
45 0 14 1 9 0001 1011s
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Table 16/H.263 — VLC table for TCOEF(continued)

INDEX LAST RUN ILEVEL| BITS VLC CODE
46 0 15 1 10 0001 0000 1s
47 0 16 1 10 0001 0000 0s
48 0 17 1 10 00001111 1s
49 0 18 1 10 0000 1111 0s
50 0 19 1 10 0000 1110 1s
51 0 20 1 10 0000 1110 0s
52 0 21 1 10 0000 1101 1s
53 0 22 1 10 0000 1101 Os
54 0 23 1 12 0000 0100 010s
55 0 24 1 12 0000 0100 011s
56 0 25 1 13 0000 0101 0110s
57 0 26 1 13 0000 0101 0111s
58 1 0 1 5 0111s
59 1 0 2 10 0000 1100 1s
60 1 0 3 12 0000 0000 101s
61 1 1 1 7 0011 11s
62 1 1 2 12 0000 0000 100s
63 1 2 1 7 0011 10s
64 1 3 1 I 0011 01s
65 1 4 1 I 0011 00s
66 1 5 1 8 0010 011s
67 1 6 1 8 0010 010s
68 1 I 1 8 0010 001s
69 1 8 1 8 0010 000s
70 1 9 1 9 0001 1010s
71 1 10 1 9 0001 1001s
72 1 11 1 9 0001 1000s
73 1 12 1 9 0001 0111s
74 1 13 1 9 0001 0110s
75 1 14 1 9 0001 0101s
76 1 15 1 9 0001 0100s
77 1 16 1 9 0001 0011s
78 1 17 1 10 0000 1100 0s
79 1 18 1 10 00001011 1s
80 1 19 1 10 0000 1011 0s
81 1 20 1 10 0000 1010 1s
82 1 21 1 10 0000 1010 0s
83 1 22 1 10 0000 1001 1s
84 1 23 1 10 0000 1001 0s
85 1 24 1 10 0000 1000 1s
86 1 25 1 11 0000 0001 11s
87 1 26 1 11 0000 0001 10s
88 1 27 1 11 0000 0001 01s
89 1 28 1 11 0000 0001 00s
90 1 29 1 12 0000 0100 100s
91 1 30 1 12 0000 0100 101s
92 1 31 1 12 0000 0100 110s
93 1 32 1 12 0000 0100 111s
94 1 33 1 13 0000 0101 1000s
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Table 16/H.263 — VLC table for TCOEF(concluded)

INDEX LAST RUN ILEVEL| BITS VLC CODE
95 1 34 1 13 0000 0101 1001s
96 1 35 1 13 0000 0101 1010s
97 1 36 1 13 0000 0101 1011s
98 1 37 1 13 0000 0101 1100s
99 1 38 1 13 0000 0101 1101s
100 1 39 1 13 0000 0101 1110s
101 1 40 1 13 0000 0101 1111s
102 ESCAPE 7 0000 011

Table 17/H.263 — FLC table for RUNS and LEVELS

Index Run Code Index | Level Code

0 0 000 000 - -128 see text

1 1 000 001 0 -127 1000 0001

2 2 000 010 . . .
125 -2 1111 1110

. . . 126 -1 1111 1111

63 63 111111 - 0 FORBIDDEN
127 1 0000 0001
128 2 0000 0010
253 127 0111 1111

6 Decoding process

6.1 Motion compensation

In this subclause, the motion compensation for the default H.263 prediction mode is described. For a
description of motion compensation in the Unrestricted Motion Vector mode, refer to Annex D. For
a description of motion compensation in the Advanced Prediction mode, refer to Annex F. For a
description of motion compensation in the Reduced-Resolution Update mode refer to Annex Q.

6.1.1 Differential motion vectors

The macroblock vector is obtained by adding predictors to the vector differences indicated by MVD
(see Table 14 and Table D.3). For differential coding with four vectors per macroblock, refer to
Annex F. In case of one vector per macroblock, the candidate predictors for the differential coding
are taken from three surrounding macroblocks as indicated in Figure 12. The predictors are
calculated separately for the horizontal and vertical components.

In the special cases at the borders of the current GOB, dlice, or picture, the following decision rules
are applied in increasing order:

1) When the corresponding macroblock was coded in INTRA mode (if not in PB-frames mode
with bidirectional prediction) or was not coded (COD = 1), the candidate predictor is set to
zero.
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2) The candidate predictor MV1 is set to zero if the corresponding macroblock is outside the
picture or the dlice (at the left side).

3) Then, the candidate predictors MV2 and MV3 are set to MV1 if the corresponding
macroblocks are outside the picture (at the top) or outside the GOB (at the top) if the GOB
header of the current GOB is hon-empty; or outside the slice when in Slice Structured mode.

4) Then, the candidate predictor MV 3 is set to zero if the corresponding macroblock is outside
the picture (at the right side).

For each component, the predictor is the median value of the three candidate predictors for this
component.

MV2|MV3
MV1| MV
I I
I I
MV2|MV3 MV1 MV MV2|(0,0)
(0,0) | MV MV1| MV MV1 MV

| |
| l
———————— Picture or GOB border
MV Current motion vector
MV1  Previous motion vector
MV2  Above motion vector
MV3  Above right motion vector

T1602810-97

Figure 12/H.263 — Motion vector prediction

Advantage is taken of the fact that the range of motion vector component values is constrained. Each
VLC word for MVD represents a pair of difference values. Only one of the pair will yidd a
macroblock vector component falling within the permitted range [-16, 15.5]. A positive value of the
horizontal or vertical component of the motion vector signifies that the prediction is formed from
pixels in the previous picture which are spatialy to the right or below the pixels being predicted. If
the unrestricted mation vector mode (see Annex D) is used, the decoding of motion vectors shall be
performed as specified in D.2.

The motion vector is used for al pixels in all four luminance blocks in the macroblock. Motion
vectors for both chrominance blocks are derived by dividing the component values of the
macroblock vector by two, due to the lower chrominance format. The component values of the
resulting quarter pixel resolution vectors are modified towards the nearest half pixel position as
indicated in Table 18.

Table 18/H.263 — Modification of quarter-pixel
resolution chrominance vector components

Quarter-pixel position 0 14 12 3/4
Resulting position 0 12 12 12
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6.1.2 Interpolation for subpixel prediction

Half pixel values are found using bilinear interpolation as described in Figure 13. "/" indicates
division by truncation.

The value of RCONTROL is equa to the value of the rounding type (RTYPE) bit (bit 6) in
MPPTY PE (see 5.1.4.3), when the Source Format field (bits 6-8) in PTYPE indicates "extended
PTYPE". Otherwise RCONTROL has an implied value of 0. Regardiess of the RTY PE hit, the value
of RCONTROL isset to O for the B-part of Improved PB frames (see Annex M).

A B
X O X
a b
O O
c d
X X
c D

T1602820-97
X Integer pixel postion
O Half pixel position
a=A
b=(A+B+1-RCONTROL) /2

c=(A+C+1-RCONTROL) /2
d=(A+B+C+D+2-RCONTROL)/ 4

Figure 13/H.263 — Half-pixel prediction by bilinear interpolation

6.2 Coefficients decoding

6.2.1 Inverse quantization

The inverse guantization process is described in this subclause, except for when the optional
Advanced INTRA Coding mode is in use (see Annex ). If LEVEL = "0", the reconstruction level
REC ="0". The reconstruction level of INTRADC is given by Table 15. The reconstruction levels of
al non-zero coefficients other than the INTRADC one are given by the following formulas:

IREC| = QUANT - (2 - |LEVEL| +1) if QUANT = "odd"
IREC| = QUANT - (2 - [LEVEL| + B1  if QUANT = "even"

Notethatthis process disallows even valued numbers. This has been found to prevent accumulation
of IDCT mismatch errors. After calculation of REC| the sign is added to obtain REC:
REC = sign(LEVEL) - |REC|

Sign(LEVEL) is given by the last bit of the TCOEF code (see Table 16) or by Table 17.

6.2.2 Clipping of reconstruction levels

After inverse quantition, the reconstruction levels of all coefficients other thanNA&RADC one
are clipped to the range2048 to 2047.
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6.2.3 Zigzag positioning

The quantized transform coefficients are placed into an 8 x 8 block according to the sequence given
in Figure 14, unless the optional Advanced INTRA Coding modeisin use (see Annex |). Coefficient
1 isthe dc-coefficient.

1 2 6 7 15 16 28 29
14 17 27 30 43

9 13 18 26 31 42 44

10 12 19 25 32 41 45 54
11 20 24 33 40 46 53 55

21 23 34 39 47 52 56 61
22 35 38 48 51 57 60 62
36 37 49 50 58 59 63 64

Figure 14/H.263 — Zigzag positioning of quantized
transform coefficients

6.2.4 Inverse transform

After inverse quantization and zigzag of coefficients, the resulting 8 x 8 blocks are processed by a
separable two-dimensional inverse discrete cosine transform of size 8 by 8. The output from the
inverse transform ranges from —256 to +255 after clipping to be represented with 9 bits. The transfer
function of the inverse transform is given by:

f(X y) 42 ZC u)C(v)F uv)cosa‘r(2x+1) EIgos 2y+1)16§

u=0 v=0
withu,v,x,y=0,1,2, ..., 7
where:
X,y =  spatid coordinatesin the pixel domain,
u,v =  coordinatesin the transform domain;
C(u) = 1/4/2 foru=0, otherwise 1;
C(v) = 1/4/2 forv=0, otherwise 1.

NOTE — Within the blockbeingtransforned, x = 0 andy = 0 referto the pixel nearest the left and top edg
of the picture respectively.

The arithmetic procedures for computing the inverse transform are not defined, but should meet the
error tolerance specified in Annex A.

6.3 Reconstruction of blocks

6.3.1 Summation

After motion compensation and coefficients decoding (inverse transform included), a reconstruction
isformed for each luminance and chrominance block. For INTRA blocks, the reconstruction is equal
to the result of the inverse transformation. For INTER blocks, the reconstruction is formed by
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summing the prediction and the result of the inverse transformation. The summation is performed on
apixel basis. For the summation in the Reduced-Resolution Update mode, refer to Annex Q.

6.3.2 Clipping

To prevent quantization distortion of transform coefficient amplitudes causing arithmetic overflow in
the encoder and decoder loops, clipping functions are inserted. The clipper operates after the
summation of prediction and reconstructed prediction error on resulting pixel values less than 0 or
greater than 255, changing them to 0 and 255 respectively.

ANNEX A

Inver se transform accuracy specification

Al Generate random integer pixel data values in the range —L to +H according to the random
number generator given below ("C" version). Arrange into 8 by 8 blocks. Data set of 10 000 blocks
should each be generated for (L = 256, H = 255), (L =H =5) and (L = H = 300).

A2 For each 8 by 8 block, perform a separable, orthonormal, matrix multiply, forward discrete
cosine transform using at least 64-bit floating point accuracy.

F(uv)= —C(u)C(v)Z Z f(x,y cosg[(2x+1) H:"SHT(ZVH 16

x=0 y=0
withu,v,x,y=0,1,2,..., 7

where;
X,y =  gpatia coordinatesin the pixel domain;
uv = coordinates in the transform domain;
Cu) = 1/4/2 foru=0, otherwise 1;
C(v) = 1/+/2 for v =0, otherwise 1.

A.3 For each block, round the 64 resulting transformed coefficients to the nearest integer values.
Then clip them to the range —2048 to +2047. Thisisthe 12-bit input data to the inverse transform.

A4 For each 8 by 8 block of 12-bit data produced by A.3, perform a separable, orthonormal,
matrix multiply, inverse discrete cosine transform (IDCT) using at least 64-bit floating point
accuracy. Round the resulting pixels to the nearest integer and clip to the range —256 to +255. These
blocks of 8 x 8 pixels are the reference IDCT output data.

A.5  For each 8 by 8 block produced by A.3, apply the IDCT under test and clip the output to the
range —256 to +255. These blocks of 8 x 8 pixels are the test IDCT output data.

A.6 For each of the 64 IDCT output pixels, and for each of the 10 000 block data sets generated
above, measure the peak, mean and mean square error between the reference and the test data.

A.7 + For any pixel, the peak error should not exceed 1 in magnitude.
* For any pixel, the mean square error should not exceed 0.06.
e OQverall, the mean square error should not exceed 0.02.
» For any pixel, the mean error should not exceed 0.0d&&gnitude.
e Qverall, the mean error should not exceed 0.0015 in magnitude.

A.8  All zeros in shall produce all zeros out.
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A.9 Re-run the measurements using exactly the same data values of A.1, but change the sign on
each pixel.

"C" program for random number generation
/* L and H shall be long, that is 32 bits */
long rand (L, H

| ong L, H
{
static long randx = 1; /* long is 32 bhits */
static double z = (double) Ox7fffffff;
longi,j;
doubl e X; /* double is 64 bits */
randx = (randx * 1103515245) + 12345;
i = randx & Ox7ffffffe; /* keep 30 bits */
x = ( (double)i ) / z; /* range 0 to 0.99999 ... */
X *= (L+H+1); /* range 0 to < L+H+1 */
j =X /* truncate to integer */
return(j -VL); /* range —-LtoH */
}
ANNEX B

Hypothetical Reference Decoder

The Hypothetical Reference Decoder (HRD) is defined as follows:

B.1 The HRD and the encoder have the same clock frequency as well as the same picture clock
frequency, and are operated synchronously.

B.2 The HRD receiving buffer sizeis (B + BPPmaxKb * 1024 bits) where (BPPmaxKb * 1024)
is the maximum number of bits per picture that has been negotiated for use in the bitstream (see 3.6).
The value of B is defined as follows:

B=4 R,/ PCF

where PCF is the effective picture clock frequency, and Ry IS the maximum video bit rate during
the connection in bits per second. The effective picture clock frequency is the standard CIF picture
clock frequency unless a custom PCF is specified in the CPCFC field of the picture header. This
value for B is aminimum. An encoder may use a larger value for B, provided the larger number is
first negotiated by external means, for example Recommendation H.245.

The value for Ry depends on the system configuration (for example GSTN or ISDN, single or
multi-link) and may be equal to the maximum bit rate supported by the physical link. Negotiation of
Rmax is done by external means (for example, Recommendation H.245).

B.3 The HRD isinitialy empty.

B.4  The HRD buffer is examined at picture clock intervals (1000/PCF ms). If at least one
complete coded picture is in the buffer, then al the data for the earliest picture in bitstream order is
instantaneously removed (e.g. at t.+1 in Figure B.1). Immediately after removing the above data the
buffer occupancy must be less than B. Thisis a requirement on the coder output bitstream including
coded picture data and MCBPC and STUF stuffing but not error correction framing bits, fill indicator
(Fi), fill bits or error correction parity information described in Annex H.

For the purposes of this definition, unless the optional Temporal, SNR, and Spatial Scalability mode
is in use, a complete coded picture is one normal I- or P-picture, or a PB-frame or Improved
PB-frame.
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When the Temporal, SNR, and Spatial Scalability mode is in use (see Annex O), each enhancement
layer is given an additional HRD, for which a complete coded picture is one El-, EP-, or B-picture.
The base layer buffer shall hold the bits of the picture header as they arrive, until a sufficient amount
of the picture header has arrived to determine whether the picture is a base layer or enhancement
layer picture, and the number of the enhancement layer. When it can be determined that the arriving
picture belongs to an enhancement layer, all bits for that picture shall be instantly transferred to the
appropriate enhancement layer HRD, and any later bits which arrive continue to be placed into the
enhancement layer HRD until a sufficient amount of some new picture header has arrived to
determine that the bitstream should again be re-routed into another HRD buffer. The process of
enhancement layer identification is instantaneous and asynchronous, independent of the picture clock

interval checking times.
To meet this requirement the number of bits for the (n+ 1)th coded picture d..; must satisfy:

tn+l

d=b,+ J’R(t)dt B
tn

where:
b, isthebuffer occupancy just after timet,;
t, isthetime the nth coded picture is removed from the HRD buffer;
R(t) isthe video bit rate at timet.
HRD huffer
occupancy
(bit) thet
JROdt g
tn
o'
BI— G 7 - =
77777 ’
/ - bn+1 )
« | | | ] ~ Time
~ ' ' ' ' " (CIFinterval)
tn tn+1 T1602830-97
NOTE —Time ;- t,) is an integer number of CIF picture peiods (1/29.97, 2/29.97, 3/2997....).
Figure B.1/H.263 — HRD buffer occupancy
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ANNEX C

Considerations for multipoint
The following facilities are provided to support switched multipoint operation.

Cl Freeze picture request

Causes the decoder to freeze its displayed picture until a freeze picture release signal is received or a
time-out period of at least six seconds has expired. The transmission of this signal is by externa
means (for example, Recommendation H.245). Note that a similar command may also be sent using
supplemental enhancement information within the picture header of the video bitstream (see L.4).

C.2 Fast update request

Causes the encoder to encode its next picture in INTRA mode with coding parameters such as to
avoid buffer overflow. The transmission method for this signal is by externa means (for example
Recommendation H.245).

C.3  Freezepicturerelease

A signal from an encoder which has responded to a fast update request and allows a decoder to exit
from its freeze picture mode and display decoded pictures in the normal manner. This signa is
transmitted by PTY PE (see 5.1.3) in the picture header of the first picture coded in response to the
fast update request.

C4 Continuous Presence Multipoint and Video Multiplexing (CPM)
NOTE — Not used for Recommendation H.324.

In this Recommendation a negotiable Continuous Presence Multipoint and Video Multiplexing mode
is provided in which up to four independent H.263 bitstreams can be multiplexed as independent
"Sub-Bitstreams' in one new video bitstream with use of the PSBI, GSBI, SSBI, and ESBI fields.
Capahility exchange for this mode is done by external means (for example Recommendation H.242).
Reference Picture Selection back-channel data for responding to independent Sub-Bitstreams is
supported using the BCPM and BSBI fields.

When in CPM mode, the CPM field shall be set to "1" in each of the independent H.263 Sub-
Bitstreams. Sub-Bitstreams are identified by a stream identifier number using the Sub-Bitstream
Indicators (SBIs) in the Picture and GOB or dice and EOSBS headers of each H.263 bitstream. The
SBI indicates the number of the H.263 bitstream to which that header and al following information
until the next Picture or GOB header or dlice header in the composed video bitstream belongs.

Each Sub-Bitstream is considered as a hormal H.263 bitstream and shall therefore comply with the
capabilities that are exchanged by external means. The information for the different H.263 bitstreams
is not transmitted in any special predefined order, an SBI can have any value independent from
preceding SBIs and the picture rates for the different H.263 bitstreams may be different. The
information in each individual bitstream is also completely independent from the information in the
other bitstreams. For example, the GFID codewords in one Sub-Bitstream are not influenced by
GFID or PTYPE codewords in other Sub-Bitstreams. Similarly, the mode state inference rules when
using an extended picture type (PLUSPTY PE) in the picture header and all other aspects of the video
bitstream operation shall operate independently and separately for each Sub-Bitstream.

As amatter of convention, the Sub-Bitstream with the lowest Sub-Bitstream identifier number (sent
in SBI) is considered to have the highest priority in situations in which some conflict of resource
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requirements may necessitate a choice of priority (unless a different priority convention is established
by external means).

In order to mark the end of each Sub-Bitstream of the CPM mode, a syntax is provided as shown in
Figure C.1, provided the ability to send this added syntax is first negotiated by external means (while
CPM operation was defined in Version 1 of this Recommendation, the end of Sub-Bitstream syntax
was added in Version 2 and thus is not considered a part of Version 1 CPM operation). The end of
Sub-Bitstream syntax (ESTUF + EOSBS + ESBI) marks the end of each Sub-Bitstream, rather than
the end of the entire stream as done by an EOS code.

NOTE — No ability to negtiate PM Sub-Bitstreamoperation as defined herein foe€nmmendationH.263
was adopted into anlfU-T Reconmendations for terimals (such as RecanendationH.324) prior to the
creationof Version 2 of this Recomendation. Thus anyexternal negtiation of CPM operation adopted into
a future HSeries ternmal Reconmendation shall imly support for the end of SuBitstreamsyntax unless
otherwise specified in the H-Series terminal Recommendation.

There are three parts to the end of Sub-Bitstream syntax. Following mandatory byte alignment using
ESTUF, an EOSBS codeword of 23 bits is sent (corresponding to a GOB header with GN = 30,
which is otherwise unused in the syntax, followed by a single zero-valued bit which is reserved for
future use). The EOSBS codeword is then followed by a two-bit ESBI codeword indicating which
Sub-Bitstream is affected. This pair of codewords signifies that the sending of data for the associated
Sub-Bitstream has ended and that any subsequent data sent for the same Sub-Bitstream shall be
entirely independent from that which came before the EOSBS. In particular, the next picture for the
Sub-Bitstream after the EOSBS code shall not be an INTER picture or any other picture type which
can use forward tempora prediction (an I- or El-picture is alowed, but a P-picture, PB-frame,
Improved PB-frame, B-picture, or EP-pictureis not).

The syntax of EOSBS and ESBI is described in the following subclauses. ESTUF is described in
5.1.26.

| ESTUF | EOSBS | ESBI |

Figure C.1/H.263 — Syntax diagram for End of Sub-Bitstream Indicators

C.4.1 End Of Sub-Bitstream code (EOSBS) (23 bits)

The EOSBS code is a codeword of 23 bits. Its value is 0000 0000 0000 0000 1 11110 0. Itisup to
the encoder whether to insert this codeword or not. EOSBS should not be sent unless at least one
picture header has previously been sent for the same Sub-Bitstream indicated in the following ESBI
field, and shall not be sent unless the capability to send EOSBS has been negotiated by external
means. EOSBS codes shall be byte aligned. This is achieved by inserting ESTUF before the EOSBS
start code such that the first bit of the EOSBS start code is the first (most significant) bit of a byte
(see 5.1.26).

The EOSBS code indicates that the sending of data for the indicated Sub-Bitstream has stopped and
the Sub-Bitstream has been declared over, until re-started by issuance of another picture start code
for that Sub-Bitstream. Subsequent pictures with the same Sub-Bitstream identifier number (ESBI)
shall be completely independent of and shall not depend in any way on the pictures which were sent
prior to the EOSBS code.

Control and other information associated with the video bitstream in general without specification of
which Sub-Bitstreams these codes are meant to apply (such as a Freeze Picture Request or a Fast
Update Request sent in H.242) should be presumed to apply to all of the active Sub-Bitstreams only.
A Sub-Bitstream is considered active if at least one picture start code has been received for the
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Sub-Bitstream and the last data sent which was applicable to that Sub-Bitstream was not an EOS or
EOSBS + ESBI.

C.4.2 Ending Sub-Bitstream Indicator (ESBI) (2 bits)

ESBI is afixed length codeword of two bits which follows immediately after EOSBS. It indicates the
Sub-Bitstream number of the ending Sub-Bitstream. Its value is the natural two-bit binary
representation of the Sub-Bitstream number.

ANNEX D
Unrestricted Motion Vector mode

This annex describes the optional Unrestricted Motion Vector mode of this Recommendation. The
capability of this H.263 mode is signalled by external means (for example, Recommendation H.245).
The use of thismodeisindicated in PTYPE or PLUSPTY PE.

The range of motion vectors and the VLC table used for coding the motion vector differences for the
Unrestricted Motion Vector mode depend on whether the PLUSPTY PE field of the picture header is
present. When PLUSPTY PE is present, the range of motion vectors also depends on the picture size
and the value of the UUI field in the picture header.

D.1 Motion vector s over pictureboundaries

In the default prediction mode of this Recommendation, motion vectors are restricted such that all
pixels referenced by them are within the coded picture area (see 4.2.3). In the Unrestricted Motion
Vector mode however this restriction is removed and therefore motion vectors are allowed to point
outside the picture. When a pixel referenced by a motion vector is outside the coded picture area, an
edge pixel isused instead. This edge pixel isfound by limiting the motion vector to the last full-pixel
position inside the coded picture area. Limitation of the motion vector is performed on a pixel basis
and separately for each component of the motion vector.

For example, if the Unrestricted Motion Vector mode is used for a QCIF picture, the referenced pixel
value for the luminance component is given by the following formula:

Rumv(x,y) = R(X',¥y')

where:
X, ¥, X,y = spatia coordinatesin the pixel domain;
Rumv(x,y) = pixd value of the referenced picture at (x, y) when in Unrestricted Mation
Vector mode;
R(X',y) = pixe vaue of the referenced picture at (x', y') when in Unrestricted Motion
Vector mode;

%to if x < 0;
X'F175 ifx > 175
Hz X otherwise

%1:0 ify < 0;
y' [F143 ify > 143;
y  otherwise;
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and the coded picture area of R(x', y') is0 < x’' £ 175, 0<y' < 143. The given boundaries are integer
pixel positions; however, (X', y') can aso be a half-pixel position within these boundaries.

D.1.1 Restrictionsfor motion vector values

If PLUSPTY PE is present in the picture header, the motion vector values are restricted such that no
element of the 16 x 16 or (8 x 8) region that is selected shall have a horizontal or vertical distance
more than 15 pixels outside the coded picture area. Note that this is a smaller extrapolation range
than when PLUSPTY PE is not present.

NOTE 1 — WhenPLUSPTYPE is absent, the extrapolation rang a naximum of 31.5 pixels outside the
coded picture area when the Unrestricted Motiettdr node is used, and 16 pixetaitsidethe coded
picture area Wwen the Alvanced Prediction wde (see Anex F) isusedwithout the UnrestrictedMotion
Vector mode.

NOTE 2 — When the Alvanced Prediction wde (see Anex F) is in use, theation vector for each 18 16
or (8x 8) redon affects a largy areas, due to evappedblock motion conpensation.This can causethe
effective extrapolatiorrange to increase for the "reste" notion vectors of the Avanced Prediction wde,
since the amunt of owerlapping(4 pixels, or 8 pixels when the Redudeesolution Updatenodeis alsoin
use) adds to the aunt of extrapolation required (ew thoudp the rang of valuesallowed for eachmotion
vector remains the same as when the Advanced Prediction mode is not in use).

D.2 Extension of the motion vector range

In the default prediction mode, the values for both horizontal and vertical components of the motion
vectors are restricted to the range [-16, 15.5] (thisis also valid for the forward and backward motion
vector components for B-pictures). In the Unrestricted Motion Vector mode, however, the maximum
range for vector components is extended.

If the PLUSPTY PE field is not present in the picture header, the motion vector range is extended to
[-31.5, 31.5], with the restriction that only values that are within arange of [-16, 15.5] around the
predictor for each motion vector component can be reached if the predictor isin the range [-15.5,
16]. If the predictor is outside [-15.5, 16], al values within the range [-31.5, 31.5] with the same
sign as the predictor plus the zero value can be reached. So, if MV, is the motion vector component
and R, isthe predictor for it, then:

—315 < MV, < 0 if -31.5 < P, < 16
-16 + P, < MV, < 155 + P, if -155 < P, < 16
0 < MV, < 315 if 165 < P, < 315

In the Unrestricted Motion Vector mode, the interpretation of Table 14 for MVD, MVD,.4 and
MVDB isasfollows:

. If the predictor for the motion vector componénin the range [-15.5, 16] only the first
column of vector differences applies.

. If the predictorfor the motion vector component is outside the mfi¢l5.5, 16] the vector
difference from Table 14 shall be used that results in a vector component insidaghe
[-31.5, 31.5)with the same sign as the predictor (including zero).

The predictor for MVD and MVR, is defined as the median valokthe vectorcomponentdviVi,
MV2 and MV3 as defined in 6.1.1 and2FFor MVDB, the predictor P= (TRs x MV)/TRp, where
MV represents a vector component for an 8 * 8 luminance block in a P-picture (see also G.4).

If PLUSPTYPE is present, the motion vector mgpesot dependon the motion vectorprediction
value. If the UUI field is set to 1" the motion vector ramgdepends on the picture formabrF
standardied picture formats up to CIF the rang is [-32, 31.5] for those up to 4@ the rang is
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[-64, 63.5], and for those up to 16CIF the range is [-128, 127.5], and for even larger custom picture
formats the range is [-256, 255.5]. The horizontal and vertical motion vector ranges may be different
for custom picture formats. The horizontal and vertical ranges are specified in TablesD.1 and D.2.

Table D.1/H.263 — Horizontal motion vector range when
PLUSPTYPE present and UUI =1

Picturewidth Horizontal motion
vector range
4, ..., 352 [-32, 31.5]
356, ..., 704 [-64, 63.5]
708, ..., 1408 [-128, 127.5]
1412, ..., 2048 [-256, 255.5]

Table D.2/H.263 — Vertical motion vector range when
PLUSPTYPE present and UUI =1

Picture height Vertical motion vector
range
4, ...,288 [-32, 31.5]
292, ...,576 [-64, 63.5]
580, ..., 1152 [-128, 127.5]

In the Reduced-Resolution Update mode, the specified range applies to the pseudo motion vectors.
Thisimplies that the resulting actual motion vector range is enlarged to approximately double size
(seedso Annex Q).

If UUI is set to "01", the motion vectors are not limited except by their distance to the coded area
border as explained in D.1.1. The same limitation applies to the actual mation vectors (not just the
pseudo motion vectors) in the Reduced-Resolution Update mode.

To encode the motion vectors when PLUSPTYPE is present, Table D.3 is used to encode the
difference between the motion vector and the motion vector prediction. Every entry in Table D.3 has
asingle value (in contrast to Table 14). The motion vector range and the use of Table D.3 to encode
motion vector data apply to all picture types when PLUSPTY PE is present.

Motion vectors differences are aways coded as a pair of a horizontal and a vertical component. If a
pair equals (0.5, 0.5) six consecutive zeros are produced. To prevent start code emulation, this
occurrence shall be followed by one bit set to "1". This corresponds to sending one additional zero
motion vector component.
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Table D.3/H.263 — Motion Vector Table used when PLUSPTYPE present

Absolute value of vector difference Number Codes
in half-pixel units of bits
0 1 1
1 3 0s0
"Xo'+2 (2:3) 5 Oxo1s0
"X1Xo'+4 (4:7) 7 0x11xp1s0
"X2X1Xg"+8 (8:15) 9 0x21x11x01s0
"X3X2X1X0"'+16 (16:31) 11 0x31Xx21x11xg1s0
"X4X3XaX1X0 +32 (32:63) 13 0X41X31X21X11X01s0
"X5X4X3XoX1X0" +64 (64:127) 15 0X51X41X31X21X11X01S0
"XgX5XaX3X2X1X0'" +128 (128:255) 17 Oxp1X51X41%31%21%11Xp1s0
" X7X6X5X4X3X2X1X0' +256 (256:511) 19 Ox71X61X51X41X31X21X11X01s0
" XgX7XeX5X4X3X2X1X0 +512 (512:1023) 21 0xg1X71Xe1X51X41X31X21X11X010
"XgXgX7XeX5XaX3X2X1X0'" +1024 23 0X91Xg1x71X1X51X41X31X21X1 1X01S0
(1024:2047)
"X 10X9X8X7X6X5XaX3X2X1X0'" +2048 25 0x101X91X81X71Xe1X51X41X31X21X11X01S0
(2048:4095)

Table D.3 is a regularly constructed reversible table. Each row represents an interval of motion
vector differences in half-pét units. The bits.".x;xy" denotedl bits following the leading "1" in
the binaryrepresentation of the absolute value of the motion vector difference. Tre® dérotes
the sign of the motion vector difference, "0" for positive and "1" for negative. The binay
representdion of the motion vetor difference is intaleaved with bits that indicate if the code
continues or ends.oF example, the motion vector differencel3 has sign s =1 and binary
representation Ixixo = 1101. t is encoded as Gk x;1 X1 s0=0 11 01 11 10. The 0 in the second
position of the last group of two bits indicates the end of the code.

ANNEX E
Syntax-based Arithmetic Coding mode

E.1 I ntroduction

In the Variable Length CodingDecoding(VLC/VLD) as described in clause 5, andol is VLC
encoded using specific table based on thentax of the coder. This table piically storeslenghs
and values of the MC code words. The gybol is mapped to an entof thetablein atablelook-up
operation,and then the binargode word specified bthe entryis sent out normallyo a buffer for
transmittingto the receiver. h VLD decoding the received bitstream is matched etyyentryin a
specifictable basedon the syntax of the coder.This table must be the same as the one used in the
encodeffor encodingthe currentsymbol. The matched entip the table is then mapped back to the
correspondingymbol which is the end result of the Bldecoder and is then used for recovetimg
video pictures. This VLC/VLD processimplies that each sgnbol must be encodednto a fixed
integal number of bits. Removinthis restriction of fixd integal numberof bits for symbols can
lead to reductions of resulting bit rates, which can be achieved by arithmetic coding.
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This annex describes the optional Syntax-based Arithmetic Coding (SAC) mode of this
Recommendation. In this mode, all the corresponding variable length coding/decoding operations of
this Recommendation are replaced with arithmetic coding/decoding operations. The capability of this
H.263 mode is signalled by external means (for example, Recommendation H.245). The use of this
mode isindicated in PTY PE.

E.2 Specification of SAC encoder

In SAC mode, a symbol is encoded by using a specific array of integers (or a model) based on the
syntax of the coder and by calling the following procedure which is specified in C language.

#define ql 16384
#define g2 32768
#define q3 49152
#define top 65535

static long |ow, high, opposite_bits, |ength;
voi d encode_a_synbol (int index, int cumul _freq[ ])

{

length = high — low + 1;
high = low — 1 + (length * cumul_freq[index]) / cumul_fr eq[O];
low += (length * cumul_freqg[index+1]) / cumul_freq[0];
for (;;){
if (high < g2) {
send out a hit "0" to PSC_FIFO;
while (opposite_bits > 0) {
send out a bit "1" to PSC_FIFO;
opposite_bits—;

else if (low >=g2) {
send out a bit "1" to PSC_FIFO;
while (opposite_bits > 0) {
send out a bit "0" to PSC_FIFO;
opposite_bits—;

low —= q2;
high —= g2;

else if (low >= g1 && high < g3) {
opposite_bits += 1;

low —=q1;
high —=q1;
else break;
low *= 2;

high = 2 * high+1;

}

The values of | ow, hi gh and opposite_bits areinitialized to O, t op and O, respectively.
PSC _FI FO is a FIFO for buffering the output bits from the arithmetic encoder. The model is
specified throughcunul _freq[ ], andthesymbol is specified using itsindex in the model.
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E.3 Specification of SAC decoder

In SAC decoder, a symbol is decoded by using a specific model based on the syntax and by caling
the following procedure which is specified in C language.

static | ong | ow, high, code value, bit, length, index, cum
i nt decode_a_synbol (int cunul _freq[ ])

{

length = high — low + 1;
cum = (-1 + (code_value — low + 1) * cumul_freq[0]) / length;
for (index = 1; cumul_freqg[index] > cum; index++);
high = low — 1 + (length * cumul_freq[index—1]) / cumul_freq[O];
low += (length * cumul_freq[index]) / cumul_freq[0];
for (;;){

if (high < g2);

else if (low >=g2) {

code_value -=g2;

low —= g2;
high —= g2;
else if (low >= g1 && high <qg3){
code_value —= q1;
low —= q1;
high —=q1,
else break;
low *= 2;

high = 2 * high + 1;
get bit from PSC_FIFO;
code_value = 2 * code_value + bit;

return (index-1);

}

Again the model is specified through curmul _freq[ ]. The decoded symboal is returned through
its index in the model. PSC_FI FOis a FIFO for buffering the incoming bitstream. The decoder is
initialized to start decoding an arithmetic coded bitstream by calling the following procedure.

void  decoder_reset()

{
code value =0;
low = 0;
high = top;
for (inti=1; i<=16; i++){
get bit from PSC_FIFO;
code_value = 2 * code_value + bit;
}
}
EA4 Syntax

Asin VLC table mode of this Recommendation, the syntax of the symbols is partitioned into four
layers: Picture, Group of Blocks, Macroblock and Block. The syntax of the top three layers remain
exactly the same. The syntax of the Block layer also remains quite similar, but is illustrated in
Figure E.1.
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Block layer
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Figure E.1/H.263 — Structure of SAC Block layer

In Figure E.1, TCOEF1, TCOEF2, TCOEF3 and TCOEFr are Last-Run-Level symbols as defined in
5.4.2, and are the possible 1st, 2nd, 3rd and rest of the symbols, respectively. TCOEF1, TCOEF2,
TCOEF3 and TCOEFr are only present when one, two, three or more coefficients are present in the
block layer, respectively.

E5  PSC_FIFO

PSC_FIFO in encoder or decoder is a FIFO of size > 17 bits. In PSC_FIFO of encoder, illega
emulations of PSC and GBSC are located and are avoided by stuffing a "1" after each successive
appearance of 14 "0"s (which are not part of PSC or GBSC). In PSC_FIFO of the decoder, the first
"1" after each string of 14 "0"s is deleted; if instead a string of 14 "0"s is followed by a "0", it
indicates that a legal PSC or GBSC is detected. The exact location of the PSC or GBSC is
determined by the next "1" following the string of zeros.

E.6 Header layer symbols

The header layers of the syntax are considered to be those syntactical elements above the block and
macroblock layers (see Figure 6 and the syntax specification in the text). The header levels of the
basic Version 1 syntax can form three possible strings, (PSTUF)--PSC--TR--PTY PE--PQUANT--
CPM--(PSBI)--(TRB-DBQUANT)--PEI--(PSUPP--PEI--...), (GSTUF)--GBSC--GN--(GSBI)--GFID-
-GQUANT, and (ESTUF)--(EOS)--(PSTUF). In the revised syntax of Version 2, the header levels of
the syntax can have other structures (see Figure 6 and the syntax specification in the text). The
header level syntax strings are directly sent to PSC_FIFO as in the norma VLC table mode of this
Recommendation at encoder side, and are directly sent out from PSC_FIFO in the decoder after a
legal PSC, GBSC, SSC, EOS, or EOSBS is detected.

If a header is not the first in a video session, the arithmetic encoder needs to be reset before sending
the header by calling the following procedure. This procedure shall also be called at the end of a
video session if (ESTUF)--EOS [or (ESTUF)--EOSBS for the Sub-Bitstream for which the last
header was sent] is not sent.
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voi d encoder _flush( )

{
opposi te_bit s++;
if (low< qgl) {
send out a bit "0" to PSC_FIFQ
whil e (opposite_bits > 0) {
send out a bit "1" to PSC FI FQ
opposite_bits——
el se {
send out a bit "1" to PSC FI FO
whil e (opposite bits > 0) {
send out a bit "0" to PSC FI FO
opposite_bits——
}
| ow = O;
hi gh = top;
}

In the decoder, after each fixed length symbol string, proceduredecoder _r eset iscalled.

E.7 Macroblock and Block layer symbols

Models for the macroblock and block layer symbols are included in E.8. The indices as given in the
VLC tables of clause 5 are used for the indexing of the integers in the models.

The model for COD in P-pictures is named cumf_COD. The index for COD being "0" is 0, and is 1
for COD being "1". The model for MCBPC in P-pictures is named cumf_MCBPC_no4MVQ unless
PLUSPTY PE is present in the picture header and either the Advanced Prediction mode (Annex F) or
the Deblocking Filter mode (Annex J) is in use, in which case the modd is named
cumf_MCBPC_4MVQ The indexes for MCBPC are defined in Table 7 for |-pictures and Table 8 for
P-pictures. The model for MCBPC in |-picturesis named by cumf_MCBPC_intra.

The model for MODB is cumf_MODB_G if Annex G is used or cumf MODB_M if Annex M is
used. The indexes for MODB are defined in Table 11 or Table M.1, respectively. The model for
CBPBn, n=1, 2, ..., 4, is cumf_YCBPB, and the model for CBPBn, n=5, 6, is cumf_UVCBPB,
with index O for CBPBn =0 and index 1 for CBPBn = 1.

The model for CBPY is cumf_CBPY in INTER macroblocks and cumf_CBPY _intra in INTRA
macroblocks. The model for DQUANT is cumf_DQUANT. The indexing for CBPY and DQUANT
isdefined in Tables 13 and 12, respectively.

The model for MVD, MVD,4 and MVDB is cumf MVD and the model for INTRADC is
cumf_INTRADC. Theindexing is defined in Tables 14 and 15, respectively.

A non-escaped TCOEF consists of a symbol for TCOEF1/2/3/r followed by a symbol, SIGN, for the
sign of the TCOEF. The models for TCOEF1, TCOEF2, TCOEF3 and TCOEFr in INTER blocks are
cumf_TCOEF1, cumf_TCOEF2, cumf_TCOEF3, cumf_TCOEFr. The models for INTRA blocks are
cumf_TCOEF1 intra, cumf_TCOEF2 intra, cumf_TCOEF3 intra, cumf TCOEFr_intra. For all
TCOEFs the indexing is defined in Table 16. The model for SIGN is cumf_SIGN. The indexing for
SIGN is O for positive sign and 1 for negative sign.

The models for LAST, RUN, LEVEL after ESCAPE are cumf LAST (cumf LAST intra),
cumf_RUN (cumf_RUN_intra), cumf_LEVEL (cumf_LEVEL _intra) for INTER (INTRA) blocks.
The indexing for LAST is 0 for LAST =0 and 1 for LAST =1, while the indexing for RUN and
LEVEL isdefined in Table 17.
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The model for INTRA_MODE iscumf_INTRA_AC _DC. Theindexing isdefined in Tablel.1.

E.8 SAC models
int cumf_COD[3]={ 16383, 6849, 0} ;

int cumf_MCBPC_no4MVQ[22]={ 16383, 4105, 3088, 2367, 1988, 1621, 1612, 1609, 1608, 496,
353, 195, 77, 22, 17, 12,5, 4, 3,2, 1, 0} ;

int cumf_MCBPC_4MVQ[26]={ 16383, 6880, 6092, 5178, 4916, 3965, 3880, 3795, 3768, 1491,
1190, 889, 655, 442, 416, 390, 360, 337, 334, 331, 327, 326, 88, 57, 26, 0} ;

int cumf_MCBPC _intra[10]={ 16383, 7410, 6549, 5188, 442, 182, 181, 141, 1, 0};
int cumf_MODB_G[4]={16383, 6062, 2130, 0} ;

int cumf_MODB_M[7] = {16383, 6717, 4568, 2784, 1370, 655, 0} ;

int cumf_Y CBPB[3]={ 16383, 6062, 0} ;

int cumf_UVCBPB[3]={ 16383, 491, 0};

int cumf_CBPY[17]={ 16383, 14481, 13869, 13196, 12568, 11931, 11185, 10814, 9796, 9150, 8781,
7933, 6860, 6116, 4873, 3538, 0} ;

int cumf_CBPY _intra[17]={ 16383, 13619, 13211, 12933, 12562, 12395, 11913, 11783, 11004,
10782, 10689, 9928, 9353, 8945, 8407, 7795, O};

int cumf_DQUANT[5]={ 16383, 12287, 8192, 4095, 0} ;

int cumf_MVD[65]={ 16383, 16380, 16369, 16365, 16361, 16357, 16350, 16343, 16339, 16333,
16326, 16318, 16311, 16306, 16298, 16291, 16283, 16272, 16261, 16249, 16235, 16222, 16207,
16175, 16141, 16094, 16044, 15936, 15764, 15463, 14956, 13924, 11491, 4621, 2264, 1315, 854,
583, 420, 326, 273, 229, 196, 166, 148, 137, 123, 114, 101, 91, 82, 76, 66, 59, 53, 46, 36, 30, 26, 24,
18, 14, 10, 5, O};

int cumf_INTRADC[255]={ 16383, 16380, 16379, 16378, 16377, 16376, 16370, 16361, 16360,
16359, 16358, 16357, 16356, 16355, 16343, 16238, 16237, 16236, 16230, 16221, 16220, 16205,
16190, 16169, 16151, 16130, 16109, 16094, 16070, 16037, 16007, 15962, 15938, 15899, 15854,
15815, 15788, 15743, 15689, 15656, 15617, 15560, 15473, 15404, 15296, 15178, 15106, 14992,
14868, 14738, 14593, 14438, 14283, 14169, 14064, 14004, 13914, 13824, 13752, 13671, 13590,
13515, 13458, 13380, 13305, 13230, 13143, 13025, 12935, 12878, 12794, 12743, 12656, 12596,
12521, 12443, 12359, 12278, 12200, 12131, 12047, 12002, 11948, 11891, 11828, 11744, 11663,
11588, 11495, 11402, 11288, 11204, 11126, 11039, 10961, 10883, 10787, 10679, 10583, 10481,
10360, 10227, 10113, 9961, 9828, 9717, 9584, 9485, 9324, 9112, 9019, 8908, 8766, 8584, 8426,
8211, 7920, 7663, 7406, 7152, 6904, 6677, 6453, 6265, 6101, 5904, 5716, 5489, 5307, 5056, 4850,
4569, 4284, 3966, 3712, 3518, 3342, 3206, 3048, 2909, 2773, 2668, 2596, 2512, 2370, 2295, 2232,
2166, 2103, 2022, 1956, 1887, 1830, 1803, 1770, 1728, 1674, 1635, 1599, 1557, 1500, 1482, 1434,
1389, 1356, 1317, 1284, 1245, 1200, 1179, 1140, 1110, 1092, 1062, 1044, 1035, 1014, 1008, 993,
981, 954, 936, 912, 894, 876, 864, 849, 828, 816, 801, 792, 777, 756, 732, 690, 660, 642, 615, 597,
576, 555, 522, 489, 459, 435, 411, 405, 396, 387, 375, 360, 354, 345, 344, 329, 314, 293, 278, 251,
236, 230, 224, 215, 214, 208, 199, 193, 184, 178, 169, 154, 127, 100, 94, 73, 37, 36, 35, 34, 33, 32,
31, 30, 29, 28, 27, 26, 20, 19, 18, 17, 16, 15, 9, 0};

int cumf_TCOEF1[104]={ 16383, 13455, 12458, 12079, 11885, 11800, 11738, 11700, 11681, 11661,
11651, 11645, 11641, 10572, 10403, 10361, 10346, 10339, 10335, 9554, 9445, 9427, 9419, 9006,
8968, 8964, 8643, 8627, 8624, 8369, 8354, 8352, 8200, 8192, 8191, 8039, 8036, 7920, 7917, 7800,
7793, 7730, 7727, 7674, 7613, 7564, 7513, 7484, 7466, 7439, 7411, 7389, 7373, 7369, 7359, 7348,
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7321, 7302, 7294, 5013, 4819, 4789, 4096, 4073, 3373, 3064, 2674, 2357, 2177, 1975, 1798, 1618,
1517, 1421, 1303, 1194, 1087, 1027, 960, 890, 819, 758, 707, 680, 656, 613, 566, 534, 505, 475,
465, 449, 430, 395, 358, 335, 324, 303, 295, 286, 272, 233, 215, 0} ;

int cumf_TCOEF2[104]={ 16383, 13582, 12709, 12402, 12262, 12188, 12150, 12131, 12125, 12117,
12113, 12108, 12104, 10567, 10180, 10070, 10019, 9998, 9987, 9158, 9037, 9010, 9005, 8404
8323, 8312, 7813, 7743, 7726, 7394, 7366, 7364, 7076, 7062, 7060, 6810, 6797, 6614, 6602, 6459,
6454, 6304, 6303, 6200, 6121, 6059, 6012, 5973, 5928, 5893, 5871, 5847, 5823, 5809, 5796, 5781,
5771, 5763, 5752, 4754, 4654, 4631, 3934, 3873, 3477, 3095, 2758, 2502, 2257, 2054, 1869, 1715,
1599, 1431, 1305, 1174, 1059, 983, 901, 839, 777, 733, 683, 658, 606, 565, 526, 488, 456, 434, 408,
380, 361, 327, 310, 296, 267, 259, 249, 239, 230, 221, 214, 0},

int cumf_TCOEF3[104]={ 16383, 13532, 12677, 12342, 12195, 12112, 12059, 12034, 12020, 12008,
12003, 12002, 12001, 10586, 10297, 10224, 10202, 10195, 10191, 9223, 9046, 8999, 8987, 8275,
8148, 8113, 7552, 7483, 7468, 7066, 7003, 6989, 6671, 6642, 6631, 6359, 6327, 6114, 6103, 5929,
5918, 5792, 5785, 5672, 5580, 5507, 5461, 5414, 5382, 5354, 5330, 5312, 5288, 5273, 5261, 5247,
5235, 5227, 5219, 4357, 4277, 4272, 3847, 3819, 3455, 3119, 2829, 2550, 2313, 2104, 1881, 1711,
1565, 1366, 1219, 1068, 932, 866, 799, 750, 701, 662, 605, 559, 513, 471, 432, 403, 365, 336, 312,
290, 276, 266, 254, 240, 228, 223, 216, 206, 199, 192, 189, 0} ;

int cumf_TCOEFr[104]={ 16383, 13216, 12233, 11931, 11822, 11776, 11758, 11748, 11743, 11742
11741, 11740, 11739, 10203, 9822, 9725, 9691, 9677, 9674, 8759, 8609, 8576, 8566, 7901, 7787,
7770, 7257, 7185, 7168, 6716, 6653, 6639, 6276, 6229, 6220, 5888, 5845, 5600, 5567, 5348, 5327,
5160, 5142, 5004, 4900, 4798, 4743, 4708, 4685, 4658, 4641, 4622, 4610, 4598, 4589, 4582, 4578,
4570, 4566, 3824, 3757, 3748, 3360, 3338, 3068, 2835, 2592, 2359, 2179, 1984, 1804, 1614, 1445,
1234, 1068, 870, 739, 668, 616, 566, 532, 489, 453, 426, 385, 357, 335, 316, 297, 283, 274, 266,
259, 251, 241, 233, 226, 222, 217, 214, 211, 209, 208, 0},

int cumf_TCOEF1_intra[104]={ 16383, 13383, 11498, 10201, 9207, 8528, 8099, 7768, 7546, 7368,
7167, 6994, 6869, 6005, 5474, 5220, 5084, 4964, 4862, 4672, 4591, 4570, 4543, 4397, 4337, 4326,
4272, 4240, 4239, 4212, 4196, 4185, 4158, 4157, 4156, 4140, 4139, 4138, 4137, 4136, 4125, 4124,
4123, 4112, 4111, 4110, 4109, 4108, 4107, 4106, 4105, 4104, 4103, 4102, 4101, 4100, 4099, 4098,
4097, 3043, 2897, 2843, 1974, 1790, 1677, 1552, 1416, 1379, 1331, 1288, 1251, 1250, 1249, 1248,
1247, 1236, 1225, 1224, 1223, 1212, 1201, 1200, 1199, 1198, 1197, 1196, 1195, 1194, 1193, 1192,
1191, 1190, 1189, 1188, 1187, 1186, 1185, 1184, 1183, 1182, 1181, 1180, 1179, 0};

int cumf_TCOEF2_intra[ 104]={ 16383, 13242, 11417, 10134, 9254, 8507, 8012, 7556, 7273, 7062,
6924, 6839, 6741, 6108, 5851, 5785, 5719, 5687, 5655, 5028, 4917, 4864, 4845, 4416, 4159, 4074,
3903, 3871, 3870, 3765, 3752, 3751, 3659, 3606, 3580, 3541, 3540, 3514, 3495, 3494, 3493, 3474,
3473, 3441, 3440, 3430, 3438, 3425, 3424, 3423, 3422, 3421, 3420, 3401, 3400, 3399, 3398, 3397,
3306, 2530, 2419, 2360, 2241, 2228, 2017, 1687, 1576, 1478, 1320, 1281, 1242, 1229, 1197, 1178,
1152, 1133, 1114, 1101, 1088, 1087, 1086, 1085, 1072, 1071, 1070, 1069, 1068, 1067, 1066, 1065,
1064, 1063, 1062, 1061, 1060, 1059, 1058, 1057, 1056, 1055, 1054, 1053, 1052, 0}

int cumf_TCOEF3_intra[104]={ 16383, 12741, 10950, 10071, 9493, 9008, 8685, 8516, 8385, 8239,
82009, 8179, 8141, 6628, 5980, 5634, 5503, 5396, 5327, 4857, 4642, 4550, 4481, 4235, 4166, 4151,
3967, 3922, 3907, 3676, 3500, 3324, 3247, 3246, 3245, 3183, 3168, 3084, 3069, 3031, 3030, 3029,
3014, 3013, 2990, 2975, 2974, 2973, 2958, 2943, 2928, 2927, 2926, 2925, 2924, 2923, 2922, 2921,
2920, 2397, 2298, 2283, 1891, 1799, 1591, 1445, 1338, 1145, 1068, 1006, 791, 768, 661, 631, 630,
615, 592, 577, 576, 561, 546, 523, 508, 493, 492, 491, 476, 475, 474, 473, 472, 471, 470, 469, 468,
453, 452, 451, 450, 449, 448, 447, 446, O}
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int cumf_TCOEFr_intra[104]={ 16383, 12514, 10776, 9969, 9579, 9306, 9168, 9082, 9032, 9000,
8981, 8962, 8952, 7630, 7212, 7053, 6992, 6961, 6940, 6195, 5988, 5948, 5923, 5370, 5244, 5210,
4854, 4762, 4740, 4384, 4300, 4288, 4020, 3968, 3964, 3752, 3668, 3511, 3483, 3354, 3322, 3205,
3183, 3108, 3046, 2999, 2981, 2974, 2968, 2961, 2955, 2949, 2943, 2942, 2939, 2935, 2934, 2933,
2929, 2270, 2178, 2162, 1959, 1946, 1780, 1651, 1524, 1400, 1289, 1133, 1037, 942, 849, 763, 711,
591, 521, 503, 496, 474, 461, 449, 442, 436, 426, 417, 407, 394, 387, 377, 373, 370, 367, 366, 365,
364, 363, 362, 358, 355, 352, 351, 350, O} ;

int cumf_SIGN[3]={ 16383, 8416, 0};
int cumf_L AST[3]={16383, 9469, 0} ;
int cumf_LAST _intra[3]={ 16383, 2820, 0} ;

int cumf_RUN[65]={ 16383, 15310, 14702, 13022, 11883, 11234, 10612, 10192, 9516, 9016, 8623,
8366, 7595, 7068, 6730, 6487, 6379, 6285, 6177, 6150, 6083, 5989, 5949, 5922, 5895, 5828, 5774,
5773, 5394, 5164, 5016, 4569, 4366, 4136, 4015, 3867, 3773, 3692, 3611, 3476, 3341, 3301, 2787,
2503, 2219, 1989, 1515, 1095, 934, 799, 691, 583, 435, 300, 246, 206, 125, 124, 97, 57, 30, 3, 2, 1,
0};

int cumf_RUN_intra[ 65]={ 16383, 10884, 8242, 7124, 5173, 4745, 4246, 3984, 3034, 2749, 2607
2298, 966, 681, 396, 349, 302, 255, 254, 253, 206, 159, 158, 157, 156, 155, 154, 153, 106, 35, 34,
33, 32, 31, 30, 29, 28, 27, 26, 25, 24, 23, 22, 21, 20, 19, 18, 17, 16, 15, 14, 13, 12, 11, 10, 9, 8, 7, 6,
5,4,3,2,1,0};

int cumf_LEVEL[255]={ 16383, 16382, 16381, 16380, 16379, 16378, 16377, 16376, 16375, 16374,
16373, 16372, 16371, 16370, 16369, 16368, 16367, 16366, 16365, 16364, 16363, 16362, 16361,
16360, 16359, 16358, 16357, 16356, 16355, 16354, 16353, 16352, 16351, 16350, 16349, 16348,
16347, 16346, 16345, 16344, 16343, 16342, 16341, 16340, 16339, 16338, 16337, 16336, 16335,
16334, 16333, 16332, 16331, 16330, 16329, 16328, 16327, 16326, 16325, 16324, 16323, 16322
16321, 16320, 16319, 16318, 16317, 16316, 16315, 16314, 16313, 16312, 16311, 16310, 16309
16308, 16307, 16306, 16305, 16304, 16303, 16302, 16301, 16300, 16299, 16298, 16297, 16296
16295, 16294, 16293, 16292, 16291, 16290, 16289, 16288, 16287, 16286, 16285, 16284, 16283,
16282, 16281, 16280, 16279, 16278, 16277, 16250, 16223, 16222, 16195, 16154, 16153, 16071,
15989, 15880, 15879, 15878, 15824, 15756, 15674, 15606, 15538, 15184, 14572, 13960, 10718,
7994, 5379, 2123, 1537, 992, 693, 611, 516, 448, 421, 380, 353, 352, 284, 257, 230, 203, 162, 161,
160, 133, 132, 105, 104, 103, 102, 101, 100, 99, 98, 97, 96, 95, 94, 93, 92, 91, 90, 89, 88, 87, 86, 85,
84, 83, 82, 81, 80, 79, 78, 77, 76, 75, 74, 73, 72, 71, 70, 69, 68, 67, 66, 65, 64, 63, 62, 61, 60, 59, 58,
57, 56, 55, 54, 53, 52, 51, 50, 49, 48, 47, 46, 45, 44, 43, 42, 41, 40, 39, 38, 37, 36, 35, 34, 33, 32, 31,
30, 29, 28, 27, 26, 25, 24, 23, 22, 21, 20, 19, 18, 17, 16, 15, 14, 13, 12,11, 10,9, 8,7,6,5,4, 3,2, 1
O};

int cumf_LEVEL _intra[255]={ 16383, 16379, 16378, 16377, 16376, 16375, 16374, 16373, 16372,
16371, 16370, 16369, 16368, 16367, 16366, 16365, 16364, 16363, 16362, 16361, 16360, 16359
16358, 16357, 16356, 16355, 16354, 16353, 16352, 16351, 16350, 16349, 16348, 16347, 16346
16345, 16344, 16343, 16342, 16341, 16340, 16339, 16338, 16337, 16336, 16335, 16334, 16333,
16332, 16331, 16330, 16329, 16328, 16327, 16326, 16325, 16324, 16323, 16322, 16321, 16320,
16319, 16318, 16317, 16316, 16315, 16314, 16313, 16312, 16311, 16268, 16267, 16224, 16223,
16180, 16179, 16136, 16135, 16134, 16133, 16132, 16131, 16130, 16129, 16128, 16127, 16126
16061, 16018, 16017, 16016, 16015, 16014, 15971, 15970, 15969, 15968, 15925, 15837, 15794,
15751, 15750, 15749, 15661, 15618, 15508, 15376, 15288, 15045, 14913, 14781, 14384, 13965,
13502, 13083, 12509, 12289, 12135, 11892, 11738, 11429, 11010, 10812, 10371, 9664, 9113, 8117,
8116, 8028, 6855, 5883, 4710, 4401, 4203, 3740, 3453, 3343, 3189, 2946, 2881, 2661, 2352, 2132,
1867, 1558, 1382, 1250, 1162, 1097, 1032, 967, 835, 681, 549, 439, 351, 350, 307, 306, 305, 304,
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303, 302, 301, 300, 299, 298, 255, 212, 211, 210, 167, 166, 165, 164, 163, 162, 161, 160, 159, 158,
115, 114, 113, 112, 111, 68, 67, 66, 65, 64, 63, 62, 61, 60, 59, 58, 57, 56, 55, 54, 53, 52, 51, 50, 49,
48, 47, 46, 45, 44, 43, 42, 41, 40, 39, 38, 37, 36, 35, 34, 33, 32, 31, 30, 29, 28, 27, 26, 25, 24, 23, 22,
21, 20, 19, 18, 17, 16, 15, 14, 13,12, 11, 10,9, 8, 7, 6, 5, 4, 3, 2, 1, O} ;

int cumf_INTRA_AC DC[4]={16383, 9229, 5461, 0} ;

ANNEX F
Advanced Prediction mode

F.1 I ntroduction

This annex describes the optional Advanced Prediction mode of this Recommendation, including
overlapped block motion compensation and the possibility of four maotion vectors per macroblock.
The capability of this mode is signalled by external means (for example, Recommendation H.245).
The use of this mode is indicated in PTY PE. In the Advanced Prediction mode, motion vectors are
allowed to cross picture boundaries as is the case in the Unrestricted Motion Vector mode (for the
description of this technique, refer to D.1). The extended motion vector range feature of the
Unrestricted Motion Vector mode is not automatically included in the Advanced Prediction mode,
and only is active if the Unrestricted Motion Vector mode is selected. If the Advanced Prediction
mode is used in combination with the PB-frames mode, overlapped motion compensation is only
used for prediction of the P-pictures, not for the B-pictures.

F.2 Four motion vector s per macr oblock

In this Recommendation, one motion vector per macroblock is used except when in Advanced
Prediction mode or Deblocking Filter mode. In this mode, the one/four vectors decision is indicated
by the MCBPC codeword for each macroblock. If only one motion vector is transmitted for a certain
macroblock, thisis defined as four vectors with the same value. If MCBPC indicates that four motion
vectors are transmitted for the current macroblock, the information for the first motion vector is
transmitted as the codeword MVD and the information for the three additional motion vectors is
transmitted as the codewords MV D4 (see adl'so 5.3.7 and 5.3.8).

The vectors are obtained by adding predictors to the vector differences indicated by MVD and
MVD2.4 inasimilar way as when only one motion vector per macroblock is present, according to the
decision rules given in 6.1.1. Again the predictors are calculated separately for the horizontal and
vertical components. However, the candidate predictors MV1, MV2 and MV3 are redefined as
indicated in Figure F.1. If only one vector per macroblock is present, MV1, MV2 and MV3 are
defined as for the 8 * 8 block numbered 1 in Figure 5 (this definition is given in the upper left of the
four sub-figures of Figure F.1).
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T1602850-97

Figure F.1/H.263 — Redefinition of the candidate predictors MV1, MV2 and MV3
for each of the luminance blocks in a macroblock

If four vectors are used, each of the motion vectorsis used for al pixelsin one of the four luminance
blocks in the macroblock. The numbering of the motion vectors is equivalent to the numbering of the
four luminance blocks as given in Figure 5. Motion vector MV D¢y for both chrominance blocks is
derived by calculating the sum of the four luminance vectors and dividing this sum by 8; the
component values of the resulting sixteenth pixel resolution vectors are modified towards the nearest
half-pixel position asindicated in Table F.1.

Table F.1/H.263 — Modification of sixteenth pixel resolution chrominance vector components

Sixteenth pixel
position
Resultingposition (O |O |O |2 (2 |1 |1 |2 (2 |1 |1 |1 |1 |1 |2 |2 |/2

01|23 |4|5|6 |7 |8 |9 10|11 12 13|14 |15 |/16

Half-pixel values are found using bilinear interpolation as described in 6.1.2. In Advanced Prediction
mode, the prediction for luminance is obtained by overlapped motion compensation as described in
F.3. The prediction for chrominance is obtained by applying the motion vector MV Dcpr to all pixels
in the two chrominance blocks (asit is done in the default prediction mode).

F.3 Overlapped motion compensation for luminance

Each pixel in an 8 * 8 luminance prediction block is a weighted sum of three prediction values,
divided by 8 (with rounding). In order to obtain the three prediction values, three motion vectors are
used: the motion vector of the current luminance block, and two out of four "remote” vectors:

. the motion vector of the block at thdtler right side of the current luminance block;

. the motion vector of the block above or below the current luminance block.

For each pidl, the renote motion vecors of he blocks atthe wwo nearesblock borders are used.
This meansthatfor the upper half of the block the motion vector correspondinthe block above
the current block is used, while for the lower adlthe block the motionvectorcorrespondingo the
block bdow the current blod is use (see Figure F.3). Similaly, for theleft hadf of the block the
motion vector corresponding the block at the left side of the current block is usddle for the
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right half of the block the motion vector corresponding to the block at the right side of the current
block is used (see Figure F.4).

Let (x,y) be aposition in a picture measured in integer pixel units.
Let (m,n) be an integer block index in a picture, as given by:

m=x/8 and n=y/8,
where"/" denotes division with truncation.
Let (i,j) be aninteger pixel location in an 8 x 8 block, given by:

i=x-m-8 and j=y-n-8,
resulting in:
xy)=(m- 8 +i,n- 8 +j).

Let (MVkX, Mka) be a motion vector, which may contain full-pixel or half pixel offsets, with
k=0,1,0r 2. For example, (MV*,,MV¥,) canbe equal to<7.0, 13.5). Here(MV%,, MV ?,)
denotes the motion vector for the current bl¢min), (Mle, MVly) denotes the motion vector of

the block either above or below, a(IMVZX, Mvzy) denotes the motion vetor ather to theleft or
right of the current blockm,n) as defined above.

Then te creaion of each piel, P(xy), in an 8 x 8 luminanceprediction block with block index
(m,n) is governed by the following equation:

P(xy) = (@(y) Ho(i, ) +r(xy) -Hi(i,]) +s(xy) -Ha(i,]) +4)/8,
where q(x,y), r(x,y) and sx,y) are the prediction values taken from the referenced picture as defined
by:
q(x! y) = p(X+ I\/IVOX ’ y+ MVOy)1

r(x,y)=p(x+ MV, y+MVi),
(X, Y) = p(x+ MV Z,, y+ MV 2)),

where p(x+ MVkX,y+ Mka) is the prediction value at position (x+ MVkX,y+ Mka) in the
referenced picture. Note that (x+ MV"X Y+ Mka) may be outside the picture and can be at a full

or half-pixel position. In cases using half-pixel motion vectors, p(x+ MVkX,y+ MV ky) refers to
the value obtained after the interpolation process described in 6.1.2 is applied.

The matrices Hq(i,j), Hy(,J) and H,(i,]) are defined in Figures F.2, F.3 and F.4, where (i, j)
denotes the column and row, respectively, of the matrix.

When neither the Slice Structured mode (see Annex K) nor the Independent Segment Decoding
mode (see Annex R) are in use, remote motion vectors from other video picture segments are used in
the same way as remote motion vectors inside the current GOB. If either the Slice Structured mode
or the Independent Segment Decoding mode are in use, the remote motion vectors corresponding to
blocks from other video picture segments are set to the motion vector of the current block, regardiess
of the other conditions described in the next paragraph. (See Annex R for the definition of a video
picture segment.)
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If one of the surrounding macroblocks was not coded, the corresponding remote motion vector is set
to zero. If one of the surrounding blocks was INTRA coded, the corresponding remote motion vector
is replaced by the motion vector for the current block except when in PB-frames mode. In this case
(INTRA block in PB-frame mode), the INTRA block’s motion vector is used (also see Annex G). If
the current block is at the border of the picture and therefore a surrounding block is not present, the
corresponding remote motion vector is replaced by the current motion vector. In al cases, if the
current block is at the bottom of the macroblock (for block number 3 or 4, see Figure 5), the remote
motion vector corresponding with an 8 * 8 luminance block in the macroblock below the current
macroblock is replaced by the motion vector for the current block.

The weighting values for the prediction are given in Figures F.2, F.3 and F.4.
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Figure F.2/H.263 — Weighting valuesi, for prediction with
motion vector of current luminance block
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Figure F.3/H.263 — Weighting valuestis, for prediction with motion vectors
of the luminance blocks on top or bottom of current luminance block
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Figure F.4/H.263 — Weighting valuesii,, for prediction with motion vectors
of the luminance blocks to the left or right of current luminance block

ANNEX G

PB-frames mode

G.1 Introduction

This annex describes the optional PB-frames mode of this Recommendation. The capability of this
mode is signalled by external means (for example, Recommendation H.245). The use of thismode is
indicated in PTY PE.

A PB-frame consists of two pictures being coded as one unit. The name PB comes from the name of
picture types in Recommendation H.262 where there are P-pictures and B-pictures. Thus, a PB-frame
consists of one P-picture which is predicted from the previous decoded P-picture and one B-picture
which is predicted both from the previous decoded P-picture and the P-picture currently being
decoded. The name B-picture was chosen because parts of B-pictures may be bidirectionally
predicted from the past and future pictures. The prediction processisillustrated in Figure G.1.

An improved version of the PB-frames mode, termed the "Improved PB-frames mode," is described
in Annex M. The PB-frames mode as described in this annex is retained herein only for purposes of
compatibility with systems designed prior to the adoption of the Improved PB-frames mode. For this
reason, the PB-frames mode as described in this annex cannot be used with the additional features of
the syntax which require the use of PLUSPTY PE.
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Figure G.1/H.263 — Prediction in PB-frames mode

G.2 PB-frames and INTRA blocks

When PB-frames are used, the coding mode INTRA has the following meaning (see also 5.3.2):
. The P-blocks are INTRA coded.
. The B-blocks are INTER coded with prediction as for an INTER block.

If PB-frames are used, Motion Vector Data (MVD) is included also FofRA macroblocksin
picturesfor which PTYPE indicaes "NTER". In this case, e vecbr is used for he B-blocks ony.
The codewords MVR, areneverusedfor INTRA (see also Table 10). Mgn in both the Advanced
Prediction mode and theBPframes mode, and one tife surroundingblockswascodedin INTRA
mode, the correspondimgmote motion vector is not replaced thg motion vectorfor the current
block. Instead, the remote "INTRA" motion vector is used.

G.3  Block layer

In a PB-frame, a macroblock comprises twelve blocks. First, the data for thePdnocks is
transmitted as in the default H.263 mode, then the data for thB-lsiecks (see also 5.4Yhe
structureof the block lagr is shown in Fgure 11. NTRADC is present for everf?-block of the
macroblockif MCBPC indicatesmacroblocktype 3 or 4 (see Tables 7 and 8NTIRADC is not
presentfor B-blocks. TCOEFis presentfor P-blocks if indicated by CBPC or CBPY; TCOEFis
present for B-blocks if indicated by CBPB.

G.4  Calculation of vectorsfor the B-picturein a PB-frame

The vectors for the Bpicture are calculated as follows (see also 6.1.1). Assume we have a vector
componeniMV in half-pixel units to be used in the P-picture (MV represents a vector component for
an 8 * 8 luminance blod; if only onevector pe macroblod is transmitted, MV has thesame vaue

for each of he four 8 * 8 uminance bbcks). For predtion of the B-picture weneedboth forward

and backward vector components M&dMVg. These forward and backward vector components
are derived from MV and eventually enhanced by a delta vector given by MVDB.

. TRp: The increnment of the temporal reference TR(or the conbined exended emporal
referenceETR andtemporal reference TR in amproved PBframe when a custom picture
clock frequencyis in use) from the last picture header (see 5.1f.2)R} is nagative, then
TRp = TRy + d where d = 256 for Elpicturefrequencyand 1024 for any custompicture
clock frequency.

. TRg: See 5.1.2.
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Assume that MVp is the delta vector component given by MVDB and corresponding with vector
component MV. If MVDB is not present, MVp is set to zero. If MVDB is present, the same MVp
given by MV DB is used for each of the four luminance B-blocks within the macroblock.

Now, MV and MV are given in half-pixel units by the following formulas:
MVe = (TRg x MV) / TRp + MVp
MVg =((TRs = TRp) x MV) / TRy  if MVpisequa to0
MVg = MVg- MV if MVp isunequal to O

where "/" means division by truncation. It is assumed that the scaling reflects the actual position in
time of P- and B-pictures. Advantage is taken of the fact that the range of values for MVe is
constrained. Each VLC word for MV DB represents a pair of difference values. Only one of the pair
will yield a value for MV faling within the permitted range (default [-16, 15.5]; in Unrestricted
Motion Vector mode [-31.5, 31.5]). The formulas for MV and MVg are aso used in the case of
INTRA blocks where the vector datais used only for predicting B-blocks.

For chrominance blocks, MV is derived by calculating the sum of the four corresponding luminance
MV vectors and dividing this sum by 8; the resulting sixteenth pixel resolution vector components
are modified towards the nearest half-pixel position asindicated in Table F.1. MVg for chrominance
is derived by calculating the sum of the four corresponding luminance MV vectors and dividing this
sum by 8; the resulting sixteenth pixel resolution vector components are modified towards the
nearest half-pixel position asindicated in Table F.1.

A positive value of the horizontal or vertical component of the motion vector signifies that the
prediction is formed from pixelsin the referenced picture which are spatially to the right or below the
pixels being predicted.

G5 Prediction of a B-block in a PB-frame

In this subclause a block means an 8 x 8 block. The following procedure applies for luminance as
well as chrominance blocks. First, the forward and backward vectors are calculated. It is assumed
that the P-macroblock (luminance and chrominance) is first decoded, reconstructed and clipped
(see 6.3.2). Thismacrablock is called Prec. Based on Prec and the prediction for Prec, the prediction
for the B-block is calculated.

The prediction of the B-block has two modes that are used for different parts of the block:

. For pixels where he backward veor — MV — points inside R, use bidirectional
prediction. This is obtained as the averag the forward prediction usingV relative to
the previous decoded picture, ahe backwardpredictionusingMV g relative to Prec. The
avera@ is calculated bydividing the sum of the two predictions o (division by
truncation).

. For all otherpixels, forward predictionusingMV e relative to the previous decoded picture is
used.

Figure G.2 indicateswhich part of a block is predicted bidirectionallishaded part of the-Block)
and which part with forward prediction only (rest of the B-block).
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Figure G.2/H.263 — Forward and bidirectional prediction for a B-block

Bidirectional prediction is used for s wherethe backwardvector— MVg — points inside .
These pixels are defined by the following procedures which are specified in C language.

Definitions:
nh Horizontal position of block within a macroblock (0 or 1).
nv Vertical position of block within a macroblock (0 or 1).

mh(nh,nv) Horizontal vector component of block (nh,nv) in half-pixel units.
mv(nh,nv) Vertical vector component of block (nh,nv) in half-pixel units.
mhc Horizontal chrominance vector component.

mvc Vertical chrominance vector component.

Procedurefor luminance

for (nh = 0; nh <= 1; nh++) {

for (nv = 0; nv <= 1; nv++) {
for (i = nh*8+ max(0,(—mh(nh,nv)+1)/2 — nh8) ;
i <= nh*8+ min(7,15—-(mh(nh,nv)+1)/2 — nh * 8); i++) {
for (j = nv * 8 + max(0,(—-mv(nh,nv)+1)/2 — nv8) ;
] <=nv * 8+ min(7,15—-(mv(nh,nv)+1)/2 —nv8) ; | ++) {
predict pixel (i,j) bidirectionally
}

}
}
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Procedure for chrominance

for (i = max(0, (—mhc+1)/2);i<=min(7,7—(mhc+1)/2); i++) {
for (j = max(0, (-mvc+1)/2);j<=min(7,7cmvc+1)/2); j++) {
predict pixel (i,j) bidirectionally;
}
}

Pixels not predicted bidirectionally are predicted with forward prediction only.

ANNEX H

Forward error correction for coded video signal

H.1 I ntroduction

This annex describes an optional forward error correction method (code and flarfong
transmissiorof H.263 encoded video data. This forward error correction lpeaysed in situations
where no forwad earor correction is providel by externd means, for example at the multiplex or
systemlevel. It is not used for Recommendation H.3240tB the framingand the forward error
correction code are the same as in Recommendation H.261.

H.2  Error correction framing

To allow the video data and error correction pdrifprmation to be identified bsgtdecoderanerror
correcton framng patern is included. Ths patern conssts of multiframes of eight frames, each
frame comprisingl bit framing 1 bit fill indicator (H), 492 bits of coded data (or fillll 1s) and
18bits parity (see Figre H.1). For each multiframe the frame ahgent pattern formed bthe
framing bits of the eight individual frames is:

(5:15:535455S657Se) = (00011011)

The fill indicator (F) can be set to zero lan encoder.nlthis case 492 consecutifi# bits (fill all
1s) are used instead of 492 bits of coded data. This may be used for stuffing data (see 3.6).

H.3  Error correcting code

The error correction code is aCB (511, 493) forward error correction code. Use of thisthzy
decodeiis optional. The parity is calculatedagainst a code of 493 bits, comprisitighit fill indicator
(Fi) and 492 bits of coded video data.

The generator polynomial is:
g(x) = (X9 + x4 + 1)(x9 +x6 +x4 +x3 + 1)

Example: for the input data of01111...11" (493 bits)the resulting correction parity bits are
"011011010100011011" (18ts).

H.4  Relock timefor error corrector framing

Three consecutive error correction frame ratignt patterns (24 bitghould be receivedbefore
frame lock is deemed to have been achieved. The decoder fiesaadigied suchthat framelock
will be re-established within 3d00 bits after an error corrector framing phase change.

NOTE — This assuras that the ideo data does not contain three correpthased emolations ofthe error
correction framing sequence during the relocking period.
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Transmission order ———# (515,535,5:565;Sg) = (00011011)

S Sz S3 g% S S

S Data Parity
1 493 18
Fi
1 Coded data
0 Fill (al "1")
1 492 T1602880-97

Figure H.1/H.263 — Error correcting frame

ANNEX |
Advanced INTRA Coding mode

This annex describes the optional Advanced INTRA Coding mode of this Recommendation. The
capability of this H.263 mode is signalled by external means (for example, Recommendation H.245).
The use of thismode isindicated in the PLUSPTY PE field of the picture header.

.1 Introduction

This optional mode alters the decoding of macroblocks of type "INTRA" (macroblocks of other types
are not affected). The coding efficiency of INTRA macroblocksis improved by using:

1) INTRA-block prediction using neighbouring INTRA blocks for the same component (Y, Cg,
or Cr);
2) modified inverse quantization for INTRA coefficients; and

3) aseparate VLC for INTRA coefficients.

A particular INTRA-coded block may be predicted from the block above the current block being
decoded, from the block to the left of the current block being decoded, or from both. Special cases
exigt for situations in which the neighbouring blocks are not INTRA coded or are not in the same
video picture segment. Block prediction always uses data from the same luminance or color
difference component (Y, Cg, or Cr) as the block being decoded. In prediction, DC coefficients are
always predicted in some manner. The first row of AC coefficients may be predicted from those in
the block above, or the first column of AC coefficients may be predicted from those in the block to
the left, or only the DC coefficient may be predicted as an average from the block above and the
block to the left, as signalled on a macrobl ock-by-macroblock basis. The remaining AC coefficients
are never predicted. Inverse quantization of the INTRADC coefficient is modified to allow avarying
guantization step size, unlike in the main text of this Recommendation where afixed step size of 8 is
used for INTRADC coefficients. Inverse quantization of al INTRA coefficients is performed
without a "dead-zone" in the quantizer reconstruction spacing.
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1.2 Syntax

When using the Advanced INTRA Coding mode, the macroblock layer syntax is altered as specified
in Figure 1.1. The syntax as shown in Figure 1.1 is the same as that defined in 5.3 except for the
insertion of an additional INTRA_MODE field for INTRA macroblocks. INTRA_MODE is present
only when MCBPC indicates a macroblock of type INTRA (macroblock type 3 or 4). The prediction
mode is coded using the variable length code shown in Table I.1. One prediction mode is transmitted
per INTRA macroblock.

OOD | MOBRC | INTRA MODE | MODB | CBPB | CBPY | DQUANT

Block
data

MVD | MVD, | MVD; | MVD, | MVDB

T1602890-97

Figurel.1/H.263 — Structure of macroblock layer

Table 1.1/H.263 — VLC for INTRA_MODE

Index Prediction Mode VLC
0 0 (DC Only) 0
1 1 (Vertical DC & AC) 10
2 2 (Horizontal DC & AC) 11

1.3 Decoding process

Two scans in addition to the zigzag scan are employed. The two added scans are shown in Figure 1.2
parts @) and b), and the zigzag scan is shown in Figure 14.

4 |11(12|13]|14 1 21|23 |37|39]| 53

10| 18| 17| 16 | 15 2 22 24|38 | 40| 54

20| 19| 27|28 | 29| 30 319 |20]25|35|41|51]|55

211 22| 25| 26|131|32|33|34 4 110(19| 26| 36|42 52| 56
2324 |1 35| 36| 43| 44|45 46 11|18 | 27| 31| 43| 47| 57| 61
37 (38 (41|42 47| 48|49 |50 12| 17| 28 | 32 | 44| 48 | 58 | 62
39|40 |51|52|57|58]|59]| 60 13|16|29(33|45|49 |59 |63
53| 54| 55|56 |61|62| 63|64 1415|130 34|46 |50 | 60 | 64
a) Alternate-Horizontal scan b) Alternate-Vertical scan (asin

Recommendation H.262)

Figure 1.2/H.263 — Alternate DCT scanning patterns for Advanced INTRA coding

For INTRA-coded blocks, if Prediction Mode = 0, the zigzag scan shown in Figure 14 is selected for
al blocks in the macroblock, otherwise, the prediction direction is used to select a scan for the
macroblock.
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Prediction Mode = 1 uses the vertically adjacent block in forming a prediction. This prediction mode
is designed for INTRA blocks which are dominated by stronger horizontal frequency content, so the
vertically adjacent block is used to predict the horizontal frequency content of the current block, with
aprediction of zero for al coefficients representing vertical AC content. Then the scanning pattern is
chosen to scan the stronger horizontal frequencies prior to the vertical ones, using the Alternate-
Horizontal scan.

Prediction Mode = 2 uses the horizontally adjacent block in forming a prediction. This prediction
mode is designed for INTRA blocks which are dominated by stronger vertical frequency content, so
the horizontally adjacent block is used to predict the vertical frequency content of the current block,
with a prediction of zero for all coefficients representing horizontal AC content. Then the scanning
pattern is chosen to scan the stronger vertical frequencies prior to the horizontal ones, using the
Alternate-Vertical scan.

For non-INTRA blocks, the 8 x 8 blocks of transform coefficients are scannedwith "zigzag"
scanning as shown in Figure.14

A separat VLC table is used for dlINTRADC and NTRA AC coefficiens. This table is specfied

in Tablel.2. Notethat the VIC codeword entries used in Tabl2 &re the same as those used in the
normal TCOEFtable (Table 16) used when Advanc@dTRA codingis not in use,but with a
different interpretation of LEVEL and RUN (without altering LAST).

Table 1.2/H.263 — VLC for INTRA TCOEF

INDEX LAST RUN ILEVEL| BITS VLC CODE
0 0 0 1 3 10s
1 0 1 1 5 1111s
2 0 3 1 7 0101 01s
3 0 5 1 8 0010 111s
4 0 7 1 9 0001 1111s
5 0 8 1 10 0001 0010 1s
6 0 9 1 10 0001 0010 Os
7 0 10 1 11 0000 1000 01s
8 0 11 1 11 0000 1000 00s
9 0 4 3 12 0000 0000 111s
10 0 9 2 12 0000 0000 110s
11 0 13 1 12 0000 0100 000s
12 0 0 2 4 110s
13 0 1 2 7 0101 00s
14 0 1 4 9 0001 1110s
15 0 1 5 11 0000 0011 11s
16 0 1 6 12 0000 0100 001s
17 0 1 7 13 0000 0101 0000s
18 0 0 3 5 1110s
19 0 3 2 9 0001 1101s
20 0 2 3 11 0000 0011 10s
21 0 3 4 13 0000 0101 0001s
22 0 0 5 6 0110 1s
23 0 4 2 10 0001 0001 1s
24 0 3 3 11 0000 0011 01s
25 0 0 4 6 0110 0s
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Table 1.2/H.263 — VLC for INTRA TCOEF (continued)

INDEX LAST RUN [LEVEL| BITS VLC CODE
26 0 5 2 10 0001 0001 0s
27 0 5 3 13 0000 0101 0010s
28 0 2 1 6 0101 1s
29 0 6 2 11 0000 0011 00s
30 0 0 25 13 0000 0101 0011s
31 0 4 1 7 0100 11s
32 0 7 2 11 0000 0010 11s
33 0 0 24 13 0000 0101 0100s
34 0 0 8 7 0100 10s
35 0 8 2 11 0000 0010 10s
36 0 0 7 7 0100 01s
37 0 2 4 11 0000 0010 01s
38 0 0 6 7 0100 00s
39 0 12 1 11 0000 0010 00s
40 0 0 9 8 0010 110s
41 0 0 23 13 0000 0101 0101s
42 0 2 2 8 0010 101s
43 0 1 3 8 0010 100s
44 0 6 1 9 0001 1100s
45 0 0 10 9 0001 1011s
46 0 0 12 10 0001 0000 1s
47 0 0 11 10 0001 0000 0s
48 0 0 18 10 0000 1111 1s
49 0 0 17 10 0000 1111 0s
50 0 0 16 10 00001110 1s
51 0 0 15 10 0000 1110 0s
52 0 0 14 10 0000 1101 1s
53 0 0 13 10 0000 1101 0s
54 0 0 20 12 0000 0100 010s
55 0 0 19 12 0000 0100 011s
56 0 0 22 13 0000 0101 0110s
57 0 0 21 13 0000 0101 0111s
58 1 0 1 5 0111s
59 1 14 1 10 0000 1100 1s
60 1 20 1 12 0000 0000 101s
61 1 1 1 7 0011 11s
62 1 19 1 12 0000 0000 100s
63 1 2 1 7 0011 10s
64 1 3 1 7 0011 01s
65 1 0 2 7 0011 00s
66 1 5 1 8 0010 011s
67 1 6 1 8 0010 010s
68 1 4 1 8 0010 001s
69 1 0 3 8 0010 000s
70 1 9 1 9 0001 1010s
71 1 10 1 9 0001 1001s
72 1 11 1 9 0001 1000s
73 1 12 1 9 0001 0111s
74 1 13 1 9 0001 0110s
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Table 1.2/H.263 — VLC for INTRA TCOEF (concluded)

INDEX LAST RUN ILEVEL| BITS VLC CODE
75 1 8 1 9 0001 0101s
76 1 7 1 9 0001 0100s
77 1 0 4 9 0001 0011s
78 1 17 1 10 0000 1100 0s
79 1 18 1 10 0000 1011 1s
80 1 16 1 10 0000 1011 0s
81 1 15 1 10 0000 1010 1s
82 1 2 2 10 0000 1010 0s
83 1 1 2 10 0000 1001 1s
84 1 0 6 10 0000 1001 0s
85 1 0 5 10 0000 1000 1s
86 1 4 2 11 0000 0001 11s
87 1 3 2 11 0000 0001 10s
88 1 1 3 11 0000 0001 01s
89 1 0 7 11 0000 0001 00s
90 1 2 3 12 0000 0100 100s
91 1 1 4 12 0000 0100 101s
92 1 0 9 12 0000 0100 110s
93 1 0 8 12 0000 0100 111s
94 1 21 1 13 0000 0101 1000s
95 1 22 1 13 0000 0101 1001s
96 1 23 1 13 0000 0101 1010s
97 1 7 2 13 0000 0101 1011s
98 1 6 2 13 0000 0101 1100s
99 1 5 2 13 0000 0101 1101s
100 1 3 3 13 0000 0101 1110s
101 1 0 10 13 0000 0101 1111s
102 ESCAPE 7 0000 011

Depending on the value of INTRA_MODE, either one or eight coefficients are prediction residuals

that must be added to a predictor as described beloyurd-1.3 shows three 8 x 8 blocks of final
reconstructed DCT levels for the same component @gY,0€Cg), labelled RecAu,v), RecEu,v)
andRecC(u,v), whereu and v are column (horimtal) and row (vertical) indices, respectiveihe
reconstructionprocessdiffers from the processinglescribed in 6.2.1.NTRADC residuals are
reconstructediifferently by use of a variable step sig as opposed to usinfable 15, and then a
predictoris addedto the residual values to obtain the final coefficient reconstruction valildrA
coefficients other thanNTRADC are also reconstructedifferently than in 6.2.1, using a
reconstructiorspacingwithout a"dead-one"andthen in some cases addiagredictor to obtain the
final coefficient reconstruction value. The block may contain both DC and AC prediction residuals.
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Figurel.3/H.263 — Three neighbouring blocks in the DCT domain

The definitions of MCBPC and CBPY are changed when Advanced INTRA coding is in use. When
Advanced INTRA coding is in use, INTRADC transform coefficients are no longer handled as a
separate case, but are instead treated in the same way as the AC coefficientsin regard to MCBPC and
CBPY. This means that a zero INTRADC will not be coded as a LEVEL, but will simply increase
the run for the following AC coefficients.

The inverse quantization process for the B-part of an Improved PB frame (see Annex M) is not
altered by the use of the Advanced INTRA coding mode.

Define RecC(u,v) to be the reconstructed coefficient residuals of the current block. For al INTRA
coefficients, the reconstructed residual value is obtained by:

RecC(u,v) =2* QUANT * LEVEL (u,v) u=0,..,7,v=0,..,7.
NOTE - LEVEL(u,v) denotes a quantity having both a magnitude and a sign in the above equation.

Define RecC(u,v) to be thefinal reconstructed coefficient values of tleerrent block (after
adjustments for prediction, oddification as described below, and clyppihe final reconstructed
coefficient values Rec@i,v) are recovered bgddingRecC(u,v) to the appropriate prediction as
signalled in the NTRA_MODE field, alteringthe least-sigificant bit if neededor oddification of
the DC coefficient, and clipping.
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RecA’(u,v) denotes thénal reconstructed coefficient values for the block immediatdlgvethe
current block. RecHu,v) denotes th&nal reconstruded coefficient values of theblock immediately
to the left of the current block.

The ability to usethe reconstruded codficient vaues for bloks A and B in the pradiction of the
coefficient values for block C depends on whether blocks A amgdeln the samevideo picture
segnentasblock C. A block is defined to beirf the same video picture segnt" as another block
only if the following conditions are fulfilled:

1) The relevant block is within the boundary of the picture, and

2) If not in Slice Structured mode (see Ann€) the relevant block igitherwithin the same
GOB or no GOB header is present for the current GOB, and

3) If in Slice Structured mode, the relevant block is within the same slice.

The block C to be decoded is predicted orflpm INTRA blocks within the same video picture
segment as block C, as shown below.

If Prediction Mode = 0 is used (DC prediction griyd blocksA and B are both INTRA blocks
within the samevideo picture segent as block C, then the DC coefficient of block C is predicted
from the avera@ (with truncation)of the DC coefficients of blocks A and. B only one of the two
blocksA andB is an INTRA block within the same video picture sagnt as block C, then the DC
coefficientof only this one of the two blocks is used as the predictor for Prediction Mode = O. |
neither of the two blocks A and &e NTRA blocks withinthe samevideo picturesegnentasblock

C, then the prediction uses the value of 1024 as the predictor for the DC coefficient.

If Prediction Mode = 1 or 2 (vertical DC &C or horizontal DC & AC prediction) and the
referencedlock (block A or block B) is not an NTRA block within the same video picture sesnt
asblock C, then the prediction uses the value of 1024 as the predictor for the DC coefficient and the
value of 0 as the predictor for the AC coefficients of block C.

A process of dddification"is applied to the DC coefficient in order to minimize the impacb&fT
mismatch errors. Certain values of coefficients can cause a round-off error mismatch between
different DCT implementations, especiallgertain values othe (0,0), (0,4), (4,0), and (4,4)
coefficients. For exanple, a DC coefficient of 8k + 4 for sone integer k resuts in an inverse-
transformedblock having a constantvalue k+ 0.5, for which slipt errors can cause rounditigy
different directions on different implementations.

Define the clipAC() function to indicate clippirtg the rang —2048 to 2047. Define thelipDC()
function to indicate clipping to the range 0 to 2047. Define the oddifyclipDC(x) function as:

If (x is even) {

result = clipDC(x+1)
} else {

result = clipDC(x)
}

The reconsucton for each NTRA prediction node B then spedied as follows, in which the
operator "/" is defined as division by truncation:

Mode 0: DC prediction only.

RecC’(u,v) = clipAC( RecC(u,v)) (uv)#(0,0),u=0,..,7,v=0,..,7.
If (block A andblock B arebothINTRA codedandarebothin the samevideo picturesegnentas
block C) {
tempDC = RecC(0,0) + ( RecA’(0,0) + RecB"(0,0) )/2
} else {
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If (block A isINTRA coded and isin the same video picture segment as block C) {
tempDC = RecC(0,0) + RecA"(0,0)
} else {
If (block B is INTRA coded and is in the same video picture segment as block C) {
tempDC = RecC(0,0) + RecB’(0,0)
} else {
tempDC = RecC(0,0) + 1024
}
}

}
RecC'(0,0) = oddifyclipDC( tempDC )

Mode 1: DC and AC prediction from the block above.

If (block A is INTRA coded and is in the same video picture segment as block C) {
tempDC = RecC(0,0) + RecA"(0,0)

RecC’(u,0) = clipAC( RecC(u,0) + RecA’(u,0)) u=1,..,7,

RecC’(u,v) = clipAC( RecC(u,v) ) u=0,..,7,v=1,..,7.
}else {

tempDC = RecC(0,0) + 1024

RecC’(u,v) = clipAC( RecC(u,v) ) (uv)#(0,0),u=0,..7,v=0,..,7
}

RecC’(0,0) = oddifyclipDC( tempDC )
Mode 2: DC and AC prediction from the block to the left.

If (block B is INTRA coded and is in the same video picture segment as block C) {
tempDC = RecC(0,0) + RecB’(0,0)

RecC’(0,v) = clipAC( RecC(0,v) + RecB’(O,v)) v=1,...,7,

RecC’ (u,v) = clipAC( RecC(u,v)) u=1,..,7,v=0,..,7.
} else {

tempDC = RecC(0,0) + 1024

RecC’(u,v) = clipAC( RecC(u,v)) (uv)#(0,0),u=0,..7,v=0,..,7
}

RecC'(0,0) = oddifyclipDC( tempDC)

ANNEX J
Deblocking Filter mode

J.1 I ntroduction

This annexdescribes the use of an optional blaade filter within the coding loop. The main
purposeof the blodck edge filter is to reluce blodking artifacts. Thefiltering is paformed on8 x 8
block edges. Motion vectorsmay haveeither8 x 8 or 16 x 16resolution(seeJd.2). The processing
described in this anneapplies onlyfor the P-, 1, EP-, orEl-picturesor the P-picturepart of an
ImprovedPB-frame. (Possiblefiltering of B-picturesor the Bpicture part of annhproved PBframe
is not amater for standadizaion; howerer, sometype of filtering is recommended for improved
picture qudity.) The capability of this modeis sigudled by externd means (for example,
Recommendatioil.245). The useof this mode is indicated in the RISPTYPE field of the picture
header.
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J.2 Relation to UMV and AP modes (Annexes D and F)

The use of the deblocking filter mode has similar effects on picture quality as Overlapped Block
Motion Compensation (OBMC) as defined in Annex F when used alone. When both techniques are
used together, a further improvement in picture quality can be obtained. The Advanced Prediction
mode (see al'so Annex F) consists of three elements:

1) four motion vectors per macroblock as defined in F.2;
2) overlapped motion compensation for luminance as defined in F.3;
3) motion vectors over picture boundaries as defined in D. 1.

In order for the Deblocking Filter mode to be able to provide maximum performance when
complexity considerations may prevent use of the OBMC part of the Advanced Prediction mode, the
Deblocking Filter mode includes the ability to use four motion vectors per macroblock and motion
vectors over picture boundaries.

In summary, the three options defined in Annexes D, F and J contain the following five coding
elements:

1) motion vectors over picture boundaries (D.1);

2) extension of motion vector range (D.2);

3) four motion vectors per macroblock (F.2);

4) overlapped motion compensation for luminance (F.3);

5) deblocking edge filter (J.3).

Table J.1 indicates which of the five elements are turned on depending on which of the three options
defined in Annexes D, F and J are turned on.

Table J.1/H.263 — Feature Elements for UMV, AP, and DF modes

Unrestricted | Advanced | Deblocking [ Motion Extension | Four motion | Overlapped | Deblocking
Motion Prediction | Filter mode| vectors of motion | vectorsper motion edgefilter
Vector mode | mode over vector macroblock | compensation
picture range for luminance
boundaries
OFF OFF OFF OFF OFF OFF OFF OFF
OFF OFF ON ON OFF ON OFF ON
OFF ON OFF ON OFF ON ON OFF
OFF ON ON ON OFF ON ON ON
ON OFF OFF ON ON OFF OFF OFF
ON OFF ON ON ON ON OFF ON
ON ON OFF ON ON ON ON OFF
ON ON ON ON ON ON ON ON

J.3 Definition of the deblocking edge filter

The filter operations are performed across 8 x 8 block edges atthe encoderaswell ason the decoder
side.Thereconstructedmage data (the sum of the prediction and reconstructed prediction error) are
clipped to the ramgof 0 to 255 as described in 6.3.2. Thenfiltering is applied,which altersthe
picture that is to be stored in the picture storefuture prediction.The filtering operationsnclude

an additional clippingo ensure that resultingixel valuesstayin the range 0...255.No filtering is
performedacrossa picture edg and when thenddependent Segent Decodingmode is in use, no
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filtering is performed across slice edges when the Slice Structured mode is in use (see Annexes K
and R) or across the top boundary of GOBs having GOB headers present when the Slice Structured
mode is not in use (see Annex R). Chrominance as well as luminance data are filtered.

When the mode described in this annex is used together with the Improved PB-frames mode of
Annex M, the backward prediction of the B-macroblock is based on the reconstructed P-macroblock
(named Prec in G.5) after the clipping operation but before the deblocking edge filter operations. The
forward prediction of the B-macroblock is based on the filtered version of the previous decoded
picture (the same picture data that are used for prediction of the P-macroblock).

The deblocking filter operates using a set of four (clipped) pixel values on a horizontal or vertica
line of the reconstructed picture, denoted as A, B, C and D, of which A and B belong to one block
called blockl and C and D belong to a neighbouring block called block2 which is to the right of or
below block1. Figure J.1 shows examples for the position of these pixels.

block1
A
B
Block boundary
C
Example for filtered pixels
onavertical block edge X 1A{B] CID DiA
Example for filtered pixels
-blockl block?2 on ahorizontal block edge

T1602910-97

Figure J.1JH.263 — Examples of positions of filtered pixels

One or both of the following conditions must be fulfilled in order to apply the filter across a
particular edge:

- Condition 1: block1 belongs to a coded macroblock (COD==0 || MB-type == INTRA); or
- Condition 2: block2 belongs to a coded macroblock (COD==0 || MB-type == INTRA).

If filtering is to be appliedacrossthe edgg, A, B, C, and D shall be replaced B, Bl1, C1, D1
where:

Bl =clip(B + d1)

C1 =clip(C-d1)

Al=A-d2

D1=D+d2

d = (A-4B+4C-D)/ 8

d1 = UpDownRamp(d, STRENGTH)
d2 = clipd1((A- D) / 4, d1/2)

UpDownRamp(x STRENGTH) = SIGN(x) * (MAX(0, abs(X-MAX(0, 2*(abs(X) -
STRENGTH))))
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STRENGTH depends on QUANT and determines the amount of filtering. The relation between
STRENGTH and QUANT isgivenin Table J.2.

QUANT = guantization parameter used for block2 if block2 belongs to a coded macroblock,

or

QUANT = quantization parameter used for blockl if block2 does not belong to a coded

macroblock (but block1 does).

Table J.2/H.263 — Relationship between QUANT and STRENGTH of filter

QUANT | STRENGTH | QUANT | STRENGTH
1 1 17 8
2 1 18 8
3 2 19 8
4 2 20 9
5 3 21 9
6 3 22 9
7 4 23 10
8 4 24 10
9 4 25 10
10 5 26 11
11 5 27 11
12 6 28 11
13 6 29 12
14 7 30 12
15 7 31 12
16 7

The function clip(x) is defined according to 6.3.2, and the function clipd1(x, lim) clips x to the range
+ abs(lim). The symbol "/" denotes division by truncation toward zero.

Figure J.2 shows how the value of d1 varies as a function of d. As a result, the filter has an effect
only if d is smaller than 2*STRENGTH (and different from zero). This is to prevent the filtering of
strong true edges in the picture content. However, if the Reduced-Resolution Update mode isin use,
STRENGTH is set to infinity, and as a result, the value of d1 is aways equa to the vaue of d

(see Q.7.2).
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Strength 2*Strength  d

T1602920-97

Figure J.2/H.263 — Parameter d1 as a function of parameter d for deblocking filter mode

The definition of d1 is designed to ensure that small mismatches between the encoder and decoder
will remain small and will not build up over multiple pictures of avideo sequence. This would be a
problem, for example, with a condition that ssimply switches the filter on or off, because a mismatch
of only £1 for d could then cause the filter to be switched on at the encoder side and off at the
decoder side, or vice versa

Due to rounding effects, the order of edges where filtering is performed must be specified.
Filtering across horizontal edges:

OAO
DBD
Basically this process is assumed to take place first. More precisely, the pixels ECE that are used in

HIRN
(DU

filtering across a horizontal edge shall not have been influenced by previous filtering across a vertical
edge.
Filtering across vertical edges:

Before filtering across a vertical edge using pixels (A, B, C, D), al modifications of pixels
(A, B, C, D) resulting from filtering across a horizontal edge shall have taken place.

Note that if one or more of the pixels (A, B, C, D) taking part in a filtering process are outside of a
picture, no filtering takes place. Also, if the Independent Segment Decoding mode is in use
(see Annex R) and one or more of the pixels (A, B, C, D) taking part in a filtering process are in
different video picture segments (see 1.3 concerning when a block is considered to be in the same
video picture segment), no filtering is performed.
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ANNEX K

Slice Structured mode

K.1 I ntroduction

This annex describes the optional Slice Structured mode of this Recommendation. The capability of
this H.263 mode is signalled by external means (for example, Recommendation H.245). The use of
this mode is indicated in the PLUSPTY PE field of the picture header. In order to facilitate optimal
usage in a number of environments, this mode contains two submodes which are also capable of
being signalled by external means (for example, Recommendation H.245). These two submodes are
used to indicate whether or not rectangular slices will be used and/or whether the slices will be
transmitted in sequential order or sent in an arbitrary order.

A dlice is defined as a dlice header followed by consecutive macroblocks in scanning order. An
exception is for the dice that immediately follows the picture start code in the bitstream for a picture
(which is not necessarily the slice starting with macroblock 0). In this case only part of the slice
header is transmitted as described in K.2. The slice layer defines a video picture segment, and is used
in place of the GOB layer in this optional mode. A slice video picture segment starts at a macroblock
boundary in the picture and contains a number of macroblocks. Different slices within the same
picture shall not overlap with each other, and every macroblock shall belong to one and only one
dice.

This mode contains two submodes, which are signalled in the SSS field of the picture header:

1) The Rectangular Slice submode (RS): When RS is in use, the dlice shal occupy a
rectangular region of width specified by the SWI parameter of the dice header in units of
macroblocks, and contains a number of macroblocks in scanning order within the rectangular
region. When the Rectangular Slice submode is not in use, the SWI field is not present in the
dlice header and a dice contains a number of macroblocks in scanning order within the
picture asawhole.

2) The Arbitrary Slice Ordering submode (ASO): When ASO isin use, the slices may appear in
any order within the bitstream. When ASO is not in use, the slices must be sent in the
(unique) order for which the MBA field of the dlice header is strictly increasing from each
slice to each subsequent slice in the picture.

Slice boundaries are treated differently from simple macroblock boundaries in order to alow dlice
header locations within the bitstream to act as resynchronization points for bit error and packet loss
recovery and in order to alow out-of-order dlice decoding within a picture. Thus, no data
dependencies can cross the slice boundaries within the current picture, except for the Deblocking
Filter mode which, when in use without the Independent Segment Decoding mode, filters across the
boundaries of the blocks in the picture. However, motion vectors within a slice can cause data
dependencies which cross the slice boundaries in the reference picture used for prediction purposes,
unless the optional Independent Segment Decoding modeisin use.

The following rules are adopted to ensure that dice boundary locations can act as resynchronization
points and to ensure that slices can be sent out of order without causing additional decoding delays:

1) The prediction of motion vector values are the same as if a GOB header were present
(see 6.1.1), preventing the use of motion vectors of blocks outside the current slice for the
prediction of the values of motion vectors within the slice.

2) The Advanced INTRA Coding mode (see Annex 1) treats the slice boundary as if it were a
picture boundary with respect to the prediction of INTRA block DCT coefficient values.
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3) The assignment of remote motion vectors for use in overlapped block motion compensation
within the Advanced Prediction mode also prevents the use of motion vectors of blocks
outside the current slice for use as remote motion vectors (see F.3).

K.2  Structureof dlicelayer

The structure of the slice layer of the syntax is shown in Figure K.1 for all slices except the slice that
immediately follows the picture start code in the bitstream for a picture. For the dlice following the
picture start code, only the emulation prevention bits (SEPB1, SEPB3, and conditionally SEPB2 as
specified below), the MBA field and, when in the RS submode, aso the SWI field are included.

[ ssTUF | ssc | sePB1 | SSBI | MBA | SEPB2 | SQUANT | Swi | SEPB3 | GFID | Macroblock Data |

Figure K.1/H.263 — Structure of slice layer

Refer to 5.2.5 for GFID, and to 5.3 for description of Macroblock layer.
K.2.1 Stuffing (SSTUF) (Variable length)

A codeword of variable length consisting of less than 8 hits. Encoders shall insert this codeword
directly before an SSC codeword whenever needed to ensure that SSC is byte aligned. If SSTUF is
present, the last bit of SSTUF shall be the last (least significant) bit of a byte, so that the start of the
SSC codeword is byte aligned. Decoders shall be designed to discard SSTUF. Notice that O is used
for stuffing within SSTUF.

K.2.2 Slice Start Code (SSC) (17 bits)

A word of 17 bits. Its value is 0000 0000 0000 0000 1. Slice start codes shall be byte aigned. This
can be achieved by inserting SSTUF before the start code such that the first bit of the start code is the
first (most significant) bit of a byte. The dlice start code is not present for the slice which follows the
picture start code.

K.2.3 Slice Emulation Prevention Bit 1 (SEPB1) (1 bit)

A single bit always having the value of "1", which isincluded to prevent start code emulation.

K.2.4 Slice Sub-Bitstream Indicator (SSBI) (4 bits)

A codeword of length four bits which is present only when CPM = "1" in the picture header. SSBI
indicates the Sub-Bitstream number for the slice for Continuous Presence Multipoint and Video
Multiplex operation, as described in Annex C. The mapping from the value of SSBI to the
Sub-Bitstream number is shown in Table K.1. SSBI is not present for the slice which follows the
picture start code.

Table K.1/H.263 — Values of SSBI and associated Sub-Bitstream numbers

Sub-Bitstream SSBI field GN value
number value emulated
0 1001 25
1 1010 26
2 1011 27
3 1101 29
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K.25 Macroblock Address (MBA) (5/6/7/9/11/12/13/14 bits)

A codeword having a length that is dependent on the current picture size and whether the Reduced-
Resolution Update mode is in effect (see Annex Q). The bits are the binary representation of the
macroblock number of the first macroblock in the current dlice as counted from the beginning of the
picture in scanning order, starting with macroblock number O at the upper left corner. MBA uniquely
identifies which macroblock in the picture the current dlice starts with. Codeword lengths for this
codeword are provided in Table K.2. For custom picture sizes, the field width is given by the first
entry in the table that has an equal or larger number of macroblocks, and the maximum value is the
number of macroblocks in the current picture minus one. When in the Reduced-Resolution Update
mode, the relevant picture size is the lower resolution update picture size rather than the picture size
indicated in the picture header (see Annex Q).

Table K.2/H.263 — Specification of MBA parameter

Default RRU mode
Picture format M ax Field M ax Field
value width value | width
sub-QCIF 47 6 11 5
QCIF 98 7 29 6
CIF 395 9 98 7
4CIF 1583 11 395 9
16CIF 6335 13 1583 11
2048 x 1152 9215 14 2303 12

K.2.6 Slice Emulation Prevention Bit 2 (SEPB2) (1 bit)

A single bit always having the value "1", which is included under certain conditions to prevent start
code emulation. For slices other than the one following the picture start code, SEPB2 is included
only if the MBA field width is greater than 11 bits and CPM = "0" in the picture header, or if the
MBA field width is greater than 9 bits and CPM = "1" in the picture header. For the slice following
the picture start code, SEPB2 isincluded only if the Rectangular Slice submodeisin use.

K.2.7 Quantizer Information (SQUANT) (5 bits)

A fixed length codeword of five bits which indicates the quantizer QUANT to be used for that slice
until updated by any subsequent DQUANT. The codewords are the natural binary representations of
the values of QUANT which, being half the step sizes, range from 1 to 31. SQUANT is not present
for the slice which follows the picture start code.

K.2.8 Slice Width Indication in Macroblocks (SWI) (3/4/5/6/7 bits)

A codeword which is present only if the Rectangular Slice submode is active, and having a length

which depends on the current picture size and whether the Reduced-Resolution Update mode is

active, as specified in Table K.3. For custom picture sizes, the field width is given by the next
standard format se&zwhich is equal or lar in width (QCF, CIF, ...), and the marmum value is the

total number of macroblocks across the picture minus one. The last row of the table indicates the
field width for picture sies wider than 16. SW refers to the width of the current rectatag slice
havingits first macroblock (upper left) specified MBA. The calculationof the actualslice width is

given by

Actual Slice Width = SWI + 1
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When in the Reduced-Resolution Update mode, the relevant picture size is that of the lower
resolution picture size for the update information, rather than the picture size indicated in the picture
header.

Table K.3/H.263 — Specification of SWI parameter

Default RRU mode
Picture format M ax Field Max Field
value width value width
sub-QCIF 7 4 3 3
QCIF 10 4 5 3
CIF 21 5 10 4
ACIF 43 6 21 5
16CIF 87 7 43 6
1412...2048 127 7 63 6
pixels wide

K.2.9 Slice Emulation Prevention Bit 3 (SEPB3) (1 bit)
A single bit always having the value of "1" in order to prevent start code emulation.

ANNEX L

Supplemental Enhancement Information Specification

L.1 Introduction

This annex describes the format of the supplemental enhancement information sent in the PSUPP
field of the picture layer of this Recommendation. The capability of a decoder to provide any or all of
the enhanced capabilities described in this annex may be signaled by external means (for example
Recommendation H.245). Decoders which do not provide the enhanced capabilities may simply
discard any PSUPP information bits that appear in the bitstream. The presence of this supplemental
enhancement information is indicated in PEI, and an additional PEI bit is inserted between every
octet of PSUPP data, as described in 5.1.24 and 5.1.25.

In this annex, a distinction is made between the "decoded picture" and the "displayed picture". For
purposes of this annex, the "displayed picture" is a picture having the same picture format as
specified for the current picture by the picture layer of the video bitstream syntax. The "displayed
picture" is constructed as described in this annex from the decoded picture, the prior displayed
picture, the supplementary enhancement information described herein, and in some cases partly from
a background picture which is externally controlled.

L.2 PSUPP format

The PSUPP data consists of a four-bit function type indication FTYPE, followed by a four-bit
parameter data size specification DSIZE, followed by DSIZE octets of function parameter data,
optionally followed by another function type indication, and so on. One function type indication
value is defined as an escape code to provide for future extensibility to allow definition of more than
fifteen different functions. A decoder which receives a function type indication which it does not
support can discard the function parameter data for that function and then check for a subsequent
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function type indication which may be supported. The defined FTYPE values are shown in
TableL.1.

Table L.1/H.263 — FTYPE function type values

o

Reserved

Do Nothing

Full-Picture Freeze Request
Partial-Picture Freeze Request

Resizing Partia -Picture Freeze Request
Partial-Picture Freeze-Rel ease Request
Full-Picture Snapshot Tag

Partial-Picture Snapshot Tag

Video Time Segment Start Tag

Video Time Segment End Tag
Progressive Refinement Segment Start Tag
Progressive Refinement Segment End Tag
Chroma Key Information

Reserved

Reserved

Extended Function Type
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L.3 Do Nothing

No action is reguested by the Do Nothing function. This function is used to prevent start code
emulation. Whenever the last five or more bits of the final octet of the previous PSUPP octet are all
zero and no additional PSUPP function requests are to be sent, the Do Nothing function shall be
inserted into PSUPP to prevent the possibility of start code emulation. The Do Nothing function may
aso be sent when it is not required by rule expressed in the previous sentence. DSIZE shall be zero
for the Do Nothing function.

L.4 Full-Picture Freeze Request

The full-picture freeze request function indicates that the contents of the entire prior displayed video
picture shall be kept unchanged, without updating the displayed picture using the contents of the
current decoded picture. The displayed picture shall then remain unchanged until the freeze picture
release bit in the current PTYPE or in a subsequent PTYPE is set to 1, or until timeout occurs,
whichever comes first. The request shall Iapse due to timeout after five seconds or five pictures,
whichever is alonger period of time. The timeout can be prevented by the issuance of another full-
picture freeze request prior to or upon expiration of the timeout period (e.g. repeating the request in
the header of the first picture with temporal reference indicating atime interval greater than or equal
to five seconds since issuance, or in the header of the fifth picture after issuance). DSIZE shall be
zero for the full-picture freeze request function.

L.5 Partial-Picture Freeze Request

The partia-picture freeze request function indicates that the contents of a specified rectangular area
of the prior displayed video picture should be kept unchanged, without updating the specified area of
the displayed picture using the contents of the current decoded picture. The specified area of the
displayed picture shall then remain unchanged until the freeze picture release bit in the current
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PTYPE or in asubsequent PTYPE is set to 1, until a partia-picture freeze-rel ease request affecting
the specified areais received, until the source format specified in a picture header differs from that of
previous picture headers, or until timeout occurs, whichever comes first. Any change in the picture
source format shall act as a freeze release for all active partia-picture freeze requests. The request
shall lapse due to timeout after five seconds or five pictures, whichever is a longer period of time.
The timeout can be prevented by the issuance of an identical partial-picture freeze request prior to or
upon expiration of the timeout period (e.g. repeating the request in the header of the first picture with
temporal reference indicating a time interval greater than or equal to five seconds since issuance, or
in the header of the fifth picture after issuance). DSIZE shall be equal to 4 for the partial-picture
freeze request. The four octets of PSUPP that follow contain the horizontal and vertical location of
the upper left corner of the frozen picture rectangle, and the width and height of the rectangle,
respectively, using eight bits each and expressed in units of eight pixels. For example, a 24-pixe
wide and 16 pixel tall area in the upper left corner of the video display is specified by the four
parameters (0, O, 3, 2).

L.6 Resizing Partial-Pictur e Freeze Request

The resizing partia-picture freeze request function indicates that the contents of a specified
rectangular area of the prior displayed video picture should be resized to fit into a smaller part of the
displayed video picture, which should then be kept unchanged, without updating the specified area of
the displayed picture using the contents of the current decoded picture. The specified area of the
displayed picture shall then remain unchanged until the freeze release bit in the current PTYPE or in
a subsequent PTYPE is set to 1, until a partial-picture freeze-rel ease request affecting the specified
area is received, until the source format specified in a picture header differs from that of previous
picture headers, or until timeout occurs, whichever comes first. Any change in the picture source
format shall act as a freeze release for al active resizing partial-picture freeze requests. The request
shall lapse due to timeout after five seconds or five pictures, whichever is a longer period of time.
The timeout can be prevented by the issuance of a partia-picture freeze request for the affected area
of the displayed picture prior to or upon expiration of the timeout period (e.g. issuing a partial-
picture freeze request in the header of the first picture with temporal reference indicating a time
interval greater than or equal to five seconds since issuance, or in the header of the fifth picture after
issuance). DSIZE shall be equal to 8 for the resizing partial-picture freeze request. The eight octets of
PSUPP data that follow contain 32 bits used to specify the rectangular region of the affected area of
the displayed picture, and then 32 bits used to specify the corresponding rectangular region of the
affected area of the decoded picture. The width and height of the rectangular region in the decoded
picture shall both be equal to 2' times the width and height specified for the rectangular region in the
displayed picture, where i is an integer in the range of 1 to 8. The location and size of each of these
two rectangular regions is specified using the same format as such aregion is specified in the partial-
picture freeze request function.

L.7 Partial-Pictur e Fr eeze-Release Request

The partia-picture freeze-release request function indicates that the contents of a specified
rectangular area of the displayed video picture shall be updated by the current and subsequent
decoded pictures. DSIZE shall be equal to 4 for the partial-picture freeze-release request. The four
octets of PSUPP data that follow specify a rectangular region of the displayed picture in the same
format as such aregion is specified in the partial-picture freeze request function.

L.8 Full-Picture Snapshot Tag

The full-picture snapshot tag function indicates that the current picture is labelled for external use as
a still-image snapshot of the video content. DSIZE shall be equal to 4 for the full-picture snapshot
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tag function. The four octets of PSUPP data that follow specify a snapshot identification number for
external use.

L.9 Partial-Pictur e Snapshot Tag

The partial-picture snapshot tag function indicates that a specified rectangular area of the current
picture is labelled for external use as a still-image snapshot of the video content. DSIZE shall be
equal to 8 for the partial-picture snapshot tag function. The first four octets of PSUPP data that
follow specify a snapshot identification number for external use, and the remaining four octets of
PSUPP data that follow specify a rectangular region of the decoded picture in the same format as
such aregion is specified in the partial-picture freeze request function.

L.10 Video Time Segment Start Tag

The video time segment start tag function indicates that the beginning of a specified sub-sequence of
video data is labelled as a useful section of video content for external use, starting with the current
picture. The tagged sub-sequence of video data shall continue until stopped by the receipt of a
matching video time segment end tag function or until timeout, whichever comes first. The tagged
sub-sequence shall end due to timeout after five seconds or five pictures, whichever is a longer
period of time. The timeout can be prevented by the issuance of an identical video time segment start
tag function prior to or upon expiration of the timeout period (e.g. repeating the video time segment
start tag function in the header of the first picture with temporal reference indicating a time interval
greater than or equal to five seconds since issuance, or in the header of the fifth picture after
issuance). DSIZE shall be equal to 4 for the video time segment start tag function. The four octets of
PSUPP data that follow specify a video time segment identification number for external use.

L.11 Video Time Segment End Tag

The video time segment end tag function indicates that the end of a specified sub-sequence of video
datais labelled as a useful section of video content for external use, ending with the previous picture.
DSIZE shall be equal to 4 for the video time segment start tag function. The four octets of PSUPP
data that follow specify a video time segment identification number for external use.

L.12 Progressive Refinement Segment Start Tag

The progressive refinement segment start tag function indicates the beginning of a specified
sub-sequence of video data which is labelled as the current picture followed by a sequence of zero or
more pictures of refinement of the quality of the current picture, rather than as a representation of a
continually moving scene. The tagged sub-sequence of video data shall continue until stopped by the
receipt of a matching progressive refinement segment end tag function or until timeout, whichever
comes first. The tagged sub-sequence shall end due to timeout after five seconds or five pictures,
whichever is alonger period of time. The timeout can be prevented by the issuance of an identical
progressive refinement segment start tag function prior to or upon expiration of the timeout period
(e.g. repeating the progressive refinement start tag function in the header of the first picture with
temporal reference indicating atime interval greater than or equal to five seconds since issuance, or
in the header of the fifth picture after issuance). DSIZE shall be equal to 4 for the video time segment
start tag function. The four octets of PSUPP data that follow specify a progressive refinement
segment identification number for external use.

L.13 Progressive Refinement Segment End Tag

The progressive refinement segment end tag function indicates the end of a specified sub-sequence of
video data which is labelled as an initial picture followed by a sequence of zero or more pictures
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of the refinement of the quality of the initial picture, and ending with the previous picture. DSIZE
shall be equal to 4 for the video time segment start tag function. The four octets of PSUPP data that
follow specify a progressive refinement identification number for external use.

L.14 ChromaKeying Information

The Chroma Keying Information Function (CKIF) indicates that the "chroma keying" technique is
used to represent "transparent” and "semi-transparent” pixels in the decoded video pictures. When
being presented on the display, "transparent” pixels are not displayed. Instead, a background picture
which is either a prior reference picture or is an externaly controlled picture is revealed. Semi-
transparent pixels are displayed by blending the pixel value in the current picture with the
corresponding value in the background picture. One octet is used to indicate the keying color value
for each component (Y, Cs, or Cr) which is used for chroma keying. To represent pixels that are to be
"semi-transparent”, two threshold values, denoted as T; and T, are used. Let a denote the
transparency of a pixel; a = 255 indicates that the pixel is opague, and a = 0 indicates that the pixel
is transparent. For other values of a, the resulting value for a pixel should be a weighted combination
of the pixel value in the current picture and the pixel value from the background picture (which is
specified externally). The values of o may be used to form an image that is called an "apha map."
Thus, the resulting value for each component may be:

[ DX + (255 -a) 2]/ 255

where X is the decoded pixel component value (for Y, Cs, or Cg), and Z is the corresponding pixel
component value from the background picture.

The a value can be calculated as follows. First, the distance of the pixel color from the key color
valueis calcul ated:

d=A/(Xy —Ky)? + Ag(Xg = Kg)® + Ag = Kg)

inwhich Xy, Xg,and Xy aretheY, Cg, and Cg values of the decoded pixel color, Ky, Kg, and
Kgr are the corresponding key color parameters, and Ay, Ag, and Ag. are keying flag bits which
indicate which color components are used as keys. Once the distance d is calculated, the o value may
be computed as specified in the following pseudo-code:
for each pixel

i f (d<T;) then a 0;

else if (d>T;) then a = 255;

el se a = [255[0d-Ty)]/(T2-Ty)
However, the precise method for performing the chroma keying operation in the decoder is not
specified herein, since normative specification of the method is not needed for interoperability. The

process described here is provided for illustration purposes in order to convey the intended
interpretation of the data parameters.

Since the derived a value is ssimply afunction of Xy, Xg, and Xg, aLook-Up Table (LUT) can be

built to achieve the above operation. Such an LUT has 25N entries corresponding to all pixel values,
where N is the number of color components used as keys. Each entry in the LUT would then contain
the corresponding a value.

DSIZE shadl be in the range of 1 to 9 (inclusive) for chroma keying information, according to the
amount of data sent with the CKIF. No more than one CKIF shall be sent with a picture.

The first octet following the DSIZE octet shall contain the representation order of the current picture
— streams having lower representation order are assumed to form the roackbpicture for
streams having a higher representation order.
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If DSIZE is greater than one, the next octet after the representation order octet shall be used to send
six flag bits defined as:

bit 1: A,: A flag bit indicating the presence of a Ky key parameter for luminanceY values
bit 2. Ag: A flag bit indicating the presence of a Kg key parameter for chroma Cg values
bit 3: Ag: A flag bit indicating the presence of a Kg key parameter for chroma Cg values
bit4: A: A flag bit indicating the presence of a T; threshold parameter for transparency
bit5: Ay: A flag bit indicating the presence of a T, threshold parameter for opacity

bit 6: RPB: A flag bit indicating the use of the reference picture as a background picture
bit 7: reserved
bit 8: reserved

DSIZE snall be equal to 1 or shall be equal to 2 plus the number of flag bits among Ay, Ag, and
Ar which are set to 1, plus 2 times the number of bits among A, and A, which are set to 1. If

DSIZE is greater than 1, then an additional octet shall be sent to specify the value of each color
component for each of the flag bits Ay, Ag, and Az which are set to one and two additional octets

shall be sent to specify each of the flagged threshold values among T, and T,. These octets shall
follow in the same order as the flag bits.

If DSIZE is equal to 1, or if all three keying color flag bits Ay, Ag, and Ay, are zero, the keying
flag bits Ay, Ag, and Ar and keying colours Ky, Kg, and Kg which were used for the previous

keyed picture should also be used for the current picture. If no previous values have been sent for the
video sequence, the default keying flag bits Ay, =1, Ag =1, and Az = 1 and the default key colours

Ky =50, Kg =220, and Kg = 100 should be used as the previous values.

If DSIZE is equal to 1, or if both of the keying threshold flag bits A; and A, are zero, the keying
threshold values T; and T, which were used for the previous keyed picture should also be used for

the current picture. If no previous values have been sent for the video sequence, the default threshold
values T, =48 and T, = 75 should be used as the previous values.

In the portion where the pixels are "semi-transparent” (i.e. when T,<d<T,), the decoded pixels

typically contain the chroma key color in components where chroma keys are used. This may result
in certain color artifacts. To address this problem, these pixel values may be adjusted before they are
blended with the background color. Such a correction process may be applied to color components
being used in the chroma key operation as indicated by the flag bits. The processis as follows:

X'=K {T,/d)(X )
where X isthe original decoded pixel component value, and X' is the corrected value.

Since the adjusted pixel values X'y, X'g, and X'y are functionsof Xy, Xg, and Xg, the color
correction can be achieved by using an LUT. This LUT would have 2*N entries corresponding to all
pixel values, where N is the number of color components used as keys. Each entry would then
contain the corresponding corrected values.

If the Reference Picture Background (RPB) flag bit is set to "1", this indicates that the temporally
previous reference picture (prior to any Annex P resampling performed for the current picture)
should be held as the (opague) background of the current picture and of all subsequent chroma keyed
pictures, until replaced by the arrival of another picture having an RPB flag set to "1". If the current
picture has no temporally previous reference picture (i.e if the current picture is a picture of type
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INTRA or El), the picture to which the RPB flag bit refers is the picture which would normally have
been the reference picture if the current picture were of type INTER or EP as appropriate. If the RPB
flag bit is set to "0", this indicates that background should remain as previously controlled (either
under external control or using a reference picture which was previously stored upon receipt of a
prior picture having RPB set to "1").

The use of the chroma keying which is invoked by the issuance of the chroma keying information
function shall start with the current picture and shall continue until a subsegquent picture of type
INTRA or El occurs or until a timeout period expires, whichever comes first. The use of chroma
keying shall end due to timeout after five seconds or five pictures, whichever is a longer period of
time. The timeout can be prevented by the issuance of an identica chroma keying information
function prior to or upon expiration of the timeout period (e.g. repeating the chroma keying
information function in the header of the first picture with temporal reference indicating a time
interval greater than or equal to five seconds since issuance, or in the header of the fifth picture after
issuance). The encoder shall send sufficient information with the chroma keying information
function for complete resynchronization to occur with each picture of type INTRA or El and within
each timeout interval (it shall not rely on using stored or default values of the key colours or
thresholds).

L.15 Extended Function Type

The extended function type indication is used to signal that the following PSUPP octet contains an
extended function. The usage of extended functionsis reserved for the ITU to have a later ability to
define alarger number of backward-compatible PSUPP data functions. DSIZE shall be equal to zero
for the extended function type indication. In order to allow backward compatibility of future use of
the extended function type indication, decoders shall treat the second set of four bits in the octet
which follows the extended function type indication as a DSIZE value indicating the number of
subsequent octets of PSUPP that are to be skipped for extended function parameter data, which may
be followed by additional FTY PE indications.

ANNEX M

Improved PB-frames mode

M.1 Introduction

This annex describes an optiona Improved PB-frames mode of this Recommendation. It is therefore
considered to be advantageous to use the present Improved PB-frames mode instead of the
PB-frames mode defined in Annex G. The capability of this mode is signalled by external means
(for example, Recommendation H.245). The use of this mode is indicated in the PLUSPTY PE field
of the picture header.

Most parts of this option are similar to the PB-frame option defined in Annex G.

To avoid confusion with B-pictures as defined in Annex O, the terms B-picture, B-macroblock, and
B-block will not be used in this annex. Instead, we will use the notation Bpg to mean the "B-part" of
an Improved PB-frame. When reference is made to Annex G, B-picture and B-block shall be read as
Bps-picture and Bps-block.

The main difference between the PB-frames mode and the Improved PB-frames mode is that in the
Improved PB-frames mode, the Bpg-macroblock has available a forward and a backward prediction
mode in addition to the bidirectiona prediction mode. In this annex, MVDB (when present) refers to
aforward motion vector. (Note that, in Annex G, MVDB was used to refer to an enhancement of the
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downscaled forward and backward vectors for bidirectional prediction, rather than a distinct forward
motion vector.)

All the differences from Annex G are identified in this annex. When nothing is indicated, it means
that the same procedure as described in Annex G is used.

M.2  Bpg-macroblock prediction modes

There are three different ways of coding a Bpg-macroblock. The different coding modes are signalled
by the parameter MODB. The Bpg-macroblock coding modes are:

M.2.1 Bidirectional prediction

In the bidirectional prediction mode, prediction uses the reference pictures before and after the
Bps-picture (in the case of a sequence of Improved PB-frames, this means the P-picture part of the
temporally previous Improved PB-frame and the P-picture part of the current Improved PB-frame).
This prediction is equivalent to the prediction defined in Annex G when MV = 0. Notice that in this
mode (and only in this mode), Motion Vector Data (MVD) of the PB-macroblock must be included
even if the P-macroblock iNTRA coded. (Notice the difference between MVD — motion vector
data — and MY — delta vector — defined in Annex G.)

M.2.2 Forward prediction

In the forward prediction mode, the vector data containéddVDB areusedfor forward prediction
from the previous reference picture (MI'RA or INTER picture, or the P-pictungart of a PB or

Improved MB-frame). This means that there is alwagnly one 16x 16 vector for the
Bps-macroblockin this prediction mode.

A simplepredictor is useé for ading of theforward motion vetor. Therule for this predictor is tha

if the currentmacroblockis not at the far left edgof the picture or slice and the macroblock to the
left has a forward motion vector, then the predictor of the forward metotor for the current
macroblod is sé to thevaue of theforward motion vetor of theblod to theleft; othewise, the
predictor is sd¢ to zao. Thedifference beween the predictor and thedesired motion vetor is then
VLC coded in the same way as vector data to be used for the P-picture (MVD).

Concerningmotion vectorsover picture boundaries defined in D.1, the described technique also
applies for theforward Bpg-vecbr if this feaure i in use (his appies for forward as welas for
bidirectional prediction mode).

M.2.3 Backward prediction

In the backward prediction mode, the prediction of thg Bacroblod is identical to Prec (defined
in G.5). No motion vector data is used for the backward prediction.

M.3  Calculation of vectorsfor bidirectional prediction of a the B-macroblock

In case Wiirecional predttion is used, he scakéd forward and backward vecs are calulated as
described in Annex G when M\« 0.

M.4  MODB table

A new definition for MODB(replacingTable 11) is shown in Table M.1.ihdicatesthe possible
coding modes for adg-block.
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Table M.1/H.263 — MODB table for Improved PB-frames mode

Index CBPB MVDB Number of bits Code Coding mode
0 1 0 Bidirectional prediction
1 X 2 10 Bidirectional prediction
2 3 110 Forward prediction
3 X 4 1110 Forward prediction
4 5 11110 Backward prediction
5 X 5 11111 Backward prediction
NOTE — The symbol "x" indicates that the associated syntax element is present.

ANNEX N

Reference Pictur e Selection mode

N.1 Introduction

This annex describes the optional Reference Picture Selection mode of this Recommendation, which
operates using a modified interframe prediction method called "NEWPRED." The capability of this
H.263 mode is signalled by external means (for example, Recommendation H.245). The amount of
additional picture memory accommodated in the decoder may also be signalled by external meansto
help the memory management at the encoder. This mode can use backward channel messages sent
from a decoder to an encoder to inform the encoder which part of which pictures have been correctly
decoded at the decoder. The use of this mode is indicated in the PLUSPTY PE field of the picture
header. This mode has two back-channel mode switches which define whether a backward channel is
used and what kind of messages are returned on that backward channel from the decoder, and has
another submode defined in terms of the channel for the backward channel messages.

The two back-channel mode switches of this mode determine the type of messages sent on the back-
channel, specifying whether ACK (Acknowledgment messages), or NACK (Non-Acknowledgment
messages) are sent. Together, the two switches define four basic methods of operation:

1) NEITHER, in which no back-channel datais returned from the decoder to the encoder;
2) ACK, in which the decoder returns only acknowledgment messages;

3) NACK, in which the decoder returns only non-acknowledgment messages; and
4) ACK+NACK, in which the decoder returns both acknowledgment and non-acknowledgment
messages.

The specific type of messages to be sent as outlined above isindicated in the picture header.

There are also two methods of operation in terms of the channel for backward channel messages:

1) Separate Logical Channel mode: This method of operation delivers back-channel data
through a separate logical channel in the multiplex layer of the system, and

2) VideoMux mode: This method of operation delivers back-channel data for received video
within the forward video data of a video stream of encoded data.

This annex specifies a syntax for the backward channel messages as well as for forward-channel
data.
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N.2  Video source coding algorithm

The source coder of this mode is shown in generalized form in Figure N.1. This figure shows a
structure which uses a number of picture memories. The source coder may select one of the picture
memories to suppress the temporal error propagation due to the inter-frame coding. The Independent
Segment Decoding mode (see Annex R), which treats boundaries of GOBs with non-empty headers
or dices as picture boundaries, can be used to avoid error propagation due to motion compensation
across the boundaries of the GOBs or dices when this mode is applied to a smaller unit than a
picture, such as a GOB or dlice. The information to signal which picture is selected for prediction is
included in the encoded bitstream. The strategy used by the encoder to select the picture to be used
for prediction is out of the scope of this Recommendation.
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Figure N.1/H.263 — Source coder for NEWPRED

N.3  Channel for back-channel messages

This mode has two methods of operation in terms of the type of channel for back-channel messages.
One is the separate logical channel mode and the other is the videomux mode. The separate logical
channel mode is a preferred mode and delivers the back-channel message defined in N.4.2 through
the dedicated logical channel. The videomux mode is prepared for the system which cannot set up
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the separate extra channel for the back-channel messages due to the restriction of the number of
channels' combinations. The videomux mode delivers the back-channel messages through the same
logical channel with the forward video data in the opposite direction.

N.3.1 Separatelogical channel mode

The separate logical channel mode delivers back-channel messages through a dedicated logical
channel opened only for the purpose of the back-channel messages. The association mechanism with
the forward channel which delivers video data is provided by external means (for example,
Recommendation H.245). Separate logical channel operation requires an external framing
mechanism for synchronization of the messages within the back channel, as the back-channel syntax
defined herein contains no synchronization flag words.

N.3.2 Videomux mode

The videomux mode delivers the back-channel messages through the same logical channel with the
forward video data in the opposite direction. The syntax of the multiplexed bitstream is described in
N.4.1. The back-channel messages may be inserted by using the Back-Channel message Indication
(BCI) in the GOB or dice header.

N.4 Syntax

N.4.1 Forward channe

The syntax for the forward-channel data which conveys the compressed video signa is altered only
in the Group of Blocks (GOB) or dlice layer.

The syntax of the GOB layer is illustrated in Figure N.2. The fields of TRI, TR, TRPI, TRP, BClI,
and BCM are added to Figure 9.

GSTUF | GBSC | GN | GSBI | GFID | GQUANT [ » Macroblock data

T1602940-97

Figure N.2/H.263 — Structure of GOB layer for NEWPRED

When the optional Slice Structured mode (see Annex K) is in use, the syntax of the dlice layer is
modified in the same way as the GOB layer. The syntax isillustrated Figure N.3.

98 Recommendation H.263 (02/98)

Page 110



SSTUF | SSC | SEPB1 | SSBI | MBA | SEPB2 | SQUANT | SWI |SEPB3| GFID | Macroblock data

v

vy

@}
v

TRI TR | TRPI | TRP BCM

T1602950-97

Figure N.3/H.263 — Structure of slice layer for NEWPRED

N.4.1.1 Temporal Reference Indicator (TRI) (1 bit)

TRI indicates whether or not the following TR field is present.
0: TRfield is not present.
1: TRfield is present.

N.4.1.2 Temporal Reference (TR) (8/10 bits)

When present, TR is an eight-bit number unless a custom picture clock frequency isin use, in which
case it isaten-bit number consisting of the concatenation of ETR and TR of the picture header.

N.4.1.3 Temporal Reference for Prediction Indicdor (TRPI) (1 bit)
TRPI indicates whether or not the following TRP field is present.

0: TRPfield is not present.

1. TRPfield is present.

TRPI shall be equal to zero whenever the pictureisan I- or El-picture.

N.4.1.4 Temporal Reference for Prediction (TRP) (10 bits)

When present (as indicated in TRPI), TRP indicates the Temporal Reference which is used for
prediction of the encoding, except in the case of B-pictures and the B-picture part of an Improved
PB-frame. For B-pictures or the B-picture part of an Improved PB-frame, the picture having the
temporal reference TRP is used for the prediction in the forward direction. (Prediction in the reverse-
tempora direction aways uses the immediately temporally subsequent picture)) TRP is a ten-bit
number. If a custom picture clock frequency was not in use for the reference picture, the two MSBs
of TRP are zero and the LSBs contain the eight-bit TR found in the picture header of the reference
picture. If a custom picture clock frequency was in use for the reference picture, TRP is a ten-bit
number consisting of the concatenation of ETR and TR from the reference picture header.

When TRP is not present, the most recent temporally previous anchor picture shall be used for
prediction, as when not in the Reference Picture Selection mode. TRP is valid until the next PSC,
GSC, or SSC.

N.4.1.5 Back-Channel message Indication (BCI) (Variable length)

This field contains one or two bits; when set to "1", it signals the presence of the following video
Back-Channel Message (BCM) field. Otherwise, the field value is "01", which indicates the absence
or the end of the video back-channel message field. Combinations of BCM and BCI may not be
present, and may be repeated when present. BCI shall always be set to "01" if the videomux mode is
not in use.
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N.4.1.6 Back-Channel Message (BCM) (Variable length)

The Back-Channel Message having syntax as defined in N.4.2, which is present only if the preceding
BCl fieldissetto"1".

N.4.2 Back-Channel Message (BCM) syntax

The syntax for the back-channel which conveys the acknowledgment/non-acknowledgment messages
isillustrated in Figure N.4. This message is returned from a decoder to an encoder in order to tell
whether aforward-channel datawas correctly decoded or not.

| BT | URF [ TR | ELNUMI | ELNUM | BCPM | BSBI | BEPB1 | GN/MBA | BEPB2 | RTR | BSTUF |

Figure N.4/H.263 — Structure of Back-Channel Message (BCM) syntax for NEWPRED

N.4.2.1 Back-channel message Type (BT) (2 bits)

Back-channel message type indicates if the corresponding part of the encoded message is correctly
decoded or not. Which type of message is required for the encoder is indicated in the picture header
of the forward channel.

00: Reserved for future use.
01: Reserved for future use.

10: NACK. Thisindicates the erroneous decoding of the corresponding part of the forward-channel
data.

11: ACK. Thisindicates the correct decoding of the corresponding part of the forward-channel data.

N.4.2.2 Unreliable Flag (URF) (1 bit)

The Unreliable Flag is set to 1 when a reliable value for TR or GN/MBA is not available to the
decoder. (When BT isNACK, areliable TR may not be available at the decoder.)

0: Reliable.
1: Unreliable.

N.4.2.3 Temporal Reference (TR) (10 bits)

Temporal reference contains the TR information of the video picture segment for which the
ACK/NACK isindicated in the back-channel message.

NOTE - The neaningof the term'video picture segent" as used herein is defined im#ex R If acustom
pictureclock frequencywasnot in usefor the reference picture, the @wMSBs of TR are 2ro and the LS8
contain the eigt-bit TR found in the picture header of the reference picture dustom picture clock
frequencywas in use for the reference pictur® i a tenbit number consistingf the concatenatioof ETR
and TR from the reference picture header.

N.4.2.4 Enhancement Layer Number Indication (ELNUMI) (1 bit)

The enhancement layer number indication is "0" unless the optional Temporal, SNR and Spatial
Scalability mode (Annex O) is used in the forward-channel data and some enhancement layers of the
forward channel are combined on one logical channel and the back-channel message refers to an
enhancement layer (rather than the base layer), in which case the enhancement layer number
indication shall be"1".
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N.4.25 Enhancement Layer Number (ELNUM) (4 bits)

Enhancement layer number is present if and only if ELNUMI is "1", in which case it contains the
layer number of the enhancement layer referred to in the back-channel message.

N.42.6 BCPM (1 bit)

BCPM is"0" unless the CPM mode is used in the forward-channel data, in which case it is "1". If
BCPM is"1", thisindicates that BSBI is present.

N.4.2.7 Back-channel Sub-Bitstream Indicator (BSBI) (2 bits)

A fixed length codeword of 2 bitsthat is only present if BCPM is"1". The BSBI is the natural binary
representation of the appropriate Sub-Bitstream number in the forward-channel data for which the
ACK/NACK message is indicated in the back-channel message as described in 5.2.4 and in
Annex C.

N.4.2.8 Back-channel Emulation Prevention Bit 1 (BEPB1) (1 bit)

A field which is present if and only if the videomux modeisin use. Thisfield is aways set to "1" to
prevent a start code emulation.

N.4.2.9 GOB Number/Macroblock Address (GN/MBA) (5/6/7/9/11/12/13/14 bits)

A GOB number or macrablock address is present in this field. If the optional Slice Structured mode
(see Annex K) isnot in use, thisfield contains the GOB number of the beginning of the video picture
segment for which the NACK/ACK message is indicated in the back-channel message. If the
optional Slice Structured mode isin use, this field contains the macroblock address of the beginning
of the dlice for which the NACK/ACK message is indicated in the back-channel message. The length
of thisfield isthe length specified elsewhere in this Recommendation for GN or MBA.

N.4.2.10 Back-channel Emulation Prevention Bit 2 (BEPB2) (1 bit)

A field which is present if and only if the videomux mode isin use. Thisfield is always set to "1" to
prevent a start code emulation.

N.4.2.11 Requested Temporal Reference (RTR) (10 bits)

Requested temporal reference is present only if BT is NACK. RTR indicates the requested temporal
reference of the GOB or dice associated with the NACK. Typically, it isthe TR of the last correctly
decoded video picture segment of the corresponding position at the decoder. If a custom picture
clock frequency was not in use for the requested reference picture, the two MSBs of RTR are zero
and the LSBs contain the eight-bit TR found in the picture header of the requested reference picture.
If a custom picture clock frequency was in use for the requested reference picture, RTR is a ten-bit
number consisting of the concatenation of ETR and TR from the requested reference picture header.

N.4.2.12 Stuffing (BSTUF) (Variablelength)

Thisfield is present if and only if the separate logical channel mode is in use and the back-channel
message is the last in an external frame. BSTUF consists of a codeword of variable length consisting
of zero or more bits of value"0". Thisfield is only present at the end of an external frame.

N.5 Decoder process

The decoder of this mode may need an additional number of picture memories to store the correctly
decoded video signals and their Temporal Reference (TR) information. The decoder uses the stored
picture for which the TR is TRP as the reference picture for inter-frame decoding instead of the last
decoded picture, if the TRP field exists in the forward-channel data. When the picture for which the
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TRisTRPisnot available at the decoder, the decoder may send aforced INTRA update signal to the
encoder by external means (for example, Recommendation H.245). Unless a different frame storage
policy is negotiated by external means, correctly decoded video picture segments shall be stored into
memory for use as later reference pictures on afirst-in, first-out basis as shown in Figure N.1 (except
for B-pictures, which are not used as reference pictures), and video picture segments which are
detected as having been incorrectly decoded should not replace correctly decoded ones in this
memory area.

An Acknowledgment message (ACK) and a Non-Acknowledgment message (NACK) are defined as
back-channel messages. An ACK may be returned when the decoder decodes a video picture
segment successfully. NACKs may be returned when the decoder fails to decode a video picture
segment, and may continue to be returned until the decoder gets the expected forward channel data
which includes the requested TRP or an INTRA update. Which types of message shall be sent is
indicated in the RPSMF field of the picture header of the forward-channel data.

In a usage scenario known as "Video Redundancy Coding”, the Reference Picture Selection mode
may be used by some encoders in a manner in which more than one representation is sent for the
pictured scene at the same temporal instant (usually using different reference pictures). In such a case
in which the Reference Picture Selection mode is in use and in which adjacent pictures in the
bitstream have the same temporal reference, the decoder shall regard this occurrence as an indication
that redundant copies have been sent of approximately the same pictured scene content, and shall
decode and use the first such received picture while discarding the subsequent redundant picture(s).

ANNEX O
Temporal, SNR, and Spatial Scalability mode

This annex describes the optional mode of this Recommendation in support of Temporal, SNR, and
Spatial Scalability. This mode may also be used in conjunction with error control schemes. The
capability of this mode and the extent to which its features are supported is signaled by external
means (for example, Recommendation H.245). The use of this mode isindicated in PLUSPTY PE.

0.1 Overview

Scalability allows for the decoding of a sequence at more than one quality level. This is done by
using a hierarchy of pictures and enhancement pictures partitioned into one or more layers. There are
three types of pictures used for scalability: B-, El-, and EP-pictures, as explained below. Each of
these has an enhancement layer number ELNUM that indicates to which layer it belongs, and a
reference layer number RLNUM that indicates which layer is used for its prediction. The lowest layer
is caled the base layer, and has layer number 1.

Scalability is achieved by three basic methods. temporal, SNR, and spatial enhancement.

0.1.1 Temporal scalability

Tempora scalahility is achieved using bidirectionally predicted pictures, or B-pictures. B-pictures
allow prediction from either or both a previous and subsequent reconstructed picture in the reference
layer. This property generally results in improved compression efficiency as compared to that of
P-pictures. These B-pictures differ from the B-picture part of a PB- (or Improved PB-) frame
(see Annexes G and M) in that they are separate entities in the bitstream: they are not syntactically
intermixed with a subsequent P- (or EP-) picture.
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B-pictures (and the B-part of PB- or Improved PB-frames) are not used as reference pictures for the
prediction of any other pictures. This property allows for B-pictures to be discarded if necessary
without adversely affecting any subsequent pictures, thus providing temporal scalability. Figure O.1
illustrates the predictive structure of P- and B-pictures.

Iy B, P; B, Ps

v
A
v
A

> >
| |

T1602960-97

Figure O.1/H.263 — lllustration of B-picture prediction dependencies

The location of B-picturesin the bitstream isin a data-dependence order rather than in strict temporal

order. (This rule is consistent with the ordering of other pictures in the bitstream, but for al picture

types other than the B-picture, no such conflict arises between the data-dependence order and the
temporalorder.)For example,if the pictures of a video sequence were numbered 1, 2, 3, ..., then the
bitstream order of the encoded pictures would;p&5) By, Ps, By, ..., where the subscript refers to
the original picture number (as illustrated in Figure O.1).

Thereis nolimit to the numbe of B-pictures tha may beinseted baween pars of rference pictures
in thereference layer (othe than wha is necessay to prevent tempord ambiguity from overflows of
the temporal referencefield in the picture header). However, a akimum number of such pitures
may be signaled by external means (for example, Recommendation H.245).

The picture heifpt, width, and pigl aspect ratio of a Picture shall alwaybe equal to those of its
temporally subsequent reference layer picture.

Motion vectors are allowed to extend beyond the picture boundaries of B-pictures.

0.1.2 SNR scalability

The other basic method to achieve scalahiitthroudn spatial/SNR enhancement. Spasicdlability

and SNR scalabilitare equivalent exept for the use dhterpolationasis describedshortly. Because
compressionntroducesartifacts and distortions, the difference between a reconstructed picture and
its original in the encodelis (nearlyalways) a nonero-valued picture, containinghat can be called

the codingerror. Normally this codingerror is lost at the encoder and never recovaisith SNR
scalability thesecoding error pictures can also be encoded and sent to the decoder, praaucing
enhancerantto the decoded miture. The eta dah servesda increasehe spnal-to-noise raito of the

video pidure and hence, the teem SNR selability. FHgure O.2 illustrdes thedata flow for SNR
salability. The vertical arrows from thelower layer illustrate tha the picture in the enhancement

layer is predicted from a reconstructed approximation of that picture in the reference (lower) layer.

If prediction is only formead from thelower layer, then theenhancement layer pictureis reerred to @&
an Elpicture. t is possible, however, to create a modified bidirectionatigdictedpicture using
both a prior enhancementyer picture and a temporallsimultaneous lower l&y reference picture.
This type of pictureis referredto as an EP-picture oEhhancementP-picture. The prediction flow
for EI- and EP-picturess shown in kgure O.2. (Althouty not specificallyshown in kgure O.2, an
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El-picture in an enhancement layer may have a P-picture as its lower layer reference picture, and an

EP-picture may have an |-picture asits lower-layer enhancement picture.)

/////

/////

EP

rY
/////

Enhancement El
layer
T/
/
Base
layer
/

Figure O.2/H.263 — lllustration of SNR scalability
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Y
/////
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T1602970-97

For both EI- and EP-pictures, the prediction from the reference layer uses no motion vectors.
However, as with normal P-pictures, EP-pictures use mation vectors when predicting from their

temporally prior reference picture in the same layer.

0.1.3 Spatial scalability

The third and final scalability method in the Temporal, SNR, and Spatial Scalability mode is spatial
scalability, which is closely related to SNR scalability. The only difference is that before the picture
in the reference layer is used to predict the picture in the spatial enhancement layer, it is interpolated
by a factor of two either horizontally or verticaly (1-D spatial scalability), or both horizontally and
vertically (2-D spatial scalability). The interpolation filters for this operation are defined in O.6. For a
decoder to be capable of some forms of spatial scalability, it may aso need to be capable of custom

picture formats. & example, if the base layis sub-QCF (128 x 96), the 2-D spatial enhancement

layer picture would be 256 x 192, which does notrespondo a standardpictureformat. Another
example would be if the base Eywere QCF (176 x 144), with the standard pixaspectratio of
12:11. A 1-D horizontal spatial enhancement éaywould then correspond to a picture format of

352x 144 with a piel aspect ratio of 6:11. Thus a custom picture format would have to be used for

the enhancerant layer in thesecasesAn example which does norequie a cusim picture fornat
would bethe useof a QCIF baselayer with a CIF 2-D spaial enhancement layer. Spdial scalability

is illustrated in Figure O.3.
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Figure O.3/H.263 — lllustration of spatial scalability

Other than requiring an upsampling process to increase the size of the reference layer picture prior to
its use as a reference for the encoding process, the processing and syntax for a spatial scalability
pictureisfunctionally identical to that for an SNR scalability picture.

Since there is very little syntactical distinction between pictures using SNR scalability and pictures
using spatial scalability, the pictures used for either purpose are called El- and EP-pictures.

The picturein the base layer which is used for upward prediction in an EI- or EP-picture may be an |-
picture, a P-picture, or the P-part of a PB- or Improved PB-frame (but shall not be a B-picture or the
B-part of a PB- or Improved PB-frame).

0.1.4 Multilayer scalability

It is possible not only for B-pictures to be temporally inserted between pictures of types|, P, PB, and
Improved PB, but also between pictures of types El and EP, whether these consist of SNR or spatial
enhancement pictures. It is also possible to have more than one SNR or spatial enhancement layer in
conjunction with a base layer. Thus, a multilayer scalable bitstream can be a combination of SNR
layers, spatial layers, and B-pictures. The size of a picture cannot decrease, however, with increasing
layer number. It can only stay the same or increase by a factor of two in one or both dimensions.
Figure O.4 illustrates a multilayer scalable bitstream.
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Figure O.4/H.263 — lllustration of multilayer scalability

In the case of multilayer scalability, the picture in a reference layer which is used for upward
prediction in an El- or EP-picture may be al-, P-, El-, or EP-picture, or may be the P-part of a PB- or
Improved PB-frame in the base layer (but shall not be a B-picture or the B-part of a PB- or Improved
PB-frame).

As with the two-layer case, B-pictures may occur in any layer. However, any picture in an
enhancement layer which istemporally simultaneous with a B-picturein its reference layer must be a
B-picture or the B-picture part of an PB- or Improved PB-frame. This is to preserve the disposable
nature of B-pictures. Note, however, that B-pictures may occur in layers that have no corresponding
picture in lower layers. This allows an encoder to send enhancement video with a higher picture rate
than the lower layers.

The enhancement layer number and the reference layer number for each enhancement picture (B-, El-
, or EP-) are indicated in the ELNUM and RLNUM fields, respectively, of the picture header (when
present). See the inference rules described in 5.1.4.4 for when these fields are not present. If a B-
picture appears in an enhancement layer in which temporally surrounding SNR or spatial scalability
pictures also appear, the Reference Layer Number (RLNUM) of the B-picture shall be the same as
the Enhancement Layer Number (ELNUM).

The picture height, width, and pixel aspect ratio of a B-picture shall always be equal to those of its
temporally subsequent reference layer picture.

0.2  Transmission order of pictures

Pictures which are dependent on other pictures shall be located in the bitstream after the pictures on
which they depend.

The bitstream syntax order is specified such that for reference pictures (i.e. picture having types |, P,
El, or EP, or the P-part of PB or Improved PB), the following two rules shall be obeyed:

1) All reference pictures with the same temporal reference shall appear in the bitstream in
increasing enhancement layer order (since each lower layer reference picture is needed to
decode the next higher layer reference picture).
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2)

All temporally simultaneous reference pictures as discussed in item 1) above shall appear in
the bitstream prior to any B-pictures for which any of these reference pictures is the first
temporally subsequent reference picture in the reference layer of the B-picture (in order to
reduce the delay of decoding all reference pictures which may be needed as references for
B-pictures).

Then, the B-pictures with earlier temporal references shall follow (temporally ordered within each
enhancement layer).

The bitstream location of each B-picture shall comply with the following rules:

1)

2)

3)

4)

5)

Its bitstream location shall be after that of its first temporally subsequent reference picture in
the reference layer (since the decoding of the B-picture generaly depends on the prior
decoding of that reference picture).

Its bitstream location shall be after that of al reference pictures that are temporally
simultaneous with the first temporally subsequent reference picture in the reference layer
(inorder to reduce the delay of decoding all reference pictures which may be needed as
references for B-pictures).

Its bitstream location shall precede the location of any additional temporally subsequent
pictures other than B-pictures in its reference layer (since to alow otherwise would increase
picture-storage memory requirements for the reference layer pictures).

Its bitstream location shall be after that of all ElI- and EP-pictures that are temporally
simultaneous with the first temporally subsequent reference picture.

Its bitstream location shall precede the location of all temporally subsequent pictures within
its same enhancement layer (since to allow otherwise would introduce needless delay and
increase picture-storage memory requirements for the enhancement layer).

Figure O.5 illustrates two alowable picture transmission orders given by the rules above for the
layering structure shown therein (with numbers in dotted-line boxes indicating the bitstream order,
separated by commas for the two alternatives).

Enhancement
layer 2

T1603000-97

Figure O.5/H.263 — Example of picture transmission order
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0.3  Picturelayer syntax

The Enhancement Layer Number (ELNUM) (see 5.1.11) is always present in any enhancement
(B, El, or EP) picture and shall not be present in |- or P-pictures, or in PB- or Improved PB-frames.
The Reference Layer Number (RLNUM) (see 5.1.12) is present for some enhancement pictures and
isinferred for others, as described in 5.1.12.

There is exactly one base layer, and it has ELNUM and RLNUM equal to 1. The RLNUM gives the
enhancement layer number of the forward and backward reference pictures for B-pictures, for the
upward reference picture for El- and EP-pictures. The reference pictures of the base layer may
consist of 1, PB, Improved PB, and P-pictures, none of which include ELNUM or RLNUM in the
picture header (their implied values are 1).

For B-pictures, RLNUM must be less or equal to ELNUM, while for El- and EP-pictures, RLNUM
must be smaller than ELNUM.

ELNUM may be different from the layer number used at the system level. Since B-pictures have no
other pictures dependent on themselves, they may even be put in a separate enhancement layer by
system components external to this Recommendation (for example, Recommendations H.245 and
H.223). Moreover, it is up to the implementor as to whether the enhancement pictures are sent in
separate video channels or remain multiplexed together with the base layer pictures.

As stated in 5.1.4.5, the Deblocking Filter mode (see Annex J) does not apply within B-pictures. This
is because B-pictures are not used for the prediction of any other pictures, and thus the application of
adeblocking filter to these picturesis entirely a post-processing technique which is outside the scope
of this Recommendation. However, the use of some type of deblocking filter for B-pictures is
encouraged, and afilter such asthat described in Annex J may in fact be a good design to use for that
purpose.

The Temporal Reference (TR) (see 5.1.2) is defined exactly as for |- and P-pictures.

There shall be no TRy (see 5.1.22) or DBQUANT (see 5.1.23) fields in the picture header of B-, El-
or EP-pictures.

0.4  Macroblock layer syntax

The macroblock layer syntax for B- and EP-pictures is the same, since each uses two reference
pictures in a similar way. However, the interpretation varies slightly depending on the picture type.
Figure O.6 indicates the B and EP syntax. The MBTY PE field indicates whether there is direct-mode
prediction, forward prediction, backward/upward prediction, or bidirectional prediction. The
MBTY PE is defined differently for B- and EP-pictures as described below.
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—» COD MBTYPE

T1603010-97

Fixed length code Variable length code

Figure O.6/H.263 — Macroblock syntax for EP- and B-pictures

The direct prediction mode is only available for B-pictures. It is a bidirectional prediction mode
similar to the bidirectional mode in Improved PB-frames mode (Annex M). The only difference is
that there is no restriction on which pixels can be backward predicted since the complete backward
prediction image is known at the decoder. Bidirectional mode uses separate motion vectors for
forward and backward prediction. In both direct and bidirectional mode, the prediction pixel values
are calculated by averaging the forward and backward prediction pixels. The average is calculated by
dividing the sum of the two predictions by two (division by truncation). In direct mode, when there
are four motion vectors in the reference macroblock, then all four motion vectors are used as in
Improved PB-frames mode (Annex M).

For B-pictures, forward prediction means prediction from a previous reference picture in the
reference layer. Backward prediction means prediction from a temporally subsequent reference
picture in the reference layer.

For EP-pictures, forward prediction means prediction from a previous El- or EP-picture in the same
layer, while upward prediction is used to mean prediction from the temporally simultaneous
(possibly interpolated) reference picture in the reference layer. No motion vector is used for the
upward prediction (which is syntactically in the same place as backward prediction for B-pictures),
although one can be used for the forward prediction.

The macroblock syntax for El-pictures is dlightly different. As shown in Figure O.7, the MBTY PE
and CBPC are combined into an MCBPC field. No forward prediction is used, only upward
prediction from the temporally simultaneous reference picture in the reference layer. No motion
vector is used.

In B- and EP-pictures, motion vectors over picture boundaries may be used as described in D.1
(although extension of the motion vector range as described in D.2 is only active if the Unrestricted
Motion Vector modeisalsoin use).
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—® COD

T1603020-97

DQUANT

Fixed length code Variable length lode

(D

Figure O.7/H.263 — Macroblock syntax for El-pictures

0.4.1 Coded macroblock indication (COD) (1 bit)

A bit which, when set to "0", signals that the macroblock is coded. If set to "1", no further
information is transmitted for this macroblock and the macroblock is handled as "skipped" as
described below.

0.4.2 MBTYPE/MCBPC (VLC)

There are different MBTYPE tables for B- and EP-pictures. For El-pictures, there is instead a
MCBPC table. Table O.1 isthe MBTY PE table for B-pictures. Table O.2 is the MBTY PE table for
EP-pictures. Table 0.3 isthe MCBPC table for El-pictures.

For B-pictures, the "Direct (skipped)" prediction type indicates that neither MBTY PE, nor any data,
is transmitted in the macroblock and that the decoder derives forward and backward motion vectors
and the corresponding bidirectional prediction. This is signaled by the COD bit. The "Forward
(no texture)”, the "Backward (no texture)", and the "Bi-dir (no texture)" prediction types for a
B-picture indicate forward, backward, and bi-directional prediction with no coefficients, and with
one transmitted motion vector for forward and backward prediction, and two transmitted motion
vectors for bidirectional prediction.

For EP-pictures, the "Forward (skipped)" prediction type indicates that no additional datais sent for
the macroblock, so that the decoder should use forward prediction with a zero motion vector and no
coefficients. The "Upward (no texture)" and "Bi-dir (no texture)" prediction types for an EP-picture
indicate upward and bidirectional prediction with no coefficients, and with zero motion vector(s).

For El-pictures, the "Upward (skipped)" prediction type indicates that no additional data is sent for
the macroblock, so that the decoder should use upward prediction with a zero maotion vector and no
coefficients.
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Table O.1/H.263 — MBTYPE VLC codes for B-pictures

Index Prediction type | MVDFW | MVDBW | CBPC | DQUANT | MBTYPE Bits
+
CBPY
- Direct (skipped) (COD =1) 0
0 Direct X 11 2
1 Direct + Q X X 0001 4
2 Forward (no X 100 3
texture)
3 Forward X X 101 3
Forward + Q X X X 00110 5
5 Backward (no X 010 3
texture)
Backward X X 011 3
Backward + Q X X X 00111 5
Bi-dir (no X X 00100
texture)
9 Bi-dir X X X 00101 5
10 Bi-dir + Q X X X X 0000 1 5
11 INTRA X 0000 01 6
12 INTRA +Q X X 0000 001 7
13 Stuffing 0000 0000 1 9
Table 0.2/H.263 — MBTYPE VLC codes for EP-pictures
Index Prediction type | MVDFW | MVDBW | CBPC | DQUANT | MBTYPE Bits
+
CBPY
- Forward (skipped) (COD =1) 0
0 Forward X X 1 1
1 Forward + Q X X X 001 3
2 Upward (no 010 3
texture)
3 Upward X 011 3
4 Upward + Q X X 0000 1 5
5 Bi-dir (no texture) 00010 5
6 Bi-dir X X 00011 5
7 Bi-dir + Q X X X 0000 01 6
8 INTRA X 0000 001 7
9 INTRA +Q X X 0000 0001 8
10 Stuffing 0000 0000 1 9
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Table 0.3/H.263 — MCBPC VLC codes for El-pictures

Index Prediction type Code block CBPY | DQUANT MCBPC Bits
pattern (56)
- Upward (skipped) (COD=1) 0
0 Upward 00 X 1 1
1 Upward 01 X 001 3
2 Upward 10 X 010 3
3 Upward 11 X 011 3
4 Upward + Q 00 X X 0001 4
5 Upward + Q 01 X X 0000 001 7
6 Upward + Q 10 X X 0000 010 7
7 Upward + Q 11 X X 0000 011 7
8 INTRA 00 X 0000 0001 8
9 INTRA 01 X 0000 1001 8
10 INTRA 10 X 0000 1010 8
11 INTRA 11 X 0000 1011 8
12 INTRA+Q 00 X X 0000 1100 8
13 INTRA+Q 01 X X 0000 1101 8
14 INTRA+Q 10 X X 0000 1110 8
15 INTRA+Q 11 X X 0000 1111 8
16 Stuffing 0000 0000 1 9

0.4.3 Coded Block Pattern for Chrominance (CBPC) (Variable length)

When present, CBPC indicates the coded block pattern for chrominance blocks as described in
Table O.4. CBPC is present only for EP- and B-pictures, when its presence is indicated by MBTY PE
(see Tables 0.1 and O.2).

Table O.4/H.263 — CBPC VLC codes

Index Codeblock pattern CBP | Bits
(56) C
0 00 0 1
1 01 10 2
2 10 111 3
3 11 110 3

0.4.4 Coded Block Pattern for Luminance (CBPY) (Variable length)

When present, CBPY indicates which blocks in the luminance portion of the macroblock are present.
CBPY is present only when its presence is indicated by MBTYPE (see Tables O.1, 0.2 and O.3).
CBPY iscoded as described in 5.3.5 and in Table 13. Upward predicted macroblocks in El- and EP-
pictures, bidirectional predicted macroblocks in EP-pictures, and INTRA macroblocks in El-, EP-,
and B-pictures use the CBPY definition for INTRA macroblocks, and other macroblock types in El-,
EP-, and B-pictures use the CBPY definition for INTER macroblocks.
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0.45 Quantizer Information (DQUANT) (2 bits/Variable length)
DQUANT isused asin other picture macrablock types. See 5.3.6 and Annex T.

0.4.6 Motion vector data (MVDFW, MVDBW) (Variable length)

MVDFW is the motion vector data for the forward vector, if present. MVDBW is the motion vector
data for the backward vector, if present (allowed only in B-pictures). The variable length codewords
aregivenin Table 14, or in Table D.3 if the Unrestricted Motion Vector mode is used (see Annex D).

0.5 Maotion vector decoding

0.5.1 Differential motion vectors

Motion vectors for forward, backward or bidirectionally predicted blocks are differentially encoded.
To recover the macroblock motion vectors, a prediction is added to the motion vector differences.
The predictions are formed in a similar manner to that described in 6.1.1, except that forward motion
vectors are predicted only from forward motion vectors in surrounding macroblocks, and backward
motion vectors are predicted only from backward motion vectors in surrounding macroblocks. The
same decision rules apply for the special cases at picture, GOB or dlice borders as described in 6.1.1.
If a neighboring macroblock does not have a motion vector of the same type (forward or backward),
the candidate predictor for that macroblock is zero for that motion vector type.

0.5.2 Motion vectorsin direct mode

For macroblocks coded in direct mode, no vector differences are transmitted. Instead, the forward
and backward motion vectors are directly computed from the temporally consecutive P-vector as
described in G.4 with the restriction that MVp is always zero. These derived vectors are not used for
prediction of other motion vectors.

0.6 Interpolation filters

The method by which a picture is interpolated for 2-D spatial scalability is shown in Figures O.8 and
0.9. The first figure shows the interpolation for interior pixels, while the second one shows the
interpolation close to picture boundaries. This is the same technique used in Annex Q and in some
cases in Annex P. The method by which a picture is interpolated for 1-D spatial scalability is shown
in Figures 0.10 and O.11. Figure O.10 shows the interpolation for interior pixels in the horizontal
direction. The interpolation for the vertical direction is analogous. Figure O.11 shows the
interpolation for pixels at picture boundaries. Again, the interpolation for the vertical direction is
analogous. Again, thisis the same technique used in some casesin Annex P.
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b=(3A +9B +C+3D+8)/16

c=(3A+B+9C+3D+8)/16

d=(A+3B+3C+9D+8)/16
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Original pixel positions
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Figure O.8/H.263 — Method for interpolating pixels for 2-D scalability
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Figure O.9/H.263 — Method for 2-D interpolation at boundaries

O®E OO s
b=(A+38+2)/4

Q Origind pixe positions
Q Interpolated pixel positions T1603050-97

Figure 0.10/H.263 — Method for interpolating pixels for 1-D scalability
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Figure O.11/H.263 — Method for 1-D interpolation at picture boundaries

ANNEX P

Reference picture resampling

P.1 Introduction

This annex describes the use and syntax of aresampling process which can be applied to the previous
decoded reference picture in order to generate a "warped" picture for use in predicting the current
picture. This resampling syntax can specify the relationship of the current picture to a prior picture
having a different source format, and can also specify a "global motion" warping alteration of the
shape, size, and location of the prior picture with respect to the current picture. In particular, the
Reference Picture Resampling mode can be used to adaptively alter the resolution of pictures during
encoding. A fast algorithm is used to generate bilinear interpolation coefficients. The capability to
use this mode and the extent to which its features are supported is negotiated externally (for example,
Recommendation H.245). This mode may be used in restricted scenarios that may be defined during
capability negotiation (e.g. to support only factor-of-four picture resizing, to support only half-pixel
resolution picture warping, or to support arbitrary image size resizing and displacements).

NOTE — The defaultimage transfornation between pictures of differingsolutions is defined to aimtain

the spatial aligment of the edgs of the picture area amd the relative locationsof the luminanceand
chrominancesanples. This may hawe implications on the desigof any resanpling operations used for
generatingpictures of arious resolutions at the encoder and for disptapictures of arious resolutions
afterdecoding(particularlyregardingshifts in spatial location caused pliase shifts induced in respling).
Also,since this mde can be used for dgmic adaptie picture resolution charg, operation ith this node

may benefit fromexternal negtiation to displaythe decoded picture at a héag resolutionthanits encoded
picture size, in order to allow switching between encoded picture sizes without resizing the picture display.

If the Reference Picture Resampling bit in the PLUSPTYPE field is not set, but PLUSPTYPE is
present and the pictureis an INTER, B, or EP-picture or an Improved PB-frame, and the picture size
differs from that of the temporally previous encoded picture, this condition invokes Reference
Picture Resampling with warping parameters (see P.2.2) set equal to zero, fill mode (see P.2.3) set to

1
clip, and displacement accuracy (see P.2.1) set to 1—6-pixel accuracy. This causes the resampling

process to easily act as a predictively-encoded change in picture resolution. In simple factor-of-four
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resolution change cases such as transitions between CIF and 4CIF, the resampling process reduces to
the same simple filter used for Spatial Scalability (Annex O) or for Reduced-Resolution Update
(Annex Q), except for the application of rounding control.

If the picture is an EP-picture and the Reference Picture Resampling bit is set in the PLUSPTY PE
field of the picture header of the reference layer, this bit shall also be set in the picture header of the
EP-picture in the enhancement layer.

If a B-picture uses the Reference Picture Resampling mode, the resampling process shall be applied
to the temporally previous anchor picture and not to the temporally subsequent one. The temporally
previous anchor picture to which the resampling process is applied shall be the decoded picture
(i.e. prior to any resampling applied by Reference Picture Resampling if this mode is also invoked
for the subsequent reference picture). The temporally subsequent anchor picture shall have the same
picture size as the B-picture.

If the Reference Picture Resampling mode is invoked for an Improved PB-frame, one set of warping
parameters is sent and the resampled reference picture is used as the reference for both the B- and
P-parts of the Improved PB-frame.

The Reference Picture Resampling is defined in terms of the displacement of the four corners of the
current picture area. For the luminance field of the current picture with horizontal size H and vertica
size V, four conceptual motion vectors v®, vH% v% and vHY, are defined for the upper left,

upper right, lower left, and lower right corners of the picture, respectively. These vectors describe
how to move the corners of the current picture to map them onto the corresponding corners of the
previous decoded picture, as shown in Figure P.1. The units of these vectors are the same as those in
the reference picture grid. To generate a vector v(x,y) at some real-vaued location (X, y) in the

interior of the current picture, an approximation to bilinear interpolation is used, i.e. asin:

oY R 1 R

oV

<

Vv
T1603070-97

Figure P.1/H.263 — Example of conceptual motion vectors used for warping

The horizontal size H and vertical size V of the current picture, and the horizontal size Hgand
vertical size Vi of the reference picture are those indicated by the picture header, regardless of
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whether these values are divisible by 16 or not. If the picture width or height is not divisible by 16,
the additional area shall be generated by adding pixels to the resampled picture using the same fill
mode as used in the resampling process.

For the simplicity of description, the resampling vectors r®, r*, rY and r¥ aredefined as:

=V

P =y00 —yHO OV 4 HY

Using this definition, the equation for bilinear interpolation is rewritten as.

v(x,y)=r° +§§%X +§¥§y @%%%W

For warping purposes, it is assumed that the coordinates of the upper left corner of the picture area
are (X, y) = (0,0) and that each pixel has unit height and width, so that the centers of the pixelslie at

1 1
the points (x,y)=§L +§,jL+§§for ip=0,....,H-21andj, =0, ...,V -1, wherehe L

subscrpt indicakes tat i, and j; pertain to theluminance field. (As thepixel aspect ratio is usudly

constant or the conversion of the aspect ratio is performatidyesamplingthereis no needto
considerthe actual pixel aspect ratio for these purposes.) Usihis convention, thex- and
y-displacements at the locations of interest in the luminance field of the reference picture are:

)= 1 . 1M 10,0
v 0 =gy e B+ B g+ B 3
00 =gy B + B33 +Hi 35+l 5l

Because all positions and phases must be computed relative to theofehteupper-leftcorner

1
pixel, which has the coordinate §) = %EQ the quantities of primary interest are:
. 1 1 . 1
XR('L!JL)_Esz +§§+VX(IL1JL)_§
1 1 1 1M 1 01
=y Vr)?+§|_ +§§HV +Vr)§‘)+§“_ +E§—Irxy +§L +§@L +E§;‘VEFE
1_

. 1 . 1
yR(|L1JL)_2 EL"'EQ"‘W('L’JL)‘E

—iDVrO_}.@ +E§/rx+§i +£§HV+Hry)+§ +£§@ +E§XVD E
“hv VY FHL B FHLS y) "L Tomgt Tody H 2

Oncea locationhasbeendeterminedn the prior decoded reference picture usamgapproimation
of these equaions, bilinexr interpolaion as speified later in this annex shdl be usal to generate a
value for the resampled pixel.
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Each resampling vector can be decomposed into two components, with the first component
describing the geometrical warping and the second component accounting for any difference in size
between the predicted picture (horizontal size H and vertical size V) and the reference picture
(horizontal size Hg and vertical size Vg). This decomposition is as follows:

00 —,,00 00 —,,00
_\—/warp +Vgze _\—/warp +(0,0)

HO —,,HO HO —,,HO _
_\—/warp+\—/size_\—/warp+(HR H.0)

<

<

o —,,0v o —,,0v _
_\—/warp tVsze _\—/warp +(0’VR V)

<

HV —_\,HV HV _\,HV _ _
= _ywarp+\—/size_\—/warp+(HR H,Vgr-V)

<

P.2 Syntax

Whenever the reference picture resampling bit is set in the PLUSTPY PE field of the picture header,
the RPRP field of the picture header includes parameters which control the Reference Picture
Resampling process. This includes a two-bit Warping Displacement Accuracy (WDA) field, may
include eight warping parameters or one-bit warping parameter refinements, and includes afill mode,
as described in this subclause.

P.2.1 Warping Displacement Accuracy (WDA) (2 bits)

A two-bit warping displacement accuracy field WDA appears first in the RPRP field of the
bitstream, and indicates the accuracy of the displacements for each pixel. A vaue of "10" indicates
that the x- and y-displacements for each pixel are quantized to half-pixel accuracy. A value of "11"

1
indicates that the displacements are quantized to 6 -pixel accuracy. The use of other values is

reserved.

P.2.2 Warping parameters (Variable length)

When the Reference Picture Resampling parameters are sent for an INTER or B-picture, or an
Improved PB-frame, eight warping parameters are included in the picture header using the variable
length code (VLC) shown in Table D.3. For an EP-picture using SNR scalability, the warping
parameters of the lower layer are used and no warping parameters are transmitted. If the Reference
Picture Resampling bit is set in the PLUSPTY PE field of the picture header for an EP-picture using
spatial scalability, the warping parameters of the lower layer are refined to the accuracy needed for
the current layer by multiplying the warping parameter for each up-sampled dimension (warping
parameters with subscript x and/or y) of the lower layer by two and adding the value of one
additional bit that is sent in place of the associated warping parameter to define the least significant
bit of the warping parameter.

The eight integer warping parameters (or their one-bit refinements) are sent in the following order:

0
y H

w2, w wi,wy, wy,wyw | and wyY
When not a one-bit refinement, these parameters are sent in a similar manner as motion vector
differences in the Unrestricted Motion Vector mode when PLUSPTY PE is present, using Table D.3
with no restriction on the range of the parameters (i.e. a range of —-4095 to +4095). As when
encoding motion vector difference pairs, an emulation prevention bit shall be added as needed after
each pair of warping parametersis sent, such that if the all-zero codeword (the value +1 in half-pixel

units) of Table D.3 is wused for both warping parameters in the pair
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(w? and WS Wy andwy, or wy’ andwy”) the pair of codewords is followed by asingle bit equal to 1
to prevent start code emulation.

These eight warping parameters are interpreted as picture corner displacements relative to the
displacements that would be induced by removing the resizing component of the resampling vectors.
The warping parameters are scaled to represent half-pixel offsetsin the luminance field of the current
picture, and the range for the values of these paramenters is —4095 to +4095. The warping
parameters are defined using the resampling vectors by the relations:

wo=2r2 wy =2r)
X=2(rX=(Hs-H Wy =2r%

Wy =2\ry —(Hr —H) y —<ly

wy =2ry wy =2{ry - (Ve -V)

wy =2r) wyY =2rg¥

P.2.3 Fill Mode (FILL_MODE) (2 bits)

For an INTER or B-picture or an Improved PB-frame, immediately following the VLC-coded
warping parameters in the picture header are two bits which define the fill-mode action to be taken
for the values of pixels for which the calculated location in the reference picture lies outside of the
reference picture area. The meaning of these two bits is shown in Table P.1 and their location is
shown in Figure P.2. For an EP-picture, the fill-mode action is the same as that for the reference
layer, and the two fill-mode bits are not sent.

Table P.1/H.263 — Fill mode bits/action

fill-mode bits fill action
00 color
01 black
10 gray
11 clip

If the fill mode is clip, the coordinates of locations in the prior reference picture are independently
limited as in the Unrestricted Motion Vector mode so that pixel values outside of the prior reference
picture area are estimated by extrapolation from the values of pixels at the image border. If the fill
mode is black, luminance samples outside of the prior reference picture area are assigned a value of
Y = 16 and chrominance samples are assigned a value of Cg =Cg =128. If the fill mode is gray,
luminance and chrominance values are assigned a value of Y=Cg =Cg=128. If the fill mode is

color, then additional fields are sent to specify afill color, as described in the next subclause.

P.2.4 Fill Color Specification (Y_FILL, Cs_EPB, G_FILL, Cr_EPB, Gs_FILL) (26 bits)

If the fill mode is color and the picture is not an EP-picture, then the fill-mode bits are followed in
the bitstream by three eight-bit integers, Y _fill, Cs_ fill, and C:_ fill, which specify a fill color
precisely. Between these three eight-bit integers are two emulation prevention bits (Cg_EPB and
Cr_EPB) each of which is equal to 1. The format of this color specification, which is present only
when the fill mode is color, is shown in Figure P.2. Each eight-bit integer field is sent using its
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natural representation. For an EP-picture, the fill-mode action (and fill color) is the same as that for
the reference layer, and the fill color specification is not sent.

| FILL MODE | Y FILL | cg EPB | Cg FILL | Cr EPB | Cg FILL |

Figure P.2/H.263 — Format of fill mode and fill color specification data

P.3 Resampling algorithm

The method described in this subclause shall be mathematically equal in result to that used to

generate the samples of the resampled reference picture. Using the integer warping parameters
wg, W, Wi, wys wY  wY, wi¥ . andw;Y integer parameters

ug®, ud®, uf®, ug'® u U, U, and uy which denote the x- and y-displacements at the

corners of the luminance field in 3—12 -pixel accuracy (the actual displacements are obtained by
dividing these values by 32) are defined as:

uf(’o = 16Wf(’ ugo = 16w?,

U0 =16(wd -+ +2(Hg - H)) uy'® =16(w) +ws)
u® =16(w2 +wy) 0% =16(w +wy +2(V -V))

T :16(WS +w+wy +w + 2(Hg - H)) uy" =l6(W8 + W

5wy +wY + 2(Vg ‘V))

Next, H and V', which denote the horizontal and vertical size of the virtual frame are defined as the
smallest integers that satisfy the following condition:

H H,V 'V2H 2%V 2"=smandnarepostiveintegers

By applying bilinear extrapolation to the corner vectors of the luminance field, the integer parameters

ue”,ugt ug, ug U, ug®, u®, and ug® which denote the x- and y-displacements of the
1
luminance field at the virtual points(x, y) = (0, 0), (H", 0), (0, V"), and (H", V") in i-pixel accuracy

(the actual displacements are obtained by dividing these values by 32) are defined as:

ulT = ULt =y
T =((H-H )P + %)/ /H T [ HOU® HHP)//H
:((\/—V')u°° v o)1V uw (o v V)i

((v “vO(H H UL Hu) VM H R H ))//(HV)
((v SV H UL H ) VAR H O H ulf ))//(HV)

where "/[" denotes integer division that rounds the quotient to the nearest integer, and rounds half
integer values away from 0.
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In the remainder of this annex, it is assumed that the centers of the pixels lie a the points

1 1
(%, y)=§+§, ] +§§ for both the luminance and chrominance fields. Integer parameters i, j are

defined as:

. i=0,...H-1and =0, ...,vV-1for luminance, and
H \%

. i=0, ey T land =0, iy T 1 for chrominance.

This implies that different coordnat systens are used foruminance and chromance ashownin
Figure P.3. Using the coordinate syem for chrominance, theinteger parameters

ue’,uy L ud, ul e, ug®, u®, and uf® defined above can also be amipd asthe x- and

y-displacenents of the chronminance feld at virtual points , y) = (0, 0), H/2, 0), (0, V'/2), and

1
(H/2,V'[2) in o -pixel accuracy (the actual displacements are obtained by dividing these values by

64). Using these parameters and an additional parameter S, which is defined as 2 for luminance and
as 1 for chrominance, the resampling agorithm for the luminance and chrominance fields are defined
using common equations.

0 1 2 3 4 5 0 1 2

T T T T T T > X T T T > X
[0 e [

X X X X X X I X X X X X X
11 O O O O O O

i X X X X X X i X X X X X X
2 [ ! 1 !

X X X X X X I X X X X X X
) O O PO O O

i X X X X X X : X X X X X X
4 - A

P X X X X X X I X X X X X X
5 1 O O O O) O O
v X X X X X X v I X X X X X X
y y T1603080-97

Luminance Chrominance

X Luminance sample

O chrominance sample

—————— Picture boundary

Figure P.3/H.263 — Coordinate systems for luminance and chrominance fields

The integer parameters uy (j), uy (j), ug(j), and u(j) which denote the x- and y-displacements of

1 1
the picture fied at (x, y) = (0, j+§) and (SH72, j+ 5) in é—pixel accuracy (the actua

displacements are obtained by dividing these values by 64/S) are defined using one dimensional
linear interpolation as:
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ub()=(sv' 2 BulT i HulB)rr(svy ubh) (v 2i-DuT @F DeB)ii(sv)
B=(sv 2 pul™ 2j pu®)irsv) ui() (v 2i-Du (b DufB)ii(sv)

where "/[" denotes integer division that rounds the quotient to the nearest integer, and rounds half
integer values away from 0.

Finally, the parameters that specify the transformed position in the reference picture become:
IR(i,j)zPi+((SH’ 2 Hur(j) €2 Bul(j) 82H /'P)///(64H/P)
JR(i,j):Pj+((SH' 2i Yuy (j) €2 Hul(j) 82H /’P)///(64H/F’)

ir(,))=1RG,])//1P Jr(,))=Ir0.))//1P
=G, ) -(1rG. 1) 111P)P 07 xG,ir (3rG.0)/1/P)P
where
"/I["  integer division with truncation towards the negative infinity;
"M integer division (in this case resulting in no loss of accuracy);

P accuracy of x- and y-displacements (P = 2 when WDA ="10" and P = 16 when WDA ="11"
or is absent, see P.2.1 for the definition of WDA);

@R(' J) 1 JR(I J) 1
p 2

@ (X, y) location of the transformed position (both 1x(i,j) and Ji(i, j)

are integers);

ER(I N+= ,jR(I N+= @ (%, y) location of the sampling point near the transformed position
(both ig(i, }) and jR(i,]) areintegers);

(DX,D y) bilinear interpolation coefficients of the transformed position (both
[y and O areintegers).

The computation of this equation can be simplified by replacing the divisions by shift operations,
since 64H"/P = 2™2 when P = 16 and 64H"/P = 2™° when P = 2.

Using these parameters, the sample value, Ex(i, j), of the pixel located at (X, y)=§ +%, i +%§ in the
resampled picture is obtained using bilinear interpolation by:
Ep(.))=((P-0,)((P-0 )ErGr.i®0 «Erfin Lig)
0,((P0 VEr(r. ik 0 yEgrfir Lig ) P?#2+1 RCRPR)/P’
where "/" denotes division by truncation. i and j: are simplified notations for iR(i j) and jR(,J),
and Egr(ir,jr) denotes the sample value of the pixel located at (X,y)= E ,JR ;@ in the

reference picture after extrapolation using the proper fill mode if necessary. The val ue of parameter
RCRPR is defined as follows:

. For a B-picture (or the B-part of amproved BB-frame) whichhas a P-picture as its
tempordly subsguent anchor picture RCRPR is qud to theroundingtype (RTYPE) bit in
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MPPTYPE (see 5.1.4.3) of this temporally subsequent P-picture. This implies that for
Improved PB-frames, RCRPR has the same value for the P-part and the B-part.

. For other types of pictures, RCRPR is equal to the RTYPE bit of the cpicent.

P.4 Example of implementation

In this subtause an implementaion example of thedgorithm desaibed in theprevious subdauseis
provided as pseudo-code.

P.4.1 Displacements of virtual points
When a larg picture is coded, a straiforward implementation of the equation fobtaining
paameters u,® anduy® shownin P.3maynecessitate the usagf variables requiringiore that 32

bits for their binaryrepresentation. df systems which cannot easilyse 64-bitinteger or floating
point regsters,an exampleof an algrithm which does not require variables with more than 32

for the calculation ofi,® anduy® is shown below.

SinceH, V, H", and V" are divisible by 4, the definition of uX® can be rewritten as:

UEB :((VQ _VQ’)((HQ +'|Q )u)(()o H'Q U)'(-io) VQ+((HQ HQ_)U)((N' HQ w)'jv))//A
where HQ=H/4, VQ=V/4, Ho' =H"/4, Vo' =\V'/4, A= HoVo, and /" denotes integ division that

rounds the quotient to the nearest istegand rounds half integ values awayfrom 0. Nex,
parameters and Ty are defined as:

Tr =(Hq —Hg")ug® Hg uf®

Te=(Ho —Ho uy Hg g
for simplicity of description.Using operator J//" which denotes intes division with truncation
towards the naggive infinity, and operator%" which is defined aa % b =a — (a /// b) b, the value
of ufB can be obtained via the following pseudo-code:

Q= (Vo = VO)(Tr 111 A+ Vo (Ts 111 A + ((Vo - Vo)*(Tr %A+ Vg
(Te % AVl A

r=(( Vo =Vo)( Tr % A+ Vo *(Tse % A) %A
if (g <0

RB _ .

U = gqHr+(A1)/2)/A

el se
U = qH(r+A2)/ A

The value of uy® can also be calculated using this algorithm.

P.4.2 Resamplingalgorithm

To simplify the description of the algorithm, afunction pri or _sanpl e isdefined. Its purposeisto
generate a pixel value for any integer location (i,, j,) relative to the prior reference picture sampling
grid:
cli p(xm' o X, erx) {
if (X < Xpin) {
return Xpin;

} else if (X > Xmx) {
return Xpax;

124 Recommendation H.263 (02/98)

bits

Page 136



} else {
return x;

}
}

prior_sanple (ip jp) {
if (FILL_MODE = clip) {
ic=clip (0, i, S*Hk/2-1);
je =clip (0, jp, S*Vr/2-1);
return prior_refl[ic, jol;

} else {
if ((ip<0) OR(ip>SH/2-1) or (jo,<0) OR(jp > S*W/2-1) {
return fill _val ue;
} else {
return prior_ref[ip jpl;
}
}

}

In the pseudo-caode, pri or _ref[i,]j] indicatesthe samplein columni and row j in the temporally
previous reference picture.

Next, a filter function that implements the bilinear interpolation described in P.3 is defined. It is
assumed that all arguments of the following function are integers and that the bilinear interpolation
coefficients, @ and g, are quantized in the range.Q, P-1 (inclusive).

filter(xo,yO,Dx,Dy) {
reunn[P—Dyﬁ«ﬂﬂ,Qpnonﬁamﬂq%,%)ﬂq prior_sanpl e(x Lyd)
Dy[«P—D O prior_sanple(xo, y¢ B0 0 prior_sample(x 1 v 1})
P?/2-1+RCRPR] / P%;
}

Finally, the method for warpinthe reference picture generatea predictionfor the currentpicture
canbe specifiedin termsof these functions. The mls of the prediction picture can bengrated in

a raser scan order.tlis assured that the valies uy (j), uy (j), u(j), and uy(j) are ateady

calculated and baded ito variables u’, u)';, uf, and u?. Defining parameteb asD = 64H’ /P and

notingtha H™ = 2, the sample values of the pixelsin thej th line of the resampled field (the topmost
lineis defined as the Oth line) is obtained by the following pseudo-code:

al. =D* P+ 2* (U-ub);

aiy 2 * (u?—u;);

a, = ur * S* 2"+ (UR-ulb); + D/ 2

a, =j*D*P+u *S* 2"+ (ui-u), + D/ 2

y y
for (i=0 i<S* H/ 2; i++) {
l. = a, /Il D;
Jr = ay /ll D;
ir = I Ml P
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jr = s I P;

QX IR_(iR* P);

g, =k - (jr* P);

new ref[i, j] = filter(ir Jjrn D 9);
A += Al

+= a

a y;

y

}

where dl the variables usel in this @de are integer variables and new_r ef [i, j] indicaes he
sanple generated for wlumn i and rowj in the resampled reference picture According to the
definition of the paranaters, al the divisions i this code can be regted bybinary shift operatons.
For example, wheR = 16:

I = a, /Il D
k= a /Il D;
ir = I Ml P;
jr = I Ml P

Gy =l = (i * P);

QY:JR_GR * P),
can berewritten, sssumingtha a,, a,, g, and Jg are binarycoded integr variablesin two's
complement representation, as:

g = a, >> (M+2);

J = a, >> (m+2);
ik = g >> 4
Jr = & >> 4
Dy = |z & 15;
@, = J & 15;

where '>> Ny« denotes aright arithmetic binary shift by N« bits (N« IS apositiveinteger), and "&"
denotes a bit-wise AND operation.

P.5 Factor-of-4 resampling
Factor-of-4 resamplingvhich converts both the hodatal and vertical sezof the picture byafactor

1
of 2 or > is a special case of the resamplaigorithm described ifP.3. The simplified description

of the resampling algorithm for this special case is provided in this subclause.

Thevaue of thepaameaer RCRPR usgin FHgures P.4 to P.6 is dermined by the RoundingType
(RTYPE)bit in MPPTYPE (see 5.1.4.3) as described in P.3. Additiondllyn the figures indicates
division by truncation.

P.5.1 Factor-of-4 upsampling

The pixel value interpolation method used in factor-of-4 upsamgiangnternal pixls are shown in
Figure P.4. By assumingthe exstence of pigls outside the picture accordirig the selected fill
mode (see P.2.3 and P.2.4), the same interpolation methagplied for boundarypixels. The
interpolation method for boundanpixels when clip is sdected as the fill mode is shown in
Figure P.5. Snce precise factor-of-4 upsamplirrgquires x and ydisplacements withat least
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1
2 -pixel accuracy, the Warping Displacement Accuracy (WDA) field specified in P.2.1 must be set

to "11" or the resampling must be implicitly invoked in order to use this upsampling method.

O 0O O _0O

&
O

O ® ® O
O ® ® O
Q T1603090-97

Pixel positions of the upsampled predicted picture

Q Pixel positions of the reference picture

a=(9A +3B+3C+D+7+RCRPR)/16

b=(3A+9B+C+3D+7+RCRPR)/16

c=(3A+B+9C+3D+7+RCRPR)/ 16

d=(A+3B+3C+9D +7+RCRPR)/16
L]

Figure P.4/H.263 — Factor-of-4 upsampling for pixels inside the picture
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Picture
boundary

a=A

b=(BA+B+1+RCRPR)/4
c=(A+3B+1+RCRPR)/4
d=(BA+C+1+RCRPR)/4
e=(A+3C+1+RCRPR)/4

O

O O

Picture T1603100-97
boundary

O O 0O ©
O O O O

OIOONO
O O O G

Pixel positions of the reference picture

Pixel positions of the upsampled predicted picture

OO

Figure P.5/H.263 — Factor-of-4 upsampling for pixels at the
picture boundary (fill mode = clip)

P.5.2 Factor-of-4 downsampling
The pixel value interpolation method for factor-of-4 downsampling is shown in Figure P.6. Since

1
x- and y-displacements with E-pixel accuracy is sufficient for precise factor-of-4 downsampling,

both "10" and "11" are allowed as the value of the displacement accuracy (WDA) field (if present)
specified in P.2.1.
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a=(A+B+C+D+1+RCRPR)/4

T1603110-97

Pixel positions of reference picture

Pixel positions of the downsampled predicted picture

Figure P.6/H.263 — Factor-of-4 downsampling

ANNEX Q

Reduced-Resolution Update mode

Q.1 Introduction

This annex describes an optional Reduced-Resolution Update made of this Recommendation. The
capability of this mode is signaled by external means (for example, Recommendation H.245). The
use of this mode isindicated in the PLUSPTY PE field of the picture header.

The Reduced-Resolution Update mode is expected to be used when encoding a highly active scene,
and provides the opportunity to increase the coding picture rate while maintaining sufficient
subjective quality. This mode alows the encoder to send update information for a picture that is
encoded at a reduced resolution, while preserving the detail in a higher resolution reference image to
create afinal image at the higher resolution.

The syntax of the bitstream in this mode is identical to the syntax for coding without the mode, but
the semantics, or interpretation of the bitstream is somewhat different. In this mode, the portion of
the picture covered by a macroblock is twice as wide and twice as high. Thus, there is approximately
one-quarter the number of macroblocks as there would be without this mode. Motion vector data also
refers to blocks of twice the normal height and width, or 32 x 32and 16 x 16insteadof the normal
16x 16 and 8 x 8. On the other hand, the DCT or tase data should be thooigof as describing
8 x 8blockson areduced-resolutiomersionof the picture.To producethe final picture,the texture
data is decoded at a reduced resolution and then up-sampiee ftdl resolutionof the picture.

Recommendation H.263 (02/98) 129

Page 141



After upsampling, the full resolution texture image is added to the (aready full resolution) motion
compensated image to create the image for display and further reference.

In this mode, a picture which has the horizontal size H and vertica size V as indicated in the picture
header is created as afinal image for display.

In this mode, a referenced picture used for prediction and created for further decoding has a
horizontal size Hr and a vertical size Vs which are the same as in the default mode as defined in 4.1.
That is, the Hq and V; are:

He.=((H + 15)/ 16) * 16
Vo= ((V+15)/16) * 16

where H and V are the horizontal size and the vertical size as indicated in the picture header and "/"
is defined as division by truncation.

Then in this annex, the texture is coded at a reduced resolution with height and width of Hc and Vc
where:

He = ((HR + 31) / 32) * 32

Ve = ((VR + 31) / 32) * 32
and"/" is defined as division by truncation.
If Hc and He, or Vc and V: are not identical to each other, such asin the QCIF format, an extension of
the referenced picture is performed , and the picture is decoded in the same manner as if the width
and height are Hc and V.. Then the resulting picture which istiled by 32 * 32 macroblocks is cropped

at the right and the bottom to the width H: and height Vi, and this cropped picture is stored as a
reference picture for further decoding.

If both H and V are the same as those of a resulting picture having the width Hc and the height V.,
this resulting picture is used for display. Otherwise, this resulting picture is further cropped to the
sizeH * V, and the cropped picture here is used for display purpose only.

If the Temporal, SNR, and Spatial Scalability mode (Annex O) or Reference Picture Resampling
mode (Annex P) is also used with this option, the source format of the current picture might be
different from that of the reference picture. In this case, the resampling of the reference picture shall
be performed before decoding.

NOTE — This mode can be used vith the Reference Picture Selectiorode (see Anex N without
modification, sincethe reference picture (after possible reglamg by the Reference Picture Regaling
mode) has the same size as indicated in the current picture header when this option is used.

Q.2  Decoding procedure
Figure Q.1 shows the block diagram of the block decoding in the Reduced-Resolution Update mode.
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Block layer Coefficients Up-
decoding decoding sampling

Bitstream |~ > - - ‘®—>

8* 8 Coefficients Result of inverse
block transform

Macroblock layer 16 * 16 Reconstructed 16 * 16 reconstructed
decoding prediction error block block

Scaling- Motion

L | Pseudo- | P, | Reconstructed | COMPensation
vector vector

T1603120-97

16 * 16 prediction block

Figure Q.1/H.263 — Block diagram of block decoding in
Reduced-Resolution Update mode

The decoding procedure is given in the following subclauses:

Q.2.1 Referene preparation

In some cases, the available reference picture has different size from He and V. Then, the reference
picture shall be converted before decoding procedure according to Q.2.1.1 or Q.2.1.2.

Q.2.1.1 Reference Picture Resampling

If the Temporal, SNR, and Spatial Scalability mode (Annex O) or Reference Picture Resampling
mode (Annex P) is also used with this option, the source format of the current picture might be
different from that of the reference picture. In this case, the resampling of the reference picture
according to each annex shall be performed first.

Q.2.1.2 Extension of Reference Picture

If H: or Vk is not divisible by 32, such as with the QCIF format, the reference picture is extended.
The detailed procedure for this extension is defined in Q.3.

Q.2.2 Macroblock layer decoding

Decoding can be thought of as operating on "enlarged”" blocks of size 32 x 32 in luminanceand
16 x 16 in chrominance. Theexture and mtion dat for each erdrged bbck is decodedo creat a
32 x 32 motion block and a 3232 texure block, as described @.2.2.1andQ.2.2.2respectively
These motion and texture blocks are then added as described in Q.2.2.3.

Q.2.2.1 Motion compensation

First, each component of the macroblock motion vector (or four macroblock motion vestors)
formed from MVD (and possiblMVD,.4). If in Improved PBFrames modeMV ¢ and M\g for
B-Pictureis alsoformedfrom MVDB. The detailed procedure for this motion vector formation is
defined in Q.4.flthe current picture mode is afcture or EP-picturehe motionvectorfor forward

and backward are also obtained according to Q.4.
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The motion vector for the two chrominance blocks of the macroblock is obtained from the
macroblock motion vector according to 6.1.1. If either the Advanced Prediction mode or the
Deblocking Filter mode is in use and thus four motion vectors are defined for the macroblock, the
motion vector for both chrominance blocks is obtained from the four motion vectors according to
F.2. If in the Improved PB-frames maode, the creation of the chrominance vector is specified in
Annex M. If aB-picture or EP-picture is used, the creation of the chrominance vector is specified in
Annex O.

Then, a prediction is formed from the motion vector for an INTER macroblock. Four 16 x 16
luminance prediction blocks are obtainedfrom the macroblockmotion vector, and two 16 x 16
chrominancepredictionblocks are obtained from the chrominance motion vectam kterpolation
for subpie prediction, refer to 6.1.2.f IAdvanced Prediction modes also used, an enlargd

overlappedmotion compensations performedto obtainfour 16 x 16luminancepredictionblocks
using enlarged weighting matrices,for which a detailed procedure is defined in Q.6.the current
picture node s an Improved B-frame, B-picture, or EPpicture, the predctionis obtainedaccording

to the other relevant annexes, except that the size of the predicted blocksli€ tstead of & 8.

Q.2.2.2 Texturedecoding

First, the bitstream of the block ks decoded accordirntg 5.4. Then, coefficients adecodedand
the 8 x 8 reduced-resolutiorreconstructedprediction error blocks are obtainedas the result of
inverse transform according to 6.2.

Then the 16 x 16 reconstructedprediction error blocks are obtained by upsamplingthe 8 x 8
reduced-resation reconstucted predction error blocks. For lhe creaton of the ed@ pixels in each
16 x 16 reconstructed prediction error block, omhe pixéls which belongto the corresponding
block are used. The detailed procedure is defined in Q.6.

Q.2.2.3 Reconstruction of block

For each uminance and chromance bbck, a surmation of the predction and prediion error §
performed.The procedure is identical to 6.3.1,cept that the sezof blocks is 16« 16 instead of
8 x 8. Then the clipping is performed according to the 6.3.2.

Then, a block boundarfyiter is applied to the boundapixels of the 16x 16 reconstructetlocks.
The detailed procedure is described in Q.7.
Q.2.3 Picturestore

If bothH: andV: aredivisible by 32, such as with the Efformat, the resultingicture reconstructed
asdescribed in Q.2.2 is stored as a reference picture as it is for further dec@itiegvise, such as
the QCIF format, the reconstructedpicture which is just coveredwith 32 x 32 macroblocksis
croppedat the richt and the bottom to the width and heigt Vi, and this cropped picture is stored
as a reference picture for further decoding.

Q.24 Display

If bothH andV are he sane asH. andV, the resultingicture in Q.2.2 is used for displgurposes
asit is. Otherwise, this resultingicture is further cropped to the sidex V, and the cropped picture
is used for display purpose only.
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Q.3  Extension of referenced picture

If Hs or Vi is not divisible by 32, such as with the QCIF format, the extension of the referenced
picture is performed before decoding macroblock/block layer. The width and the height of the
extended reference picture for luminance are the next larger size that would be divisible by 32, and
those for chrominance are the next larger size that would be divisible by 16.

NOTE - The width and heilgt of the referenced picture in the defaulbde are alway extendedo be
divisibleby 16 even if the picture formt has a wdth or heidnt that is not diisible by16, because the picture
shall be decoded as if the width or height had the next larger size that would be divisible by 16. See 4.1.

If neither Unrestricted Motion Vector mode, Advanced Prediction mode nor Deblocking Filter mode
is used with this option, the extended pixels can be arbitrary values, because the extended pixels will
be never used as a reference pixels of the decoded picture to be reconstructed and displayed.

If either Unrestricted Motion Vector mode, Advanced Prediction mode or Deblocking Filter mode is
also used with this option, the extension of the referenced picture is performed by duplicating the
edge pixel of the referenced picture, in order to ensure the decoding when mation vectors point
outside the right and bottom edge of the picture.

For example, if the Reduced-Resolution Update mode is used for a QCIF, the width of the referenced
picture is 176 and the height is 144, which are not divisible by 32. In order to cover a QCIF picture

with 32 x 32-siz2d macroblocksthe number of macroblock row should be 6, and the number of
macroblock column should be 5. Therefore, the widttheextendedreferencedictureis 192 and

the height is 160.

192

=32*6

176

\

160 144 referenced picture

=32*5

T1603130-97

Extended referenced picture

Figure Q.2/H.263 — Extension of referenced picture for QCIF picture size

The extension of the referenced picture in QCIF isillustrated in Figure Q.2. The extended referenced
picture for luminance is given by the following formula:

Rrru(X,Y) = R(X,Y)
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where:

X,y =  spatia coordinates of the extended referenced picture in the pixel domain,
X',y =  spatia coordinates of the referenced picture in the pixel domain,
Rrru(X, y) = pixel value of the extended referenced picture at (X, y),
R(x’,y) = pixel value of the referenced picture at (X', y),
175 ifx>175andx <192
xX'=0 .
X otherwise,
143 ify>143andy <160
y =0

oy otherwise.

The referenced pictures for chrominance is also extended in the same manner.

Q.4  Reconstruction of motion vectors

In Reduced-Resolution Update mode, the motion vectorerasngnlarged to approxmately double
size in both the horiantal and vertical directionsa brder to realig an enlargd rang usingthe VLC
for MVD defined in Table 14, each vector component is restricted to behatilpel or 2ro value.
Thereforethe range of each motion vector component is3[L.5, 30.5]in the default Reduced-
Resolution Update moded. the Unrestricted Motion Vector mode is used, the vectorerfgnit,
limit] asdefinedin D.2 appliesto the pseudo-motion vectors and translates a2 1 limit—0.5),
2 * limit-1.5] for the motion vectors. df CIF this meanghat the pseudo-motiorvector rance is
[-32, 31.5]and the motion vector raads [63.5, 62.5] If the UUlI field is set ta'01", the motion
vectors are unlimited. However, the motion vectors (notthespseudo-motiorvectors)are always
limited to point not more than 15 m@s outside the coded area as described in DHEdlre Q.3
illustrates the possiblepositions of maroblodk motion vetor or four motion vetor pradictions
around the (0, 0) vector value. The dashed lines indicate the integer coordinates.
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Figure Q.3/H.263 — Reconstruction of motion vector

For the macroblock using differential motion vectors in a B-picture, the motion vector for forward
and backward prediction are obtained independently. In the Reduced-Resolution Update mode, the
motion vector component MV, for a luminance block is reconstructed from MVD and MVDo.4 as

follows:

1)

2)

Pseudo-prediction vector component pseudo-Pc is created from the prediction vector
component Pc.

pseudo-Pc=0 if Pc=0

pseudo-Pc = sign(Pc) * ([P + 0.5) / 2.0 if Pc#0

"I" indicates floating-point division (without loss of accuracy). The prediction vector

component Pc is defined as the median value of the vector components MV1, MV2 and
MV 3 asdefinedin 6.1.1 and F.2.

Pseudo-macroblock vector component pseudo-M V¢ is obtained by adding the motion vector
differences MV D (and MV D,.4) from Table 14 to the pseudo-Pc.

In the default Reduced-Resolution Update mode, the value of pseudo-M V¢ is restricted to
the range [-16, 15.5]. Only one of the pair will yield a pseudo-MVc faling within the
permitted range. The procedure is performed in the similar way as defined in 6.1.1.

If the Unrestricted Maotion Vector mode is also used with the Reduced-Resolution Update

mode, psaudo-M V¢ is obtained by adding the motion vector differences MVD (and MV Do
4) from Table D.3.

If four motion vectors are present, the procedure is performed in the similar way as defined
inF.2.
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3) Motion vector component M V¢ is obtained from pseudo-MV ¢ in the following formula:
MVc=0 if pseudo-MVc=0
MV ¢ = sign(pseudo-MV¢) * (2.0 * |pseudo-MV¢| — 0.5) if pseudo-M\E # 0

As a result, each vector component is restrictduhia@a half-integer or zero value,andthe
range of each motion vector component is erdartp approxmately twice the pseudo-
motion vector range.

4) If the current picture mode is amgdroved B-frame, or wherthe MBTYPE indicatesthe
direct mode in a Bicture, the motion vector componeiMd/ and/orM Vg for forwardand
backward prediction are created.

First, pseudo-motion vector componepssudo-M Vg and/orpseudo-M Vg are catulated basedn
the rules for the prediction modes defined in Annexes O or M.

In the case of the Rlirectional prediction in themproved B-frames mode (see M.2.1) or when the
MBTYPE indicates the direct mode in apiture (see 0.5.2pseudo-M\: and pseudo-MY are
calculated from pseudo-MVp and pseudo-MV¢ assumingthat pseudo-MY is zero and pseudo-
MV is MV, as defined in Annexes G and M.

In the case of forward prediction the Improved PB-framesmode (seeM.2.2), pseudo-MVpg is
obtained bydecodingthe variable lerttp code MVDB accordingo Table 13Then,pseudo-M\¢ is
obtained byadding the pseudo-M\4g to the pseudo-Predictor. In order to form the pseudo-
Predictor, the predictorobtained accordingo the procedure defined in M.2.2 is converted to the
pseudo-Predictor vector according to the formula defined in item 1) of this subclause.

In the case of backward prediction in th@ptoved B-frames mode (see M.2.3), pseudo-M¥ se
to zero.

Then, the motiorvectorsMV ¢ and/or M\g for forward and backward prediction are obtained from
pseudo-M\¢ and/or pseudo-Myaccording to the formula defined in item 3) of this subclause.

Q.5 Enlarged overlapped motion compensation for luminance

If AdvancedPredictionmode is also used with Reduced-Resolution Update mode, ethlaratrices

of weighting values are used to perform the overlappedion compensationExceptthatthe size of
eachblock and weibting matrices is 1& 16, the procedure of the creation of each prediction block
is identical to the description in F.3.

The enlarged marices of weighting values for the 16 x16 luminance prediction are given in
FiguresQ.4, Q.5, and Q.6.
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Figure Q.4/H.263 — Weighting valuesH,, for prediction with motion vector

of current 16 x 16 luminance block

Figure Q.5%H.263 — Weighting valuesH1, for prediction with motion vector of current 16 x 16

luminance blocks on top or bottom of current 16x 16 luminance block
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2|l 2|11 |1|1|21|21f1|2|2|1|1|1]2]2
2 2 1 1 1 1 1 1 1 1 1 1 1 1 2 2
2 2 2 2 1 1 1 1 1 1 1 1 2 2 2 2
2 2 2 2 1 1 1 1 1 1 1 1 2 2 2 2
2 2 2 2 1 1 1 1 1 1 1 1 2 2 2 2
2 2 2 2 1 1 1 1 1 1 1 1 2 2 2 2
2 2 2 2 1 1 1 1 1 1 1 1 2 2 2 2
2 2 2 2 1 1 1 1 1 1 1 1 2 2 2 2
2 2 2 2 1 1 1 1 1 1 1 1 2 2 2 2
2 2 2 2 1 1 1 1 1 1 1 1 2 2 2 2
2 2 2 2 1 1 1 1 1 1 1 1 2 2 2 2
2 2 2 2 1 1 1 1 1 1 1 1 2 2 2 2
2 2 2 2 1 1 1 1 1 1 1 1 2 2 2 2
2 2 2 2 1 1 1 1 1 1 1 1 2 2 2 2
2 2 1 1 1 1 1 1 1 1 1 1 1 1 2 2
2 2 1 1 1 1 1 1 1 1 1 1 1 1 2 2
Figure Q.6/H.263 — Weighting valuesH,, for prediction with motion vector of 16 x 16

luminance blocks to the left or right of current 16x 16 luminance block

Q.6  Upsampling of the reduced-resolution reconstructed predictio error

The 16 x 16 reconstructedorediction error block is obtainedby upsamplingthe 8 x 8 reduced-
resolution reconstructed prediction error blockotder to realizea simpleimplementationfiltering

is closed within a block which enables to perform an individual upsammimglock basis.
Figure Q.7 showsthe positioning of samples.The upsamplingprocedurefor the luminanceand
chrominancepixels which areinsidethe 16 x 16reconstructegbredictionerror blocksis definedin
Q.6.1. For the creation of the luminance and chrominanceslpixhich are at the boundanf

16 x 16 reconstructegbredictionerror block, the procedure is defined in Q.6.2. Chrominance blocks
as well as luminance blocks are up-sampled. Theatsyl /" in Fgures Q.8 and Q.9 indicates
division by truncation.

138 Recommendation H.263 (02/98)

Page 150



% % o6 6 o6 o6 o %
% 0% o o6 % o6 oo o
6 % o6 6 o6 o o oo
% % o o6 %6 %6 o %
% % o6 o6 o6 o6 oo o6
% % o o6 oo oo oo o
% o o 6 oo oo oo o
6 % 6 o o o o o

T1603150-97

(O Position of samplesin 8 * 8 reduced-resol ution
reconstructed prediction error block

(O Position of samplesin 16 * 16 reconstructed
prediction error block

"""" Block edge

Figure Q.7/H.263 — Positioning of samples in 8 x 8 reduced-resolution reconstructed prediction
error block and 16 x 16 reconstructed prediction error block
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Q.6.1 Upsampling procedurefor the pixelsinside a 16 x 16 reconstructed prediction error

block

The creation of reconstructed prediction error for pixels inside block is described in Figure Q.8. "/"
indicates division by truncation.

140

O O

O O

T1603160-97

O 0 © 0
O © @ O
O O O O

Reduced-Resolution reconstructed prediction error

Reconstructed prediction error

00O O O O O

a=(9A+3B+3C+D+8)/16
b=(BA+9B+C+3D+8)/16
c=(3BA+B+9C+3D+8)/16
d=(A+3B+3C+9D +8)/16

Figure Q.8H.263 — Creation of reconstructed prediction error for pixels inside block
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Q.6.2 Upsampling procdedurefor the pixelsat the boundary of 16 x 16 reconstructed
prediction error block

The creation of reconstructed prediction error for pixels of a16 x 16 block is shown in Figure Q.9.

Block
boundary

a=A
b=B*A+B+2)/4
c=(A+3*B+2)/4
d=(3*A+C+2)/4
e=(A+3*C+2)/4

O O

O O

Block T1603170-97
boundary

OIOOINO
O O O ©
O O O ©
O O O O

Q Reduced-resolution reconstructed prediction error

Q Reconstructed prediction error

Figure Q.9/H.263 — Creation of reconstructed prediction error
for pixels at the block boundary

Q.7  Block boundary filter

The filter operations are performed aong the edges of the 16 x 16 reconstructedblocks at the
encode as well as onthedecode side Thae are two dternative of filtering, degpending on wheher
Deblocking Filter mode is used or not.

The default filtering in Reduced-Resolution Update mode is performed according to Q.7.1.

If Deblocking Filter modeis dso usd with Reduced-Resolution Updée mode the filtering is
performed according to Q.7.2.

In both @ses, filtering is paformed on thecompléde reconstruded image daa before storingthe daa

in the picturestorefor future prediction. No filterings performed across picture edgslice edes in
Slice Structured mode (see AnnexK), or GOB boundaries havingsOB headers present in
Independentegnent Decodingmode (seeAnnex R). Chrominance as well as luminance data is
filtered.
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Q.7.1 Dsefinition of the default block boundary filter

In the Reduced-Resolution Update mode, the default filtering is performed according to this
subclause.

If A and Bare two pixd valueson aline — horizontal or vertical— of thereconstructegicture,andA
belong to one16 x 16 block calledblocklwhereas Boelong to a neigboring16 x 16 block called
block2 which is to the rigt or below of blockl. Fure Q.10 shows emples for theposition of
these pixels.

1
blockl

A
B Block boundary
A|B
Example for filtered pixels T < .\
on avertical block edge \ Example for filtered pixels
on ahorizontal block edge

blockl block2

T1603180-97

Figure Q.10/H.263 — Default block boundary filter

One of the following conditions must be fulfilled in order to turn the filter on for a particular edge:
. blockl belongs to a coded macroblock (COD==0 || MB-type == INT&A);
. block2 belongs to a coded macroblock (COD==0 || MB-type == INTRA).

A shall be replaced by Al and B shall be replaced by B1. "/" indicates division by truncation.
Al=(3*A+B+2)/4
Bl1=(A+3*B+2)/4

The order of edges where filtering is performed is identical to the description provided in J.3.

Q.7.2 Definition of the block boundary filter when Deblocking Filter modeisused

If the Deblocking Filter mode(ses Annex J) is useal with the Reduced-Resolution Updae mode the
filtering which is defined in Annex with onemodificationis performedon the boundarypixels of
16 x 16 luminanceand chrominanceblocks, in place of the filteringdescribed in Q.7.1. The one
modification of thefiltering in Annex Jis thd the parameter STRENGTH s given the value of
positive infinity. This implies tha the fundion UpDownRanp(x, STRENGTH) déned in J3
becomes a linear function of x.

As a result, the procedure of the deblocking filter desaibed in 13 is ralefined in the following
manner:

B1 =clip(B + d1)

C1l =clip(C-d1)
Al=A-d2
D1=D+d2

d1 = (A-4B+4G-D) / 8
d2 = clipd1((A- D)/ 4, d1/2)
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ANNEX R
Independent Segment Decoding mode

R.1 Introduction

This annex describes the optional Independent Segment Decoding mode of this Recommendation,
which allows a picture to be decoded without the presence of any data dependencies across dlice
boundaries or across GOB boundaries having non-empty GOB headers. The use of this mode is
indicated in the PLUSPTY PE field of the picture header. The capability to use this optional mode is
negotiated by external means (for example, Recommendation H.245).

When the use of this mode is indicated, the video picture segment boundaries (as defined by the
boundaries of the dices or the upper boundaries of the GOBs for which GOB headers are sent, or the
boundaries of the picture, whichever bounds a region in the smallest way) are treated as picture
boundaries when decoding, including the treatment of motion vectors which cross those boundaries
(which result in boundary extrapolation when the Unrestricted Motion Vector mode, the Advanced
Prediction mode, the Deblocking Filter mode, or the Temporal, SNR, and Spatial Scalability mode
are in use, and which are prohibited when none of those optional modes are in use).

R.2 Mode operation
A video picture segment is defined by the following.

If the Slice Structured mode (see Annex K) is not in use, then one GOB or a plura number of
consecutive GOBs forms one video picture segment. The location of the top of each video picture
segment is indicated by the presence of a non-empty GOB header for which the border of the video
picture segment lies just above the macroblocks in the GOB for which a header is present, or the top
of the picture, whichever is lower. The location of the bottom of each video picture segment is
defined by the top of the next video picture segment, or the bottom of the picture, whichever is
uppermost.

If the Slice Structured mode (see Annex K) is in use, then each dice forms one video picture
segment.

In the Independent Segment Decoding mode, each video picture segment is decoded with complete
independence from all other video picture segments, and is also independent of all data outside the
same video picture segment location in the reference picture(s). Thisincludes:

1) no use of motion vectors outside of the current video picture segment for motion vector
prediction (asin 6.1.1);
2) no use of motion vectors outside of the current video picture segment as remote motion

vectors for overlapped block motion compensation when the Advanced Prediction mode is
in use (see F.3);

3) no deblocking filter operation across video picture segment boundaries (see J.3);

4) no use of motion vectors which reference data outside the current video picture segment
unless the Unrestricted Motion Vector mode (see Annex D), the Advanced Prediction mode
(see Annex F), the Deblocking Filter mode (see Annex J) or the Temporal, SNR, and Spatial
Scalability mode (see Annex O) are in use; in which case the borders of the current video
picture segment in the prior picture are extrapolated as described in Annex D to form
predictions of the pixels which reference the out-of-bounds region;
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5) no bilinearinterpolation across the boundaries of the Ya-size or Y2-simenregrresponding
to the current video pidure segment for upwad preliction in spdial scalability EI- and
EP-pictures (as defined in Annex O);

6) when the Reduced-Resolutioblpdatemode (see AnnexQ) is in use, no block boundary
filter operation across video picture segment boundaries;

7 no use of the Reference Picture Resampiiragle with theridependent Sagent Decoding
mode.

R.3  Constraintson usage

Certain restictions are ced on he use of dier aspes of he video coding syntax when the
Independent Segent Decodingmode is in use. These restrictions are maderavent two
pathologcal cases which otherwise would make operatiothefindependenSegnent Decoding
mode difficult.

R.3.1 Constraint on segment shapes

In the use of the Slice Structured mode (AnK&xvithout the use of thRectanglar Slice submode
(seeK.l1), therecanarisecases in which the shape of a video picturemesg maybe non-convex
(having "inside corners", or even comprising two distinct and separated regions of the picture).

Therefore,the IndependenSegnent Decodingmode shall not be used with the Slice Structured
mode without the simultaneous use of the Recfandglice submodef the Slice Structuredmode
(see AnnexXK). This constaint is mandatd to preventthe need fodiffi cult specal-casetreament in
order to determine how and when to perform extrapolation of each video picture segment.

R.3.2 Constraint on changes of segment shapes

If the shape oftte video ptture segients were allowed D chang in anyway from pictureto picture
in the bitstream, thae could aise cases in whid thebitstream would bedifficult to decode This is
becausen such caseshé bistreamconentis not sufficient to deermine the shapeof eachvideo
picture segnent prior to the posddle appearance of ation vecorsin the bitstreamwhich requre
knowledge of the video picture segment shape for proper interpretation.

Therefore, when thentlependent Segent Decodingnode is in usethe video picture segnentation

for all pictures and frames allowintgmporal prediction (i.e. alP-, B-, and EP-picturesand all
Improved B-frames) shall be the same as that used in its temporal reference picture. Also, when the
IndependenSegnent Decodingmode is in use, the video picture segtation for all Elpictures

shall either be the sanoe shalldiffer only by sub-dividingthe video picturesegnentationusedin its
reference picture. Also, thedependent Sagent Decodingnode shall not basedin anypictureor

frame which uses reference pictures (@iltture types except INTRA) unlessthe Independent
Segment Decoding modeis also usedn all of the reference pture(s) for he currentpicture. As a

result of this constraint, the shape of thideo picture segnents in the IndependeniSegnent
Decoding mode shdl never chang from picture b picture exeptas chaned in |- and El-pictures

(and the manner in which El-pictures can change segmentation is itself also somewhat constrained).
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ANNEX S
Alternative INTER VL C mode

S.1 I ntroduction

This annex describes an optional Alternative INTER VLC mode of this Recommendation, which
improves the efficiency of inter-picture coding when significant changes are evident in the picture.
This efficiency improvement is obtained by alowing some VLC codes originaly designed for
INTRA pictures to be used for some INTER picture coefficients and CBPY data as well. The use of
this mode is indicated in the PLUSPTYPE field of the picture header. The capability to use this
optional mode is negotiated by external means (for example, Recommendation H.245). The mode
contains two syntax alterations, one for the encoding of INTER coefficients and another for the
encoding of the INTER CBPY values.

S.2 Alternative INTER VL C for coefficients

The concept behind the design of the INTRA VLC table of Annex | is to use the same codewords as
in the original INTER VLC but with a different interpretation of LEVEL and RUN. The INTRA
VLC is better suited in cases where there are many and/or large-valued coefficients.

The INTRA VLC is constructed so that codewords have the same value for LAST (0 or 1) in both the
INTER and INTRA tables. The INTRA table is therefore produced by "reshuffling” the meaning of
the codewords with the same value of LAST. Furthermore, for events with large LEVEL | the INTRA
table uses a codeword which in the INTER table has alarge RUN. In INTER blocks having a large
number of large-magnitude coefficients, it can sometimes be more efficient to use the INTRA table
than the INTER table, and in some such cases the choice of the VLC table can be apparent to the
decoder since decoding using the INTER table would result in RUN values so large as to indicate the
presence of more than 64 coefficients for a block. Under these circumstances, the INTRA table can
be used to improve the efficiency of INTER coding.

S.2.1 Encoder action

The encoder may use the INTRA VLC table for coding an INTER block whenever the decoder can
detect its use — in other words, whenever decodisigg the INTER VLC table would cause
coefficients outside the 64 coefficients of a block to be addressed.

The encoder would normallghoose to use th&TRA VLC table forcodingan INTER block only
when the above condition is satisfied and also wherNt&A VL C usag resultsin fewer bits than
the INTER VLC for the same codficient vdues. This will often bethe case when thee are many
large coeffcients, due b the waythe INTRA VLC was produced (sce he ordnary INTER VLC
table contains longun-lenghs for the same codewords in which tiNTRA VLC table contains
large coefficient amplitudes).

S.2.2 Decoder action
The decoding process is as follows:

1) The decoder first receives all coefficient codes of a block.

2) The codewords are then interpreted assurtiag NTER VLC is usedIf the addressingf
coefficients stays inside the 64 coefficients of a block, the VLC decoding is finished.

3) If coefficients outside e block are addressedet codewords shiabe interpreted according
to the INTRA VLC.
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S.3 Alternative INTER VLC for CBPY

The INTER CBPY codewords (Table 13) are designed with the assumption that there are more Y
blocks with all zero coefficients than there are with at least one non-zero coefficient. When both Cg
and Cr blocks have at least one non-zero coefficient, i.e. CBPCs = CBPCs = 1, this assumption no
longer holds. For this reason, when the Alternative INTER VLC mode is in use, the CBPY
codewords as defined in Table 13 for INTRA macroblocks shall also be used for INTER
macroblocks whenever CBPCs = CBPCg = 1.

ANNEX T

M odified Quantization mode

T.1 I ntroduction

This annex describes an optional Modified Quantization mode of this Recommendation, which
modifies quantizer operation. The use of this mode is indicated in the PLUSPTYPE field of the
picture header. The capability to use this optional mode is negotiated by external means
(for example, Recommendation H.245).

This mode includes four key features:

1) The bit-rate control ahility for encoding is improved by altering the syntax for the DQUANT
field.

2) Chrominance fidelity isimproved by specifying a smaller step size for chrominance than that
for luminance data.

3) The range of representable coefficient values is extended to allow the representation of any
possible true coefficient value to within the accuracy allowed by the quantization step size.
4) The range of quantized coefficient levelsisrestricted to those which can reasonably occur, to

improve the detectability of errors and minimize decoding complexity.

T.2 Modified DQUANT Update

This mode modifies the semantics of the DQUANT field. With this mode, it is possible to use
DQUANT either to modify QUANT by plus or minus a small amount, or to signal any specific new
value for QUANT. The size of the small amount of modification depends on the current value of
QUANT. By use of this mode, more flexible control of the quantizer step size can be specified in the
DQUANT field.

The codeword for DQUANT in this mode is no longer a two-bit fixed length field. It is a variable
length field which can either be two bits or six bits in length. Whether it istwo or six bits depends on
the first bit of the code. The description below is therefore split into two sections, depending on the
first bit.

T.21 Small-step QUANT alteration

When thefirst bit of the DQUANT field is 1, only one additional bit is sent in DQUANT. The single
additional bit is used to modify QUANT by a differential value. The change in the value of QUANT
is dependent on the second bit of DQUANT and on the prior value of QUANT, as shown in
TableT.1.

Example: If the previous value of QUANT is 29 and DQUANT is signalled with the codeword "11",
then the differential value is +2, and thus the resulting new QUANT valueis 31.
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Table T.1/H.263 — Semantics of small-step QUANT alteration

Change of QUANT
Prior QUANT | DQUANT =10 DQUANT =11
1 +2 +1
2-10 -1 +1
11-20 -2 +2
21-28 -3 +3
29 -3 +2
30 -3 +1
31 -3 -5

T.2.2 Arbitrary QUANT selection

When the first bit of the DQUANT field is 0, five additiona bits are sent in DQUANT. The
following five bits represent anew QUANT as defined in 5.1.19.

Example: Regardless of the current value of QUANT, if DQUANT is signalled with the code word
001111’ then the new value of QUANT is 15.

T.3  Altered quantization step size for chrominance coefficients

When the modified quantization mode is in use, the quantization parameter of the chrominance
coefficients is different from the quantization parameter of the luminance. The luminance
guantization parameter is signaled in the bitstream. It is called QUANT. When thismode isin use, a
different quantization parameter termed QUANT _C is used for the inverse quantization of
chrominance coefficients. The relation between QUANT and QUANT_C isgivenin Table T.2. If the
Deblocking Filter mode (see Annex J) isin use, QUANT _C shall also be used for the application of
the deblocking filter to the chrominance data. Whenever QUANT is discussed herein in any other
context, it shall mean the quantization step size of the luminance.

Table T.2/H.263 — Relationship between QUANT and QUANT_C

Range of QUANT Value of QUANT _C
1-6 QUANT_C=QUANT
7-9 QUANT_C=QUANT -1

10-11 9
12-13 10
14-15 11
16-18 12
19-21 13
22-26 14
27-31 15
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T4 Modified coefficient range

When the Modified Quantization mode is in use, quantized DCT coefficients having quantization
level magnitudes greater than 127 can be represented in the bitstream. This has two advantages:

1) Encoder performance is improved by allowing the true full range of possible coefficient
values to be represented.

2) Encoder complexity is reduced by eliminating the need to increase the quantization step size
upon encountering certain large coefficient values which would otherwise be
unrepresentable.

It is possible that the correct value of aDCT coefficient prior to quantization in the encoder will have
a magnitude as high as 2040. Thus, a range of —127 to +127 for LEVEL is insufficient to cover the
entire range of possible coefficient values whenever the quantization parameter QUANT or
QUANT_C islessthan 8. The expanded coefficient range broadens the range of LEVEL to alow any
true coefficient value to be more properly encoded.

When the Modified Quantization mode is in use, the meaning of the LEVEL field following an
ESCAPE code (0000 011, as per 5.4.2) is altered. In this mode, rather than being forbidden, the bit
sequence 1000 0000 is used to represent an EXTENDED-ESCAPE code. An AC coefficient of
magnitude greater than 127 is represented by sending an EXTENDED-ESCAPE code, immediately
followed by a fixed-length EXTENDED-LEVEL field of 11 bits. An extended coefficient value is
encoded into the EXTENDED-LEVEL field by taking the least significant 11 bits of the two's-
complement binary representation of LEVEL and cyclically rotating them to the right by 5-bit
positions. This rotation is hecessary to prevent start code emulation. The cyclic rotation is illustrated
inFigure T.1.

Bitsof LEVEL field
[ b11 | b10 | b9 | b8 | b7 | b6 | b5 | b4 | b3 | b2 | b1 |

Bits of EXTENDED-LEVEL field
| b5 | b4 | b3 | b2 | b1 | b1t | b10 | b9 | b8 | b7 | b6 |

Figure T.1/H.263 — Cyclic rotation of coefficient representation

T.5 Usage restrictions

When the Modified Quantization mode is in use, certain restrictions are placed on the encoded
coefficient values. This has several benefits:

1) The detectability of bit errors is improved by prohibiting certain unreasonable coefficient
values, thus allowing these values to be recognized as bit errors by the decoder; and

2) Decoder complexity is reduced by reducing the wordlength necessary for inverse
quantization prior to clipping.

3) Start-code emulation is prevented for coefficients encoded using the EXTENDED-ESCAPE
mechanism described in T .4.
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These restrictions are as follows. When the Modified Quantization mode isin use:

1) For any coefficient, the reconstruction level magnitude |REC| produced by the inverse
guantization process described in 6.2.1 using the current value of QUANT or QUANT _C as
appropriate, and the encoded value of LEVEL, shall be less than 4096. This additional
restriction applies to all coefficients, regardiess of whether the coefficient is sent using the
EXTENDED-ESCAPE mechanism or not.

2) The bitstream shall not use either the normal ESCAPE code or the EXTENDED-ESCAPE
code to encode a combination of LAST, RUN, and LEVEL for which there exists a
codeword entry in the applicable VLC table, which is either Table 16 (see 5.4.2) or Table 1.2
(seel.3).

3) The EXTENDED-ESCAPE code shall be used only when the quantization parameter for the
coefficient (QUANT or QUANT _C) islessthan eight (8).

4) The EXTENDED-ESCAPE code shall be used only when it is followed by an EXTENDED-
LEVEL field representing avalue of LEVEL which is outside of the range—127 to +127.

APPENDIX |

Error tracking

.1 I ntroduction

This appendix describes a method to recover efficiently after transmission errors if erroneous MBs
are reported via a feedback channel to the encoder. The capability of sending and processing
feedback information is signalled via external means (for example, by Recommendation H.245).
Furthermore, format and content of the feedback message are defined externally (for example, by
Recommendation H.245).

1.2 Error tracking

Because INTRA coding stops temporal error propagation, it should be used for macroblocks which
are severely affected by transmission errors. This requires that the location and extent of image
artefacts can be made available to the encoder. The following algorithm provides an estimated error
distribution based on feedback information received by the encoder. It considers spatial error
propagation caused by motion-compensated prediction as well as the delay until the reception of the
feedback message. The algorithm illustrates one possible approach to evaluate feedback messages for
spatio-temporal error tracking. Other algorithms are possible.

Assume N macroblocks within each frame enumerated mb = 1...N from top-left to bottom-right. Let
{ner, Mbyirg, Mbyag} be the feedback message to the encoder, where mby¢ < mb < mbg indicates a
set of erroneous macroblocks in frame Ngy.

To evauate the feedback message, the encoder must continuously record information during the
encoding of each frame. First, the initial error Eo(mb, n) that would be introduced by the loss of
macroblock mb in frame n needs to be stored. Assuming a simple error concealment where erroneous
macroblocks are treated as not coded, Eo(mb, n) is computed as the Summed Absolute Difference
(SAD) of macroblock mb in frame n and n — 1. Second, the number of gix transferredfrom
macroblock mByc in frame n — 1 to macroblock m in frame n is stored in dependencies
d(mbsource, Mhyest, N). These dependencies are derived from the motion vectors.
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Assume that a feedback message arrives before frame npe: IS encoded, such that Npext > Ner. Then, the
estimated error E(mb, ner) in macroblock mb and frame ng isinitialized as:

[E, (mb,n for mbs. < mMb < mb
E(mb,ne”) = 0 O( 0 err) J first last
D se

For subsequent frames n, with Ny < N < Nhex, the error may be estimated as

N .
E(mon) = 3 EG, n-1) %
i=1

where a uniformly distributed error in each macroblock is assumed after each iteration.

The estimated error E(mb, nnet — 1) is incorporated into the modecisionof the nex frame. For
example, macroblock mb is coded in INTRA mode, if E(ml: £ 1) exceeds a threshold.

In practice, error tracking informaion will only be storel for the latest M frames. Then, if

Ner < Met — M, NO error-tacking information is avalable and he encoder st take specil acion.

For example,thenext framemaybe coded inNITRA mode. However, other procedures are possible
and may be more effective.

APPENDIX Il

Recommended Optional Enhancement

1.1 I ntroduction

With thevarietyof optionalmodesavailable in this Recommendation (H.263 Version 2), it is crucial
that several preferreadlodecombinationdor operationbe defined,sothatoption-enhanceterminals

will havea high probabilityof connectingo each other usingpme sgitax better than thebaseline."
This appendixcontains a list of preferred mode combinations, structured into thegels" of
support. Each level includes support for the levels below it, creatingnion peel"structureof
capabilities. The primargbjective of this appendiis to describehe orderin which modesshould

be supported in decoders, rather than to enforce a partgukdlsetof modecombinationsupon
encoders.

In deermining which modes woull be phced nto this level structure, te primary criteria used were
performance-related: improvement in subjetive qudity, impact on dday, and impat on mmplexity

(this includes computationalburden, data dependencies, and ease of implementation). However,
becausehis appendk seeksa address a wle varety of appicaionsandtransportlayers, feauures
addressing error resilience and ease of paketization wee adso inorporded into the same level
structure.In keepingwith these objectives, the levels of support described in this appeanelix
intendedto be universal, so tha the means of transport will not bean issueand the need for
application-speific "profiles” will be minimized. This univesdity is sen as a key to promoting

good interoperabilityacross different fyes of terminals and networks. Toaintain universality
several optional features have not been included itetle structuredescribecherein. The absence

of thesefeaturess not meantto be a condemnation of their usagnstead, their absence reflects only

a collective opinion about the likelihood of widespread adoption of these features across a full
spectrum of terminals, networks, and applications.
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1.2 Levesof preferred mode support

Each optional mode described in this appendix has been categorized into one of three levels of
support. While the ratio of performance improvement to computational complexity was a major
criterion used in this categorization, utility for packetization and error resilience were aso
considered. Decoder support for a given level implies support for al lower levels. Furthermore,
decoder support for a given level implies support for all subset combinations of the constituent
modes of that level and all lower levels. This last requirement exists so that the limitations placed
upon an encoder’s choice of mode combinations is minimized. This is in keeping with the primary
objective of this appendix, which is to describe the order in which modes should be supported at the
decoder, rather than to enforce a particular small set of mode combinations upon the encoder.

Backward compatibility is also an important issue to consider. For this reason, a preferred mode
combination including only the Advanced Prediction mode (Annex F) is also recommended
(athough this Recommendation falls outside the level structure defined below), since Advanced
Prediction is regarded as the most beneficia of the optional modes in the original edition (Version 1)
of this Recommendation.

[1.2.1 Level 1 preferred modes

Thefirst level of support is composed of the following modes:

1) Advanced INTRA Coding (Annex |) — Use of this mode improves the codiefficiency
for INTRA macroblocks (whether withirNITRA picturesor predictivelycodedpictures).

The additional computational requirements of this mode are minimal at both the esnodder

decoder(aslow asa maxmum of 8 additions/subtractionper 8 x 8 block in the decoding
proass plus thaiseof adifferent but vey similar VLC table in orde to obtan a significant
improvement in codingfficiency). For these reasons, AdvancedTIRA Codingis included
at this lowest level of support.

2) Deblocking Filter (Annex J) — Because of the giificant subjectivequality improvement
tha may be redlized with a deblocking filter, these filters ae aready widdy in useas a
method of post-processing video communication terminals. Annek representsthe
preferred mode of operation for a deblockiilter becausdt placesthe filter within the
codingloop. This placemeneaseghe implementation of the filter (lmgducingthe memory

3)

requirement)and somewhat improves the codingerformance over a post-procesing
implementation As with the AdvancedPrediction mode, this mode also includes the four-
motion-vector-per-macroblocKeature and picture boundaryextrapolation for motion
compensationpoth of which can further improve codingfficiency. The computational
requirementof the deblockingfilter are several hundred operatons per coded macroblock,
but memory accesses and cpuatonal dependenes are uncomlicated. The last point is
what makesthe DeblockingFilter preferable to Advanced Prediction. Also, the benefits of
Advanced Preliction are not as substatial when the Deblocking Filter is usel as wdl. Thus,

the DeblockindFilter is included at this lowest level of support while Advanced Prediction is
deferred to Level 3.

Supplemental Enhancement Information (Full-Frame Freeze Only) (Annex L,

see L .4) — The full-frame freee is verysimple to implement, requiringnly thatthe decoder
be able to stop the transfer of data fronoitputbuffer to the videodisplay This sub-mode
is usdul for preventing thedisplay of low-fidelity pictures while theencode is buildingup a

higher fidelity picture.

Recommendation H.263 (02/98) 151

Page 163



4) Modified Quantization (Annex T) — This mode includes an texded DCTcoefficient
range, modified DQUANT syntax anda modified step sefor chrominance. The first two
features allow for more flexibility at the encode and ma actudly decrease the encoda’'s
computdiond load (by eliminating the need reencode mecroblodks when coefficient level
saturatioroccurs).The third feature noticeablynproves chrominance fidelityypically with
little added bit-rate cost and with virtualho increase itomputation At the decoderthe
only significant computational burden is the ability to parse several new bitstream symbols.

[1.2.2 Level 2 preferred modes
The second level of support is composed of the following modes:

1) Unrestricted Motion Vectors (With UUI =" 1" Sufficient) (Annex D) — AnnexD has two
primary features:

a) picture boundary extrapolation; and
b) longer motion vector support.

The first is alreadysupported byhe inclusion of Annex in the first level of supporiThe
longer motion vector support can provide a sificant improvement in codingfficiency,
especiallyfor large picture sies, rapid motion, camera movemeand low picture rates.
When usal with PLUSPTYPE preett, this modedso alows for longer motion vector
differenceswhich can sigificantly simplify encoder operation. The losigmotion vectors
do presenta poenia problem for the decoderri terms of memory accesshut frame-size-
dependent limits on themaximum motion vetor size prevent this problen from becoming
an appreciable obstacle to implementation.

2) Slice Structured Mode (Annex K) — For compdibility with packet-based transport lyers,
the Slice Structured mode is included here. All submodes of Ahare to be supported,
including the Rectanglar Slice submode and the ArbitraBlice Orderingsubmode. The
additiond computdiond burden impose by the Slice Strudured modeis minimd, limited
primarily to bitstream generation and parsing.

3) Reference Picture Resampling (Implicit Factor-of-4 Mode Only) (Annex P) — The
implicit factor-of-4 modeof Reerence Pidure Resanpling dlows for automaic reference
picture resanpling only when he ske of the new frame is changd, as ndicaied n the
picture header.No bitstream overhead is required for this mode of operation. Predictive
dynamic resolution danges dlow an encode to mdke intelligent trade-offs between
temporaland spatialresolution.Furthermore this simplest mode of operation for AnnEx
(factorof 4 upsamplingor downsamplingpnly) adds onlya modest amount of computational
conplexity to both the encoderor decoder, sice te facbr of 4 case uses argile fixed FIR
filter (requiring roughly 4 operations per pixel, at most).

11.2.3 Level 3 preferred modes
The third and final level of support is composed of the following modes:

1) Advanced Prediction (Annex F) — From a coding efficiency standpoint, this mode is the
most important of the modes available in the prior version (Verdipnof this
Recommendation.t lincludes overlapped block motion compensatithe four-motion-
vector-per-macroblocKeature,and it allows for motion vectors to point outside of the
picture boundaries. The use of Advanced Prediction results nificagt improvementsn
both subjecive and obgcive perfornance. 1 does, however, reqai an appreable increase
in computation. More importantlyhe data dependencies introduceddyancedPrediction
result in a complicated order of processiay the decoder. Coupled with the fact
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that the quality improvements are not as obvious when the Deblocking Filter is also in use,
these complexity considerations are the reason this mode is part of the third support level,
rather than the first. However, since implementations of Recommendation H.263 that were
designed prior to the adoption of the other modes in this list might have implemented
Advanced Prediction by itself, Advanced Prediction-only operation is al'so recommended for
maximal backward compatibility.

2) Improved PB-frames (Annex M) — The mproved B-frames mode represents a substantial
improvement over the basicBHrames mode (Annexs) and has been demonstrated to
significantly improve thecodingefficiencyfor videosequencewith alow degeeof motion.
While the basic version of B2frames had problems in handlimsgenecuts and irregular
motion, the nproved PBframes mode maype used effectivelat all times. h terms of
computationalburden, this modeis roudnly neutral (especiallffor macroblock-pipelined
archiectures).However,becauseéhe Improved B-frames node can have a naiyve impact
on delayandbecausét requiresanadditional frame store to implement (at both the encoder
and decoder), it is placed in a higher layer.

3) Independent Segment Decoding (Annex R) — While the Independent Segment Decoding
mode does introduce a significant amount of complexity (in terms of ease of
implementation), it also significantly improves the error robustness of a video decoder,
particularly in the presence of packet losses. For this reason, it is likely that many
applications in which data can be lost in transmission (whether through packet loss or
channd interference) will make use of the Independent Segment Decoding mode, especialy
in combination with the Slice Structured mode.

4) Alternate INTER VLC (Annex S) — This mode has been demonstrated to improve coding
efficiency especialy for pictures with heavy motion whid are coded with high fidelity. This
mode uses the same ELtable as the AdvancetiTRA Codingmode ands also simple
from a computational standpoint (for each block, it requires at mostdutitonalpassover
the parsad symbols to deodethan into DCT odficients). Howeer, it is possibletha this
mode could lead to somedifficulty in implementaion (especialy on highly pipdined
architectures), which is why it is not included at the lower levels of support.

1.3  Pictureformatsand picture clock frequencies

To ensure a higquality level of interoperabilityencodersanddecodersupportinga large standard
picture format (QQ*, CIF, 4CIF, 16CF) should supportall smaller standardpicture formats.

(As specified elsewhere in this Recommendation, decoders shall support stl@CQCF, and
encodershall supportsub-QCF or QCF.) Decoders should be capable of operation with a smaller
picture forma a maimum frame rates no lowe than the maimum frame rate for which it is
capabé of operaton with a larger sandard piture format For exanple, a decoder capabbf
decoding4CIF pictures at 15 pictures per secofattually 15*(1000/1001)pictures per second]
should also be able to decode CIF, QCIF and SQCIF pictures at least at 15 pictures per second.

Encodersand decoderssupportingcustompicture formats and/or custom picture clock frequencies
are recommended to follow the guidelines below:

1) An encoderor decodemwhich supports a custom picture format should support all standard
picture formats equal or smaller in both Hetignd widththanthoseof anysupporteccustom
picture format. For example,an encoder supporting custom picture format of 256256
should support QCIF and SQCIF picture encoding.
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2) An encoder or decoder which supports a custom picture clock frequency for a standard
picture format should support a higher or equal frame rate (in pictures per second) at the
standard picture clock frequency of 30 Hz [actually 30* (1000/1001) Hz] for the same picture
format. For example, if a decoder supports QCIF pictures at 12.5 pictures per second with a
25 Hz picture clock, it should at least be able to decode QCIF pictures at 15 pictures per
second at 30 Hz. If a custom picture format is used, all supported smaller or equal standard
picture formats should be capable of operating at frame rates for the standard picture clock
freguency no lower than the maximum frame rate of the custom picture format.
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SeriesA
SeriesB
SeriesC
SeriesD
SeriesE
SeriesF
Series G
SeriesH
Series|

Series J
SeriesK
SeriesL
SeriesM

SeriesN
Series O
SeriesP
Series Q
SeriesR
Series S
Series T
SeriesU
SeriesV
Series X
SeriesY
SeriesZ

ITU-T RECOMMENDATIONS SERIES
Organization of the work of the ITU-T
Means of expression: definitions, symbols, classification
General telecommunication statistics
General tariff principles
Overall network operation, telephone service, service operation and human factors
Non-tel ephone telecommunication services
Transmission systems and media, digital systems and networks
Audiovisual and multimedia systems
Integrated services digital network
Transmission of television, sound programme and other multimedia signals
Protection against interference
Construction, installation and protection of cables and other elements of outside plant

TMN and network maintenance: international transmission systems, telephone circuits,
telegraphy, facsimile and leased circuits

Maintenance: international sound programme and television transmission circuits
Specifications of measuring equipment

Telephone transmission quality, telephone installations, local line networks
Switching and signalling

Telegraph transmission

Telegraph services terminal equipment

Terminals for telematic services

Telegraph switching

Data communication over the telephone network

Data networks and open system communications

Global information infrastructure

Programming languages
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