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I, Kenneth A. Zeger, Ph.D., a resident of San Diego, California, declare as 

follows: 

I. Introduction 

A. Engagement 

 I have been retained by Patent Owner Realtime Adaptive Streaming 

LLC (“Realtime” or “Patent Owner”) through Zunda LLC to provide my opinions 

with respect to their Response to the Petition for Inter Partes Review in IPR2018-

01187 (the “Petition”) as to U.S. Patent 9,769,477. Zunda LLC is being 

compensated at a per hour rate for my time spent on non-deposition tasks and for 

deposition time. I have no interest in the outcome of this proceeding and the 

payment of my fees is in no way contingent on my providing any particular 

opinions. 

 As a part of this engagement, I have also been asked to provide my 

technical review, analysis, insights, and opinions regarding the Declaration of Dr. 

James E. Storer (“Storer Declaration,” Ex. 1003 to the Petition) with respect to the 

challenged claims of the ’477 patent. 

 The statements made herein are based on my own knowledge and 

opinions. 
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B. Background And Qualifications 

 I received a Bachelor’s degree in Electrical Engineering and 

Computer Science from the Massachusetts Institute of Technology in 1984. 

 I received a Master of Science degree in Electrical Engineering and 

Computer Science from the Massachusetts Institute of Technology in 1984. 

 I received a Master of Arts degree in Mathematics from the University 

of California, Santa Barbara, CA in 1989. 

 I received a Ph.D. degree in Electrical and Computer Engineering 

from the University of California, Santa Barbara, CA in 1990. 

 I am currently a Full Professor of Electrical and Computer 

Engineering at the University of California, San Diego (UCSD). I have held this 

position since 1998, having been promoted from Associated Professor after two 

years at UCSD. I have been an active member of the UCSD Center for Wireless 

Communications for 20 years. I teach courses full-time at UCSD in the fields of 

Electrical and Computer Engineering, and specifically in subfields including 

communications, information theory, and data compression at the undergraduate 

and graduate levels. Prior to my employment at UCSD, I taught and conducted 

research as a faculty member at the University of Illinois, Urbana-Champaign for 

four years, and at the University of Hawaii for two years. 
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 My twenty-plus years of industry experience includes consulting work 

for the United States Department of Defense as well as for private companies such 

as Xerox, Nokia, MITRE, ADP, and Hewlett-Packard. The topics upon which I 

provide consulting expertise include data communications for wireless networks, 

digital communications, information theory, computer software, and mathematical 

analyses. 

 I have authored approximately 75 peer-reviewed journal articles, the 

majority of which are on the topic of communications, information theory, or 

signal processing. I have also authored over 110 papers at various conferences and 

symposia over the past thirty-plus years, such as the: IEEE International 

Conference on Communications; IEEE Radio and Wireless Symposium; Wireless 

Communications and Networking Conference; IEEE Global Telecommunications 

Conference; International Symposium on Network Coding; IEEE International 

Symposium on Information Theory; UCSD Conference on Wireless 

Communications; International Symposium on Information Theory and Its 

Applications; Conference on Advances in Communications and Control Systems; 

IEEE Communication Theory Workshop; Conference on Information Sciences and 

Systems; Allerton Conference on Communications, Control, and Computing; 

Information Theory and Its Applications Workshop; Asilomar Conference on 

Signals, Systems, and Computers. Roughly half of those papers relate to data 
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compression. I also am co-inventor on a US patent disclosing a memory saving 

technique for image compression. 

 I was elected a Fellow of the IEEE in 2000, an honor bestowed upon 

only a small percentage of IEEE members. I was awarded the National Science 

Foundation Presidential Young Investigator Award in 1991, which included 

$500,000 in research funding. I received this award one year after receiving my 

Ph.D. 

 I have served as an Associate Editor for the IEEE Transactions on 

Information Theory and have been an elected member of the IEEE Information 

Theory Board of Governors for three, three-year terms. I organized and have been 

on the technical advisory committees of numerous workshops and symposia in the 

areas of communications and information theory. I regularly review submitted 

journal manuscripts, government funding requests, conference proposals, student 

theses, and textbook proposals. I also have given many lectures at conferences, 

universities, and companies on topics in communications and information theory. 

 I have extensive experience in electronics hardware and computer 

software, from academic studies, work experience, and supervising students. I 

personally program computers on an almost daily basis and have fluency in many 

different computer languages. 
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 My curriculum vitae, attached to this declaration as Exhibit A, 

(“Zeger Curriculum Vitae”), lists my publication record in archival journals, 

international conferences, and workshops. 

II. Materials Considered 

 I have been asked to provide a technical review, analysis, insights, and 

opinions. My technical review, analysis, insights, and opinions are based on almost 

38 years of education, research, and experience, as well as my study of relevant 

materials. 

 I have reviewed and am familiar with the ’477 patent specification 

and claims. My understanding of the claims is based on the plain and ordinary 

meaning of the claims as would be understood by a person of ordinary skill in the 

art, unless the inventor has provided a special meaning for a term. My opinions set 

forth herein do not rest on a disagreement with Dr. Storer as to the meaning of any 

claim term or limitation. 

 I have reviewed and am familiar with the Petition for Inter Partes 

Review, Patent Owner Preliminary Response, and the Board’s Decision to Institute 

in this proceeding and in IPR2018-01630.  

 I have reviewed the Declaration of Dr. James E. Storer. I have also 

reviewed the Imai, Pauls, and Chao references submitted by Petitioner in this 

proceeding, and am familiar with those references. In addition, I have reviewed Dr. 
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Storer’s deposition testimony in this proceeding.  I have also reviewed the 

prosecution history of the ’477 patent, the excerpt of Mark Nelson’s Data 

Compression Book submitted in this proceeding as Exhibit 1018, and the H.263 

standard submitted in this proceeding as Exhibit 1020.  

 This declaration represents only opinions I have formed to date. I may 

consider additional documents as they become available or other documents that 

are necessary to form my opinions. I reserve the right to revise, supplement, or 

amend my opinions based on new information and on my continuing analysis.  

III. RELEVANT LEGAL STANDARDS 

 I am not an attorney. I offer no opinions on the law. But counsel has 

informed me of the following legal standards relevant to my analysis here. I have 

applied these standards in arriving at my conclusions. 

A. Person of Ordinary Skill in the Art 

 I understand that an analysis of the claims of a patent in view of prior 

art has to be provided from the perspective of a person having ordinary skill in the 

art at the time of invention of the ’477 patent. 

 In rendering the opinions set forth in this declaration, I understand that 

I should consider the patent claims through the eyes of “a person having ordinary 

skill in the art.” I understand that I should consider factors such as the educational 

level and years of experience of those working in the pertinent art; the types of 
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problems encountered in the art; the teachings of the prior art; patents and 

publications of other persons or companies; and the sophistication of the 

technology. I understand that the person of ordinary skill in the art is not a specific 

real individual, but rather a hypothetical individual having the qualities reflected 

by the factors discussed above. 

 I understand that Dr. Storer states that a person having ordinary skill 

in the art “would have been a person with a bachelor’s degree in mechanical 

engineering, electrical engineering, computer science, or a similar field with at 

least two years of experience in data compression or a person with a master’s 

degree in mechanical engineering, electrical engineering, computer science, or a 

similar field with a specialization in data compression. A person with less 

education but more relevant practical experience may also meet this standard.” Ex. 

1003 ¶ 65. I also note that he “considered the level of ordinary skill in the art on 

February 13, 2001.” Id. at n. 1.  

 I do not disagree with those views, except to add that a qualified 

POSITA would additionally be trained in evaluating both the costs and benefits of 

a design choice. Those working in the field of the invention are trained both 

through formal education and their work experience to recognize that design 

choices can have complex consequences that have to be evaluated before a 
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motivation is formed to pursue the design choice, and before an expectation of 

success as to that design is formed.  

 I would consider anyone who does not recognize those realities or 

who forms design motivations because a particular combination of known 

elements or knowledge in the field is possible to not be a POSITA, regardless of 

that person’s education, experience, or technical knowledge. Likewise, a POSITA 

in this field would not form design motivations because a design may provide 

some benefit without consideration of the relevance of the benefit in a specific 

context, or the costs of the design choice. The ordinarily skilled artisan in this field 

is not impulsive. That person is deliberative and considered. 

 Throughout my declaration, even if I discuss my analysis in the 

present tense, I am always making my determinations based on what a person of 

ordinary skill in the art (“POSITA”) would have known at the time of the 

invention. Based on my background and qualifications, I believe I have at least the 

experience and knowledge of a POSITA, and am qualified to offer the testimony 

set forth in this declaration. 

B. Burden Of Proof 

 I understand that in an inter partes review the petitioner has the 

burden of proving a proposition of unpatentability by a preponderance of the 

evidence. 
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C. Claim Construction 

 I understand that in an inter partes review the Board applies a 

broadest reasonable interpretation claim construction standard to claims in an 

unexpired patent. 

 I understand, however, that the broadest reasonable interpretation 

standard does not mean the broadest possible interpretation. I understand that the 

Board must always consider the claims in light of the specification and teachings in 

the patent and that a proper claim construction analysis corresponds with how the 

inventor describes his invention in the specification. I further understand that a 

proper claim construction should also take into account the patent’s prosecution 

history. 

 I understand that the Board does not construe claim terms unnecessary 

to resolving the controversy. 

D. Obviousness 

 I understand that a patent may not be valid even though the invention 

is not identically disclosed or described in the prior art if the differences between 

the subject matter sought to be patented and the prior art are such that the subject 

matter as a whole would have been obvious to a person having ordinary skill in the 

art in the relevant subject matter at the time the invention was made. 
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 I understand that, to demonstrate obviousness, it is not sufficient for a 

petition to merely show that all of the elements of the claims at issue are found in 

separate prior art references or even scattered across different embodiments and 

teachings of a single reference. The petition must thus go further, to explain how a 

person of ordinary skill would combine specific prior art references or teachings, 

which combinations of elements in specific references would yield a predictable 

result, and how any specific combination would operate or read on the claims. 

Similarly, it is not sufficient to allege that the prior art could be combined, but 

rather, the petition must show why and how a person of ordinary skill would have 

combined them. 

 I understand that where an alleged motivation to combine relies on a 

particular factual premise, the petitioner bears the burden of providing specific 

support for that premise. I also understand that a motivation to combine cannot be 

sufficiently alleged based merely on the purported benefits that would result from a 

proposed trade off. I understand that obviousness cannot be shown by conclusory 

statements, and that the petition must provide articulated reasoning with some 

rational underpinning to support its conclusion of obviousness. I also understand 

that skill in the art rarely operates to supply missing knowledge or prior art to show 

obviousness, nor does skill in the art act as a bridge over gaps in substantive 

presentation of an obviousness case.  
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IV. The Claims of the ‘477 Patent 

 In discussing Claim 1, I will refer to its limitations as they are labeled 

here:  

Element Claim 1 

1[PR] A system, comprising: 

1[A] a plurality of different asymmetric data compression encoders, 

wherein each asymmetric data compression encoder of the 

plurality of different asymmetric data compression encoders is 

configured to utilize one or more data compression algorithms, 

and 

1[B] wherein a first asymmetric data compression encoder of the 

plurality of different asymmetric data compression encoders is 

configured to compress data blocks containing video or image 

data at a higher data compression rate than a second asymmetric 

data compression encoder of the plurality of different 

asymmetric data compression encoders; and 

1[C] one or more processors configured to: 

determine one or more data parameters, at least 

one of the determined one or more data parameters 

relating to a throughput of a communications 

channel measured in bits per second; and 
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1[D] select one or more asymmetric data compression 

encoders from among the plurality of different 

asymmetric data compression encoders based 

upon, at least in part, the determined one or more 

data parameters. 

 

 In discussing Claim 20, I will refer to its limitations as they are 

labeled here:  

Element Claim 20 

20[PR] A system comprising; 

20[A] a plurality of video data compression encoders; 

20[B] wherein at least one of the plurality of video data 

compression encoders is configured to utilize an 

asymmetric data compression algorithm, and 

20[C] wherein at least one of the plurality of video data 

compression encoders is configured to utilize an 

arithmetic data compression algorithm, 

20[D] wherein a first video data compression encoder of 

the plurality of video data compression encoders is 

configured to compress at a higher compression 

ratio than a second data compression encoder of 

the plurality of data compression encoders; and 

20[E] one or more processors configured to: 

determine one or more data parameters, at least 
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one of the determined one or more data parameters 

relating to a throughput of a communications 

channel; and 

20[F] select one or more video data compression 

encoders from among the plurality of video data 

compression encoders based upon, at least in part, 

the determined one or more data parameters. 

 

V. Petitioners’ Obviousness Theory As To Claim 1’s “first asymmetric 
data compression encoder” and “second asymmetric data compression 
encoder” 

 I understand that the Petition’s Ground 1 alleges that Imai renders the 

limitations of Claim 1 obvious.  

 Limitation 1[B] recites two encoders: “a first asymmetric data 

compression encoder” that is “configured to compress . . . video or image data” 

and “a second asymmetric data compression encoder” that is also configured to 

compress video or image data. Ex. 1001 at Cl. 1[B]. 

 The two encoders of Claim 1 each have different characteristics and 

thus are not interchangeable. For instance, the “first asymmetric data compression 

encoder” must be “configured to compress . . . video or image data at a higher data 

compression rate than a second asymmetric data compression encoder.” Ex. 1001 

at Cl. 1[B]. 
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 Thus, demonstrating that Imai teaches or renders obvious Claim 1’s 

subject matter requires at least specifying a “first asymmetric data compression 

encoder” that is “configured to compress . . . video or image data” and a “second 

asymmetric data compression encoder” that is configured to compress video or 

image data. In my opinion, it is not sufficient to point to at least two encoders and 

suggest that some unspecified encoder would satisfy the claims’ limitations. 

 I have reviewed the Petition, and it does not identify any particular 

encoder that would constitute the “first” or “second” encoder for purposes of 

Claim 1 or its dependents.  

 The absence of such a particularized allegation precludes the 

possibility of concluding that Imai discloses Claim 1’s limitations.   

 It is not possible, for example, to tell which of two encoders would be 

faster because the asserted art does not disclose the compression rate (i.e., 

computational speed) of any encoder relative to any other encoder. As, I explain 

below in Sections VII.B and VIII.A, the portions of Imai and Pauls that Petitioners 

allege refer to compression rates actually refer to other characteristics of the 

encoders.  

 And the Petition does not disclose enough information to determine 

which of two encoders would be faster. The Petition lists various algorithms that 

may be employed by encoders by the names of their encoding standards and output 
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data rate. But I agree with Dr. Storer that it is not possible to know whether an 

encoder employing any one algorithm or encoding standard mentioned in the prior 

art will encode faster than another without knowing specific details of the 

implementation. See Ex. 2003 at 88:22-89:16, 87:7-14, 96:19-97:5. 

 I also agree with Dr. Storer that a POSITA could not determine which 

of two encoders is faster even if the POSITA knows their relative compression 

ratios.  

 It is therefore my opinion that it is impossible to determine that 

Ground 1 renders the “first” and “second” encoders of Claim 1 obvious.   

VI. The Requirements of Limitation 1[B] 

 Claim 1 requires that its “first asymmetric data compression encoder” 

be configured to compress data “at a higher data compression rate” than the 

“second asymmetric data compression encoder.” Ex. 1001 at Cl. 1[B]. And the 

Petition defines “data compression rate” as “the execution or algorithmic speed of 

a compression encoder.” Pet. 20. It further notes that “it is the throughput of the 

asymmetric data compression encoder measured by the amount of input data that it 

can compress per unit of time at a given compression ratio.” Pet. at 21.  

 Therefore, according to Petitioners’ definition of “data compression 

rate,” Claim 1 requires “a first asymmetric data compression encoder” that is 
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configured to compress more input data per unit of time at a given compression 

ratio than a “second asymmetric data compression encoder.” 

 The requirement that the “first asymmetric data compression encoder” 

is “configured to compress . . . at a higher data compression rate than a second 

asymmetric data compression encoder” means that the relationship between the 

first and second encoders’ compression rates cannot arise by chance or as a side 

effect of some other design choice. In other words, a POSITA would understand 

the claim’s recitation of “configured” to require that the “first encoder” must 

compress at a higher rate than the “second encoder” because it is designed to do so.  

 The ‘477 patent’s specification supports that understanding, as it uses 

“configured to” to convey a purposeful design as opposed to a side effect or 

accidental arrangement.  

 For instance, the specification describes design features that can more 

efficiently use space on a disk, followed by the statement: “In this way, a system 

can be configured to achieve greater speed, while not sacrificing disk space.” Ex. 

1001 at 18:26-41.  

 The specification also describes a “programmable logic device” being 

“configured for its environment.” Id. at 16:37-40. A POSITA would understand 

that a “programmable” device is not “configured for its environment” on accident, 
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but rather is intentionally programmed to operate in a specific and consistent 

manner with its environment in mind. 

 In both examples the “configuring” is an intentional design choice 

through programmed logic rather than a chance occurrence. 

 And the design is for the specific purpose for which the “system” or 

“programmable logic device” is “configured,” i.e., to “achieve greater speed” or be 

programmed “for its environment.” The configuring is not the side effect of a 

design choice with some other purpose. 

 A person of ordinary skill would also understand that the usage of 

“configured to” cannot be met by an accidental difference in compression rates or a 

difference in compression rates arising as a side effect of some other choice 

because the invention relies on the predictable relationship between the 

compression rates of the two recited encoders. The invention would not work if the 

relationship were reversed. 

 The specification describes switching from an encoder having a 

relatively slow compression rate to one having a “faster rate of compression” when 

the “throughput falls below a predetermined threshold” “so as to increase the 

throughput.” Ex. 1001 at 8:12-18. If the configuration of the encoders were 

reversed, the opposite would occur: the system would switch from the relatively 



   IPR2018-01187 
ZEGER DECLARATION 

 

 - 20 -  
 

fast encoder to the relatively slow encoder, which would reduce the throughput and 

exacerbate the bottleneck at the encoder that the invention seeks to remedy. 

 It is thus my opinion that the predictable arrangement of the encoders 

is crucial. A difference in two encoders’ compression rates that is not specifically 

planned would not suffice for the “first asymmetric data compression encoder” and 

the “second asymmetric data compression encoder” to serve their purposes. 

 I therefore conclude that limitation 1[B] has the following 

requirements: (1) “a first asymmetric data compression encoder” that is (2) 

designed to (3) compress more input data per unit of time than (4) “a second 

asymmetric data compression encoder.”  

VII. Petitioners’ Obviousness Theory As To Imai 

 As explained below, it is my opinion that Imai does not teach the 

elements of limitation 1[B].  

A. Obviousness Based on Probable Differences in Compression Rate 

 I understand that the Petition alleges that limitation 1[B] is obvious 

because, if Imai were to use at least two encoders, it is likely that one of them 

would be faster than another. Pet. 21 (“A POSITA would have understood that it is 

only a remote possibility that any two different asymmetric data compression 

encoders would have the same execution speed, and therefore the obvious result of 

including two or more different asymmetric compression encoders is that one 
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encoder would have a higher data compression rate than another encoder.”). I 

disagree with that reasoning.  

 As explained above, limitation 1[B] requires purposeful design with 

respect to the encoders’ compression rates. Therefore, any system that includes two 

encoders with compression rates that vary by chance would not have a first 

encoder that is “configured to compress” at a higher data compression rate than a 

second encoder as required by limitation 1[B]. 

 Thus, the Petition’s statement that either of Imai’s encoders could 

compress at a faster rate than the other encoder demonstrates that Imai does not 

disclose Claim 1. Under the meaning of the ’477 patent’s usage of “configured to,” 

a statement that either encoder could be faster than the other is also a statement that 

neither is “configured to” be faster than the other.  

 In my opinion, the possibility that Imai might have one encoder that 

operates at a higher compression rate than another, but may also operate with the 

relationship reversed, cannot teach a “first asymmetric data compression encoder” 

that is “configured to compress . . . at a higher data compression rate than a second 

asymmetric data compression encoder.” 

 For the reasons stated above, it is my opinion that the Petition does 

not show that Claim 1 is obvious because it does not show any teaching of a first 

encoder that is configured to compress at a higher rate than a second encoder.   
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B. Imai’s Purported References to Compression Rate 

 I disagree with the Petition’s statement that a POSITA “would have 

appreciated from Imai’s various teachings that the different asymmetric data 

compression encoders have different data compression rates, with some encoders 

having higher rates than others.” Pet. 22. As I explain below, the portions of Imai 

that the Petition cites as disclosures regarding compression rates actually refer to 

other features of encoders. Indeed, the Petition does not point to any teaching in 

Imai regarding the speed of compression measured by input data compressed per 

unit of time.  

 For instance, the Petition cites to Imai’s use of the term “compression 

rate,” but Imai does not use the term in the way the ‘477 patent does.  

 The Petition states that Imai “compares and contrasts different 

asymmetric data compression encoders in terms of their ‘compression rate,’ and 

identifies several asymmetric data compression algorithms that ‘provide[] a high 

compression rate,’ referring to MPEG layer 3 and ATRAC 2 as ‘example[s].’” Pet. 

21 (citing Ex. 1005 at [0068]). But the cited sentence reads, “Furthermore, 

example of the coding method, which provides a relatively less bit rate of the 

resulting coded data (i.e., which provides a high compression rate), are MPEG 

layer 3 and ATRAC 2.” Ex. 1005 at [0068]. 
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 Imai’s reference to “a relatively less bit rate” makes clear that Imai’s 

use of “compression rate” refers to the compression ratio, or the degree of 

compression. Because the degree of compression is high, the amount of data that is 

output from the encoder is low, and thus it provides “a relatively less bit rate of the 

resulting coded data.” Imai is using the term to describe how much the data was 

compressed, rather than the speed at which it was compressed, as the Petition 

indicates that Claim 1 uses the term.  

 I therefore agree with Dr. Storer’s deposition testimony that Imai does 

not use “compression rate” in the same sense as Claim 1 uses the term. Ex. 2003 at 

114:14-115:4. In my opinion Imai is clearly using “compression rate” to mean 

compression ratio and he is not using it to refer at all to the speed of compression. 

In other words, Imai is not using compression rate in the same sense as in Claim 1. 

 Thus, the cited passage does not pertain to “compression rate” as the 

Petition defines the term or as Claim 1 uses it.  

 The Petition also argues that ATRAC is “a relatively faster 

compression algorithm” and that “Imai teaches including asymmetric compression 

encoders that have different execution speeds.” Pet. 21. I note that the only 

evidence the Petition points to is Imai’s statement that ATRAC “requires a not so 

large amount of computation for decoding.” Id. (quoting Ex. 1005 at [0068]). 
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 Imai’s reference to the “amount of computation for decoding” is not a 

teaching about “compression rate,” or the speed of encoding. Imai is describing the 

computation necessary for “decoding,” and the Petition defines “compression rate” 

as the “algorithmic speed of a compression encoder,” rather than the speed of a 

decoder. A description of the computational requirements of a decoder does not 

describe the speed of an encoder.  

 Indeed, it would not be possible to determine or infer the speed of an 

encoder even if one knew the speed of a decoder. The relationship between 

encoding speed and decoding speed is inexact, and it varies depending on 

characteristics of hardware implementation and which encoding and decoding 

algorithms are used.  

  Based on Imai’s reference to the amount of computation required for 

decoding ATRAC, the Petition concludes that “Imai teaches using an ATRAC 

encoder and explains how it is a relatively faster compression algorithm” and that 

“Imai teaches including asymmetric compression encoders that have different 

execution speeds.” Pet. 21. Both conclusions are incorrect for the reasons stated 

above. The cited language from Imai does not say that ATRAC is relatively fast at 

encoding than any other algorithm, and it does not describe the execution speed of 

any encoder.  



   IPR2018-01187 
ZEGER DECLARATION 

 

 - 25 -  
 

 The Petition also states, “Imai explains that ATRAC 2 can encode at 

various compression rates (e.g., ‘64 Kbps, 32K bps, 24 Kbps’).” Pet. 22 (quoting 

Ex. 1005 at [0069]). Under the Petition’s definition of “compression rate,” that is a 

misinterpretation of Imai. Imai states “Therefore, here, for example, all the 

encoders 531 to 53N perform encoding with ATRAC 2, while data rates of coded 

data outputted from the encoders are 64 Kbps, 32 Kbps, 24 Kbps, . . ., 

respectively.” Ex. 1005 at [0069]. 

 A person of ordinary skill would understand that the numbers 

preceding “Kbps” are bitrates. Those bitrates describe the rates at which data is 

output from the encoder. They do not describe the “compression rate,” of any 

encoder, which the Petition states is measured by the “amount of input data that 

[the encoder] can compress per unit of time.” Pet. 21. As explained above, the rate 

at which data is output from an encoder is not the encoder’s compression rate.  

 Thus, I agree with Dr. Storer’s deposition testimony that Imai’s 

reference to “64 Kbps, 32K bps, 24 Kbps” describes output bitrates. Ex. 2003 at 

105:4-106:13. 

 Accordingly, it is my opinion that all of the examples from Imai that 

the Petition cites as references to compression rate in fact describe something else, 

such as output rates, compression ratio, or computational requirements for 

decoding.  
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 It is also my opinion that, even if Imai did teach that its different 

encoders have different data compression rates, such a teaching would not disclose 

limitation 1[B]. As I explained above, a person of ordinary skill would understand 

that limitation 1[B] requires more than encoders with different or varying 

compression rates.  

C. The Petition’s Suggested Modification to Imai 

 I also disagree with the Petition’s statement that a POSITA would 

have included “encoders having higher and lower data compression rates” because 

the POSITA “would have recognized that adjusting the output rate of the 

compression encoder would impact the throughput of the compression encoder, 

particularly if the compression ratio of the encoder is fixed.”  Pet. 22-23. 

 I start by addressing the teaching from Imai that the Petition cites in 

support when it states that Imai recognizes that the “transmission rate of a 

communication channel . . . ‘varies due to the amount of traffic’” and thus “Imai 

selects a ‘coding method which can provide the coded data having a bit rate not 

higher than the detected transmission rate.’” Pet. 22. (citing Ex. 1005 at [0145]). 

The quoted teaching from Imai describes lowering the encoder’s output bitrate to 

accommodate a slow network. As the Petition recognizes, that allows Imai to 

transmit the data in real time. Id. (“Imai explains that the transmission rate of a 

communication channel between the server and client ‘varies due to the amount of 
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traffic’ being sent across the channel, and that this can impact the ability of the 

client to reproduce the transmitted signals in real-time.”); see also Ex. 1005 at 

[001] (summarizing the invention as used for “encoding and transmitting time 

series digital signals such as audio signals, and receiving and decoding the digital 

signals to reproduce them in real time on the receiving side.”).  

 However, Imai does not teach lowering the output bitrate by lowering 

the speed of compression, or modifying the speed of compression in any way. 

Instead, the cited teaching from Imai describes reducing the output bitrate by 

compressing the data more, not by compressing it faster or slower.  

 As Imai explains, because the data encoded at a lower output bit rate 

is more compressed, the encoding method that “provides a relatively small (low) 

bit rate . . . reproduces an audio signal with relatively poor reproducibility” and the 

method “which provides a relatively large (high) bit rate . . . can reproduce an 

audio signal with relatively good reproducibility.” Ex. 1005 at [0067]. Imai thus 

increases the compression ratio at the expense of audio quality. 

 Increasing the compression ratio reduces the output bitrate to one that 

can be transmitted by the network in real time, or in Imai’s words, so that the 

“coded data ha[s] a bit rate not higher than the detected transmission rate.” Ex. 

1005 at [0145].  
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 Therefore, it is my opinion that Imai’s teaching does not suggest 

modifying the speed of compression, as the Petition suggests.  

 That is especially so if the compression ratio of the encoder is fixed 

(as the Petition suggests it would be) because Imai’s solution depends on changing 

the compression ratio. Pet. 22-23. 

 The Petition thus does not point to evidence that Imai teaches 

lowering the output bitrate of an encoder by modifying the speed of compression, 

as Claim 1 requires.  

 And in fact, Imai does not teach lowering the output bitrate of an 

encoder by modifying its compression rate, much less doing so to address a slow 

network.   

 It is also my opinion that a POSITA would not modify Imai as the 

Petition suggests because the Petition’s approach of modifying the speed of 

compression would be either ineffectual or counterproductive in addressing Imai’s 

concerns.  

 I agree with the Petition that Imai is addressing a situation in which 

the speed of the network creates a bottleneck in the system such that the audio may 

not be reproduceable in real time. Pet. at 22 (“Imai explains that the transmission 

rate of a communication channel between the server and client ‘varies due to the 

amount of traffic’ being sent across the channel, and that this can impact the ability 
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of the client to reproduce the transmitted signals in real-time.”) (citing Ex. 1005 at 

[0145]). 

 Imai’s concern is that “if the transmission rate of the network 2 is 

reduced down smaller than the data rate of the coded data, transmission of the 

coded data becomes so late that audio signals cannot be reproduced in real time.” 

Ex. 1005 at [0145]. 

 In such a situation, lowering the output bitrate of the encoder by 

slowing the encoder while keeping the compression ratio fixed would exacerbate 

the problem that Imai is concerned with: that the data cannot be “reproduced in 

real time.” 1005 at [0145].  

 In order to lower the output bitrate by modifying the compression rate 

of an encoder, a POSITA would need to lower the encoder’s compression rate so 

that it could not encode as much input data per unit of time. But if the system is 

operating at real time before the encoder is slowed, lowering the amount of input 

data that can be processed will cause the system to operate at slower than real time, 

and output data at slower than real time.  

 For instance, Dr. Storer offers the following illustration of lowering 

the compression speed of an encoder: “[A] 32 kbps encoder could be created using 

a 64 kbps encoder that runs at half its normal execution speed. It would follow that 

the 64kbps encoder would have a higher data compression rate than the 32 kbps 
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encoder.” Ex. 1003 at ¶ 141. As explained below, modifying an encoder in that 

way would make it useless for real time encoding. 

 If an encoder could output data at 64 kpbs when operating at real time, 

then each 64 kilobits of data would represent one second of audio (or video) input. 

If the compression ratio of the encoder were 2:1, then each second of audio or 

video input data would consist of 128 kilobits prior to encoding. If that encoder 

were modified to run at half the compression rate, it would produce 32 kbps of 

output data at the same 2:1 compression ratio. But, because the compression ratio 

has not changed, it still would still take 64 kilobits of output data to encode the 128 

kilobits of input data that represents each second of audio or video input. Thus the 

32 kilobits output each second would represent only half a second of audio or 

video. The result is that it would take two hours to watch a one-hour video, or six 

minutes to listen to a three-minute song.  

 Thus, a modification that slowed the compression rate without 

increasing the compression ratio, as the Petition suggests, would prevent the audio 

or video signal from being reproduceable in real time. Pet. 22-23. 

 Because the data could not be reproduced in real time, it would 

prevent the system from being used for its intended purpose and would not address 

Imai’s concerns.  
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 Using an encoder with a higher compression rate would also be 

ineffective in addressing Imai’s concerns.  

 That is so because the network is already too slow to transmit the 

existing output bitrate, and increasing the speed of the encoder could only increase 

the output bitrate further. A POSITA would recognize that there would be no point 

in increasing the output bitrate beyond what the network can transmit. 

 Thus, I agree with Dr. Storer that increasing the speed of the encoder 

is pointless if the communication channel is the bottleneck in the system. Ex. 2003 

at 81:11-13; see also id. at 85:22-86:1. 

 It is thus my opinion that the Petition does not offer any reason why a 

POSITA would solve the problem of a slow network by varying the compression 

rate of an encoder as opposed to its compression ratio.   

 In contrast to the situation Imai describes, in which the network is the 

bottleneck in the system of data transmission, intentionally modifying the 

compression rate of the encoder is only useful if the encoder is the bottleneck in 

the system. Where the encoder’s speed is such that its maximum output rate is 

slower than the other aspects of the system (such as the network or the decoder) 

can handle, speeding the encoder can remove that bottleneck and increase the 

system’s throughput.  
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 But the Petition does not point to any teaching from Imai regarding 

the situation in which the encoder is the bottleneck in the system.  

 As explained above, the Petition’s motivation relies on a problem that 

its solution cannot address, a slow network.  

 It is thus my opinion that the Petition does not explain how Imai 

suggests configuring the system such that “a first asymmetric data compression 

encoder . . . [would] compress data blocks containing video or image data at a 

higher data compression rate than a second asymmetric data compression 

encoder.”  

 It is also my opinion that Imai contains no such teaching.  

 I also note that the Petition does not argue that the solution to a slow 

network disclosed in Imai (increasing the degree of compression) teaches 

limitation 1[B]. That is evident from the Petition’s statement that a POSITA would 

be motivated “particularly if the compression ratio of the encoder is fixed.” If the 

compression ratio of the encoder is fixed, Imai’s solution of increasing the 

compression ratio is inapplicable.  

 It is also my opinion that such an argument would be incorrect. Imai’s 

solution of increasing the compression ratio could not disclose limitation 1[B] 

because a design choice to increase the compression ratio is not made because of 

an encoder’s compression rate.  
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 Even if a choice to include multiple encoders because if their varying 

compression ratios were to result in a system with encoders with varying 

compression rates, the system would not practice limitation 1[B] because the 

difference in compression rates would be only a side effect of the choice to include 

encoders with different compression ratios. There would be no design choice with 

the specific purpose of having encoders with different compression rates.  

 I also note that the Petition does not allege that a POSITA would 

configure Imai’s system to increase throughput by taking both compression rates 

and compression ratios into account when selecting an encoder. 

 Moreover, such a modification would be beyond the skill of a person 

of ordinary skill in the art. The tradeoffs between compression rate and 

compression ratio would be sufficiently complex that a person of ordinary skill in 

the art would not have a reasonable expectation of success in improving the system 

with such a modification.  

 Thus, Imai’s desire to increase the compression ratio of the system 

would not motivate a person of ordinary skill to “configure” the system in 

accordance with limitation 1[B].  

VIII. Petitioner’s Obviousness Theory as to Pauls 

 For the reasons discussed below, I also disagree with the Petition that 

Pauls teaches limitation 1[B]. 
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A. Pauls’s Purported References to Compression Rate 

 The Petition points to two teachings in Pauls as examples of teachings 

regarding compression rates, but those teachings in fact pertain to other features of 

encoders, and not their compression rates.  

 The Petition first quotes Pauls’s statement that “[e]ach of the 

aforementioned encoding algorithms have associated different levels or 

percentages of compression.” Pet. 39 (quoting Ex. 1007 at [0010]). That teaching 

is a reference to compression ratio and does not disclose compression rate in the 

sense that Claim 1 uses the term, i.e., compression speed. “The specific phrases 

“different levels” and “percentages of compression” in Pauls make it clear to a 

POSITA that they refer to compression ratios and not speed of compression. 

Specifically, “percentage of compression” gives a number analogous to a 

compression ratio. For example, a compression ratio of 2:1 might alternatively be 

referred to as a 50% compression. 

 That it is referring to compression ratio is also clear from context. The 

preceding sentences refer to “reducing the amount of data to be transmitted.” Ex. 

1007 at [0010]. The  data to be transmitted is “reduc[ed]” because the degree of 

compression is higher.  

 The Petition also relies on the rate at which the encoders “render” 

video as teachings regarding compression rate. Pet. 39 (“For example, FIG. 5 
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teaches that H.263 renders video at a bit rate of 8–24 Kbps, MPEG renders video at 

a bit rate of 1.5 Mbps, and MPEG2 renders video at a bit rate of 2.0 Mbps.”). 

Pauls’s Figure 5 actually discloses output bitrates; it does not describe compression 

rates.  

 That is clear from Pauls’s description of Figure 5, which explicitly 

states that it depicts “encoding algorithms and the bit rate of the data after 

encoding (or compression).” Ex. 1007 at [0024]. 

 Thus, I agree with Dr. Storer that Figure 5 discloses the rates at which 

data is output from the encoder. Ex. 2003 at 154:10-15. 

 Pauls’s description of output bitrates does not disclose compression 

rates under the Petition’s definition because it does not disclose “the amount of 

input data [an encoder] can compress per unit of time.” 

 It is thus my opinion that the Petition points to no part of Pauls that 

discloses, teaches, or mentions the compression rate of any encoder.  

 Indeed, Pauls does not mention compression rates at all.  

B. Obviousness Based on Probable Differences in Compression Rate 

 I also disagree with the Petition’s theory that Pauls meets limitation 

1[B] through chance differences in compression rates. Pet. 40 (“POSITA would 

have understood that it is only a remote possibility that any two different 

asymmetric data compression encoders would have the same execution speed, and 
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therefore the obvious result of including two or more different asymmetric 

compression encoders is that one encoder would have a higher data compression 

rate than another encoder.”). 

 As explained above, Claim 1[B]’s “configured to” requirement cannot 

be met by happenstance. It requires deliberate configuration with respect to the 

compression rates of the first and second “asymmetric data compression 

encoder[s].”  

 As explained above with respect to Imai, the Petition’s argument that 

Pauls arrives at the limitation by chance admits that Pauls does not disclose 

limitation 1[B].  

 Thus, it is my opinion that the Petition points to no disclosure from 

Pauls indicating that the system is “configured to,” or with the purpose of, having 

one encoder compress more quickly than another.  

 Indeed, the Petition points to no mention of encoding speed, or the 

scenario in which the encoder becomes a bottleneck in data transmission. 

IX. Petitioner’s Obviousness Theory as to the Combination of Imai and 
Pauls 

 The Petition states that a POSITA would incorporate the video 

encoders mentioned in Pauls into Imai’s system. Pet. 53 (“A POSITA would thus 

have been motivated to combine the systems of Imai and Pauls to utilize the 
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numerous video and image data compression encoders of Pauls to enable video 

compression in Imai’s system.”). It also suggests that a POSITA would modify 

Pauls to incorporate “Imai’s detailed teachings regarding determining the 

bandwidth of a communications channel to Pauls’ system that selects from 

multiple video data compression encoders to fine-tune Pauls’ video transmission 

system.” Id. 

 In my opinion, however, the Petition does not explain why a POSITA 

would make either change.  

 For instance, it does not offer a motivation for why a POSITA would 

modify Pauls at all.  

 With regard to Imai, the Petition notes Imai’s statement that it could 

be modified for video encoding Pet. 53 (“As Imai explicitly applies its teachings to 

video encoding, a POSITA would logically look towards other prior art references 

involving data encoding and video encoding techniques to create a video encoding 

and transmission system. One such prior art reference is Pauls, which includes 

extensive teachings specific to video.”).  

 And it states that Pauls and Imai share certain similarities. Pet. 52 

(“Indeed, both references are used for the same purpose: encoding data at a server 

for transmission to a client over a distributed network such as the Internet.”); id. 

(“They both teach encoding the data using encoding methods that achieve data 
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compression using asymmetric techniques.”); id. (“Also, both references choose an 

encoding method based upon the type of data being transmitted.”); id. (“Further, 

both teach choosing the encoding method based upon a throughout of the 

communications channel connecting the client.”); id. (“Imai and Pauls discuss 

implementing their inventions on known computer systems.”). 

 It further states that a POSITA would include the encoders from Pauls 

because the POSITA “would have a reasonable expectation of success . . . given 

that audio and video compression technologies were well known . . . .” and doing 

so would be “simple” and  “would have predictable results.” Pet. 53; see also id. at 

54 (“A POSITA would have found it obvious to incorporate Pauls’ videos-specific 

compression encoders into Imai using her ordinary skill because a POSITA at the 

time of the alleged invention would have known how to make use of off-the-shelf 

implementations of standards-based video encoders and could use those encoders 

within Imai’s multi-compressor system.”). 

 But none of the reasons suggested in the Petition indicate why a 

POSITA would make the Petition’s modification to Imai: including the encoders 

Pauls mentions.  

 A POSITA would not add an encoder to Imai’s system merely 

because that encoder was mentioned in Pauls, even if the POSITA were to 

conclude that the two systems share some similarities.  
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 And a POSITA would not add any particular video encoder to Imai’s 

system merely because Imai mentions that its approach could be applied to video.  

 Nor would a POSITA add any encoder simply because doing so 

would be easy, simple, or achievable.  

 In other words, a POSITA would not incorporate the encoders 

mentioned in Pauls simply because the POSITA could or because the POSITA was 

aware of the possibility.  

 Rather, a POSITA would make a careful choice regarding the costs 

and benefits of including a particular encoder. The POSITA would choose to 

include an encoder only if the POSITA determined that it would improve the 

system because the costs outweigh the benefits. In doing so, the POSITA would 

necessarily consider the likely application of the system and the various downsides 

of including each additional encoder.  

 Thus, it is my opinion that the reasons offered by the Petition would 

not lead a POSITA to make the suggested modification.  

X. Petitioner’s Obviousness Theory as to the Combination of Imai, Pauls, 
and Chao 

 I understand that the Petition also suggests a POSITA would 

configure the combined system of Imai and Pauls to use an arithmetic algorithm, 

whether by configuring it to use the “arithmetic mode” of an algorithm mentioned 
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in Pauls or by combining it with Chao. Pet. 60 (“A POSITA would have known of 

arithmetic data compression encoders . . . and known that such encoders could be 

used to complement or as a substitute to other well-known asymmetric encoders 

used in Imai and Pauls.”); id. at 61 (“Pauls teaches asymmetric data encoders that 

have optional arithmetic coding modes”); id. at 63 (“[I]t would have been obvious 

to substitute Chao’s video encoder for Pauls’ H.263 video encoder”). 

 I first note that configuring the combined system of Imai and Pauls to 

use an arithmetic algorithm would require a modification to the prior art because 

neither Imai or Pauls teach using the arithmetic mode of any algorithm.  

 I understand that the Petition alleges a POSITA would configure the 

system to use an arithmetic algorithm because of certain benefits of arithmetic 

encoding. Pet. 59-62. 

 However, as I note above, a POSITA would also weigh the costs of a 

design choice when deciding how to configure a system. In particular, a POSITA 

would consider the tradeoffs inherent in using arithmetic algorithms, which the 

Petition does not address.  

 For instance, the documents the Petition relies on to describe the 

benefits of arithmetic algorithms also explain that it entails costs in the form of 

reduced speed.  
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 For example, the specification of the ‘477 patent states that arithmetic 

encoding “is the slowest to execute.” Ex. 1001 at 5:11-13. 

 And Mark Nelson’s book on data compression (which the Petition 

relies on) states that “[Arithmetic coding’s] [r]untime performance is significantly 

slower than Huffman coding, however, due to the computational burden imposed 

on the encoder and decoder.” Ex. 1018 at 39.  

 Chao provides another example: it states that the choice whether to 

use “either Arithmetic, Run Length, or Huffman, of [sic] Huffman and Run Length 

combined” depends on “the amount of compression desired against the invested 

time required to get that level of compression.” Ex. 1016 at 54.  

 In the case of H.263, using the arithmetic mode also has the downside 

of reduced compatibility. The H.263 specification notes that its arithmetic option 

“does not apply to certain types of pictures” and cannot be “used in combination 

with certain other modes.” Ex. 1020 at 38-39.  

 A person of ordinary skill would consider the above costs of 

arithmetic encoding before making any modification to the system.  

 But the Petition does not address any of the costs of arithmetic 

encoding or weigh those costs against the potential benefits. Thus, the Petition 

cannot show that a POSITA would in fact modify the art to use an arithmetic 

algorithm.  
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 I also understand that the Petition relies on Pauls’s disclosure of JPEG 

as an “arithmetic data compression algorithm” that would be used by one of the 

encoders. Pet. 59, 60. However, the Petition does not explain why a POSITA 

would use JPEG in a video data compression encoder.  

 Neither Pauls nor Imai disclose a “video data compression encoder” 

using JPEG, and in fact, JPEG is not a video standard. Indeed, the JPEG standard, 

a copy of which is submitted along with this declaration as Exhibit 2004, does not 

even mention video encoding or motion. Ex. 2004.  

 It is thus my opinion that the Petition does not make clear why a 

POSITA would choose to use JPEG in a “video data compression encoder.”  

XI. Conclusion 

 In signing this declaration, I understand that the Declaration will be 

filed as evidence in contested cases before the Patent Trial and Appeal Board of 

the United States Patent and Trademark Office. I acknowledge that I may be 

subject to cross-examination in this case and that cross examination will take place 

within the United States. If cross examination is required of me, I will appear for 

cross examination within the United States during the time allotted for cross 

examination. 

 I declare that all statements made herein of my own knowledge are 

true and that all statements made on information and belief are believed to be true; 
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and further that these statements were made with the knowledge that willful false 

statements and the like so made are punishable by fine or imprisonment, or both, 

under Section 1001 of Title 18 of the United States Code, and that such willful 

false statements may jeopardize the validity of the ʼ477 Patent. 

 Executed on May 20, 2019 in San Diego, California. 

 

     Respectfully submitted, 
 
                                          
      

     Kenneth A. Zeger, Ph.D. 
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IEE Electronics Letters, vol. 23, no. 12, pp. 654-656, June 1987.

2. Kenneth Zeger and Allen Gersho, “A Stochastic Relaxation Algorithm for Improved Vector

Quantiser Design”, IEE Electronics Letters, vol. 25, no. 14, pp. 896-898, July 1989.

3. Kenneth Zeger and Allen Gersho, “Pseudo-Gray Coding”, IEEE Transactions on Communica-

tions, vol. 38, no. 12, pp. 2147-2158, December 1990.

4. Hai-Ning Liu, Celia Wrathall, and Kenneth Zeger, “Efficient Solution of some Problems in a

Free Partially Commutative Monoid”, Information and Computation, vol. 89, no. 2, pp. 180-198,

December 1990.

5. Kenneth Zeger, “Corrections to ‘Gradient Algorithms for Designing Predictive Vector Quantiz-

ers’ ”, IEEE Transactions on Signal Processing, vol. 39, no. 3, pp. 764-765, March 1991.

6. Kenneth Zeger, Jacques Vaisey, and Allen Gersho, “Globally Optimal Vector Quantizer De-

sign by Stochastic Relaxation”, IEEE Transactions on Signal Processing, vol. 40, no. 2, pp.

310-322, February 1992.

7. Eyal Yair, Kenneth Zeger, and Allen Gersho, “Competitive Learning and Soft Competition for

Vector Quantizer Design”, IEEE Transactions on Signal Processing, vol. 40, no. 2, pp. 294-309,

February 1992.

8. Kris Popat and Kenneth Zeger, “Robust Quantization of Memoryless Sources using Dispersive

FIR Filters”, IEEE Transactions on Communications, vol. 40, no. 11, pp. 1670-1674, November

1992.

9. Kenneth Zeger and Miriam R. Kantorovitz, “Average Number of Facets per Cell in Tree-

Structured Vector Quantizer Partitions”, IEEE Transactions on Information Theory, vol. 39, no.

3, pp. 1053-1055, May 1993.

10. Tamás Linder, Christian Schlegel, and Kenneth Zeger, “Corrected Proof of de Buda’s The-

orem”, IEEE Transactions on Information Theory, vol. 39, no. 5, pp. 1735-1737, September

1993.

11. Kenneth Zeger, Anurag Bist, and Tamás Linder, “Universal Source Coding with Codebook

Transmission”, IEEE Transactions on Communications, vol. 42, no. 2, pp. 336-346, February

1994.

12. Tamás Linder and Kenneth Zeger, “Asymptotic Entropy Constrained Performance of Tes-

sellating and Universal Randomized Lattice Quantization”, IEEE Transactions on Information

Theory, vol. 40, no. 2, pp. 575-579, March 1994.
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13. Tamás Linder, Gábor Lugosi, and Kenneth Zeger, “Recent Trends in Lossy Source Coding”,

Journal on Communications (Hungary), vol. XLV, pp. 16-22, March 1994.

14. Kenneth Zeger and Allen Gersho, “Number of Nearest Neighbors in a Euclidean Code”, IEEE

Transactions on Information Theory, vol. 40, no. 5, pp. 1647-1649, September 1994.

15. Kenneth Zeger and Vic Manzella, “Asymptotic Bounds on Optimal Noisy Channel Quanti-

zation Via Random Coding”, IEEE Transactions on Information Theory, vol. 40, no. 6, pp.

1926-1938, November 1994.

16. Tamás Linder, Gábor Lugosi, and Kenneth Zeger, “Rates of Convergence in the Source Cod-

ing Theorem, in Empirical Quantizer Design, and in Universal Lossy Source Coding”, IEEE

Transactions on Information Theory, vol. 40, no. 6, pp. 1728-1740, November 1994.

17. Gábor Lugosi and Kenneth Zeger, “Nonparametric Estimation via Empirical Risk Minimiza-

tion”, IEEE Transactions on Information Theory, vol. 41, no. 3, pp. 677-687, May 1995.

18. Tamás Linder, Gábor Lugosi, and Kenneth Zeger, “Fixed Rate Universal Lossy Source Cod-

ing and Rates of Convergence for Memoryless Sources”, IEEE Transactions on Information The-

ory, vol. 41, no. 3, pp. 665-676, May 1995.

19. Gábor Lugosi and Kenneth Zeger, “Concept Learning using Complexity Regularization”, IEEE

Transactions on Information Theory, vol. 42, no. 1, pp. 48-54, January 1996.

20. Tamás Linder and Kenneth Zeger, “On the Cost of Finite Block Length in Quantizing Un-

bounded Memoryless Sources”, IEEE Transactions on Information Theory, vol. 42, no. 2, pp.

480-487, March 1996.

21. Tamás Linder, Gábor Lugosi, and Kenneth Zeger, “Empirical Quantizer Design in the Pres-

ence of Source Noise or Channel Noise”, IEEE Transactions on Information Theory, vol. 43, no.

2, pp. 612-637, March 1997.

22. Jon Hamkins and Kenneth Zeger, “Improved Bounds on Maximum Size Binary Radar Arrays”,

IEEE Transactions on Information Theory, vol. 43, no. 3, pp. 997-1000, May 1997.

23. P. Greg Sherwood and Kenneth Zeger, “Progressive Image Coding on Noisy Channels”, IEEE

Signal Processing Letters, vol. 4, no. 7, pp. 189-191, July 1997.

24. Bertrand Hochwald and Kenneth Zeger, “Tradeoff Between Source and Channel Coding”,

IEEE Transactions on Information Theory, vol. 43, no. 5, pp. 1412-1424, September 1997.

25. Tamás Linder, Vahid Tarokh, and Kenneth Zeger, “Existence of Optimal Codes for Infinite

Source Alphabets”, IEEE Transactions on Information Theory, vol. 43, no. 6, pp. 2026-2028,

November 1997.

26. Jon Hamkins and Kenneth Zeger, “Asymptotically Dense Spherical Codes - Part I: Wrapped

Spherical Codes”, IEEE Transactions on Information Theory, vol. 43, no. 6, pp. 1774-1785,

November 1997.
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27. Jon Hamkins and Kenneth Zeger, “Asymptotically Dense Spherical Codes - Part II: Laminated

Spherical Codes”, IEEE Transactions on Information Theory, vol. 43, no. 6, pp, 1786-1798,

November 1997.

28. András Méhes and Kenneth Zeger, “Binary Lattice Vector Quantization with Linear Block

Codes and Affine Index Assignments”, IEEE Transactions on Information Theory, vol. 44, no.

1, pp. 79-94, January 1998.

29. Pamela Cosman and Kenneth Zeger, “Memory Constrained Wavelet-Based Image Coding”,

IEEE Signal Processing Letters, vol. 5, no. 9, pp. 221-223, September 1998.

30. P. Greg Sherwood and Kenneth Zeger, “Error Protection for Progressive Image Transmission

Over Memoryless and Fading Channels”, IEEE Transactions on Communications, vol. 46, no.

12, pp. 1555-1559, December 1998.

31. Tamás Linder, Ram Zamir, and Kenneth Zeger, “High-Resolution Source Coding for Non-

difference Distortion Measures: Multidimensional Companding”, IEEE Transactions on Infor-

mation Theory, vol. 45, no. 2, pp. 548-561, March 1999.

32. András Méhes and Kenneth Zeger, “Randomly Chosen Index Assignments Are Asymptoti-

cally Bad for Uniform Sources”, IEEE Transactions on Information Theory, vol. 45, no. 2, pp.

788-794, March 1999.

33. Vahid Tarokh, Alexander Vardy, and Kenneth Zeger, “Universal Bound on the Performance

of Lattice Codes”, IEEE Transactions on Information Theory, vol. 45, no. 2, pp. 670-681, March

1999.

34. Akiko Kato and Kenneth Zeger, “On the Capacity of Two-Dimensional Run Length Con-

strained Channels”, IEEE Transactions on Information Theory, vol. 45, no. 4, pp. 1527-1540,

July 1999.

35. András György, Tamás Linder, and Kenneth Zeger, “On the Rate-Distortion Function of Ran-

dom Vectors and Stationary Sources with Mixed Distributions”, IEEE Transactions on Informa-

tion Theory, vol. 45, no. 6, pp. 2110-2115, September 1999.

36. Hisashi Ito, Akiko Kato, Zsigmond Nagy, and Kenneth Zeger, “Zero Capacity Region of

Multidimensional Run Length Constraints”, The Electronic Journal of Combinatorics, vol. 6(1),

no. R33, 1999.

37. Balázs Kégl, Adam Krzyżak, Tamás Linder, and Kenneth Zeger, “Learning and Design of

Principal Curves”, IEEE Transactions on Pattern Matching and Machine Intelligence, vol. 22,

no. 3, pp. 281-297, March 2000.

38. Zsigmond Nagy and Kenneth Zeger, “Capacity Bounds for the Three-dimensional (0, 1) Run

Length Limited Channel”, IEEE Transactions on Information Theory, vol. 46, no. 3, pp. 1030-

1033, May 2000.
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39. Pamela Cosman, John Rogers, P. Greg Sherwood, and Kenneth Zeger, “Combined Forward

Error Control and Packetized Zerotree Wavelet Encoding for Transmission of Images Over Vary-

ing Channels”, IEEE Transactions on Image Processing, vol. 9, no. 6, pp. 982-993, June 2000.

40. András Méhes and Kenneth Zeger, “Source and Channel Rate Allocation for Channel Codes

Satisfying the Gilbert-Varshamov or Tsfasman-Vlǎduţ-Zink Bounds”, IEEE Transactions on In-

formation Theory, vol. 46, no. 6, pp. 2133-2151, September 2000.

41. Erik Agrell, Alexander Vardy, and Kenneth Zeger, “Upper Bounds for Constant-Weight

Codes”, IEEE Transactions on Information Theory, vol. 46, no. 7, pp. 2373-2395, Novem-

ber 2000.

42. András Méhes and Kenneth Zeger, “Performance of Quantizers on Noisy Channels using

Structured Families of Codes”, IEEE Transactions on Information Theory, vol. 46, no. 7, pp.

2468-2476, November 2000.

43. Akiko Kato and Kenneth Zeger, “Partial Characterization of the Positive Capacity Region of

Two-Dimensional Asymmetric Run Length Constrained Channels”, IEEE Transactions on Infor-

mation Theory, vol. 46, no. 7, pp. 2666-2670, November 2000.

44. Tamás Linder, Ram Zamir, and Kenneth Zeger, “On Source Coding with Side Information

Dependent Distortion Measures”, IEEE Transactions on Information Theory, vol. 46, no. 7, pp.

2697-2704, November 2000.

45. Marc Fossorier, Zixiang Xiong, and Kenneth Zeger, “Progressive Source Coding for a Power

Constrained Gaussian Channel”, IEEE Transactions on Communications, vol. 49, no. 8, pp.

1301-1306, August 2001.

46. Erik Agrell, Alexander Vardy, and Kenneth Zeger, “A Table of Upper Bounds for Binary

Codes”, IEEE Transactions on Information Theory, vol. 47, no. 7, pp. 3004-3006, November

2001.

47. Erik Agrell, Thomas Eriksson, Alexander Vardy, and Kenneth Zeger, “Closest Point Search

in Lattices”, IEEE Transactions on Information Theory, vol. 48, no. 8, pp. 2201-2214, August

2002.

48. Jon Hamkins and Kenneth Zeger, “Gaussian Source Coding with Spherical Codes”, IEEE

Transactions on Information Theory, vol. 48, no. 11, pp. 2980-2989, November 2002.

49. Tamás Frajka and Kenneth Zeger, “Residual Image Coding for Stereo Image Compression”,

Optical Engineering, vol. 42, no. 1, pp. 182-189, January 2003.

50. Christopher Freiling, Douglas Jungreis, François Théberge, and Kenneth Zeger, “Almost

all Complete Prefix Codes have a Self-Synchronizing String”, IEEE Transactions on Information

Theory, vol. 49, no. 9, pp. 2219-2225, September 2003.

51. Zsigmond Nagy and Kenneth Zeger, “Asymptotic Capacity of Two-Dimensional Channels

with Checkerboard Constraints”, IEEE Transactions on Information Theory, vol. 49, no. 9,

pp. 2115-2125, September 2003.
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52. Tamás Frajka and Kenneth Zeger, “Disparity Estimation Window Size”, Optical Engineering,

vol. 42, no. 11, pp. 3334-3341, November 2003.

53. Benjamin Farber and Kenneth Zeger, “Quantizers with Uniform Encoders and Channel Opti-

mized Decoders”, IEEE Transactions on Information Theory, vol. 50, no. 1, pp. 62-77, January

2004.

54. Tamás Frajka and Kenneth Zeger, “Downsampling Dependent Upsampling of Images”, Signal

Processing: Image Communication, vol. 19, no. 3, pp. 257-265, March 2004.

55. Michelle Effros, Hanying Feng, and Kenneth Zeger, “Suboptimality of the Karhunen-Loève

Transform for Transform Coding”, IEEE Transactions on Information Theory, vol. 50, no. 8, pp.

1605-1619, August 2004.

56. Randall Dougherty, Christopher Freiling, and Kenneth Zeger, “Linearity and Solvability in

Multicast Networks”, IEEE Transactions on Information Theory, vol. 50, no. 10, pp. 2243-2256,

October 2004.

57. Zsigmond Nagy and Kenneth Zeger, “Bit Stuffing Algorithms and Analysis for Run Length

Constrained Channels in Two and Three Dimensions”, IEEE Transactions on Information The-

ory, vol. 50, no. 12, pp. 3146- 3169, December 2004.

58. Randall Dougherty, Christopher Freiling, and Kenneth Zeger, “Insufficiency of Linear Cod-

ing in Network Information Flow”, IEEE Transactions on Information Theory, vol. 51, no. 8,

pp. 2745-2759, August 2005.

59. Zsolt Kukorelly and Kenneth Zeger, “Sufficient Conditions for Existence of Binary Fix-Free

Codes”, IEEE Transactions on Information Theory, vol. 51, no. 10, pp. 3433- 3444, October

2005.

60. Benjamin Farber and Kenneth Zeger, “Quantizers with Uniform Decoders and Channel Op-

timized Encoders”, IEEE Transactions on Information Theory, vol. 52, no. 2, pp. 640-661,

February 2006.

61. Jillian Cannons, Randall Dougherty, Chris Freiling, and Kenneth Zeger, “Network Routing

Capacity”, IEEE Transactions on Information Theory, vol. 52, no. 3, pp. 777-788, March 2006.

62. Randall Dougherty, Chris Freiling, and Kenneth Zeger, “Unachievability of Network Coding

Capacity”, IEEE Transactions on Information Theory & IEEE/ACM Transactions on Networking

(joint issue), vol. 52, no. 6, pp. 2365-2372, June 2006.

63. Benjamin Farber and Kenneth Zeger, “Quantization of Multiple Sources Using Nonnegative

Integer Bit Allocation”, IEEE Transactions on Information Theory, vol. 52, no. 11, pp. 4945-

4964, November 2006.

64. Randall Dougherty and Kenneth Zeger, “Nonreversibility and Equivalent Constructions of

Multiple-Unicast Networks”, IEEE Transactions on Information Theory, vol. 52, no. 11, pp.

5067-5077, November 2006.

Page 10 of 21 CV of K. Zeger



May 17, 2019

65. Randall Dougherty, Chris Freiling, and Kenneth Zeger, “Networks, Matroids, and Non-

Shannon Information Inequalities”, IEEE Transactions on Information Theory, vol. 53, no. 6,

pp. 1949-1969, June 2007.

66. Jillian Cannons and Kenneth Zeger, “Network Coding Capacity with a Constrained Number

of Coding Nodes”, IEEE Transactions on Information Theory, vol. 54, no. 3, pp. 1287-1291,

March 2008.

67. Randall Dougherty, Chris Freiling, and Kenneth Zeger, “Linear Network Codes and Systems

of Polynomial Equations”, IEEE Transactions on Information Theory, vol. 54, no. 5, pp. 2303-

2316, May 2008.

68. Jillian Cannons, Laurence Milstein, and Kenneth Zeger, “An Algorithm for Wireless Relay

Placement”, IEEE Transactions on Wireless Communications, vol. 8, no. 11, pp. 5564-5574,

November 2009.

69. Rathinakumar Appuswamy, Massimo Franceschetti, Nikhil Karamchandani, and Kenneth

Zeger “Network Coding for Computing: Cut-Set Bounds”, IEEE Transactions on Information

Theory (special issue on networks), vol. 57, no. 2, pp. 1015-1030, February 2011.

70. Randall Dougherty, Chris Freiling, and Kenneth Zeger, “Network Coding and Matroid The-

ory”, Proceedings of the IEEE (special issue on network coding), invited, vol. 99, no. 3, pp.

388-405, March 2011.

71. Rathinakumar Appuswamy, Massimo Franceschetti, Nikhil Karamchandani, and Kenneth

Zeger “Linear Codes, Target Function Classes, and Network Computing Capacity”, IEEE Trans-

actions on Information Theory, vol. 59, no. 9, pp. 5741-5753, September 2013.

72. Randall Dougherty, Chris Freiling, and Kenneth Zeger, “Achievable Rate Regions for Net-

work Coding”, IEEE Transactions on Information Theory, vol. 61, no. 5, pp. 2488-2509, May

2015.

73. Randall Dougherty, Eric Freiling, and Kenneth Zeger, “Characteristic-Dependent Linear

Rank Inequalities with Applications to Network Coding”, IEEE Transactions on Information

Theory, vol. 61, no. 5, pp. 2510-2530, May 2015.

74. Joseph Connelly and Kenneth Zeger, “A Class of Non-Linearly Solvable Networks”, IEEE

Transactions on Information Theory, vol. 63, no. 1, pp. 201-229, January 2017.

75. Joseph Connelly and Kenneth Zeger, “Linear Network Coding over Rings - Part I: Scalar

Codes and Commutative Alphabets”, IEEE Transactions on Information Theory, vol. 64, no. 1,

pp. 274-291, January 2018.

76. Joseph Connelly and Kenneth Zeger, “Linear Network Coding over Rings - Part II: Vector

Codes and Non-Commutative Alphabets”, IEEE Transactions on Information Theory, vol. 64,

no. 1, pp. 292-308, January 2018.
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77. Joseph Connelly and Kenneth Zeger, “Capacity and Achievable Rate Regions for Linear Net-

work Coding over Ring Alphabets”, IEEE Transactions on Information Theory, vol. 65, no. 1,

pp. 220-234, January 2019.

Book Chapter:

1. Allen Gersho, Shihua Wang, and Kenneth Zeger, “Vector Quantization Techniques in Speech

Coding”, Chapter 2 (pp. 49-84) in: Advances in Speech Signal Processing, S. Furui and M.

Sondhi eds., Marcel Dekker Inc., 1992.

Book Review:

1. Kenneth Zeger and Eve A. Riskin, review of: “Vector Quantization” by Huseyin Abut (IEEE

Press 1990), IEEE Information Theory Society Newsletter, December 1992.

Conference Papers:

1. Fredrick Kitson and Kenneth Zeger, “A Real-Time ADPCM Encoder using Variable Order

Linear Prediction”, Proceedings IEEE International Conference on Acoust., Speech, and Sig.

Processing (ICASSP), Tokyo, Japan, pp. 825-828, May 1986.

2. Juin-Hwey Chen, Grant Davidson, Allen Gersho, and Kenneth Zeger, “Speech Coding for

the Mobile Satellite Experiment”, (invited paper), special session on Mobile Satellite Commu-

nications, Proceedings IEEE International Conference on Communications (ICC), pp 756-763,

June 1987, Seattle, Washington.

3. Kenneth Zeger and Allen Gersho, “Real-Time Vector Predictive Coding of Speech”, (invited

paper), Proceedings IEEE International Conference on Communications (ICC), pp 1147-1152,

June 1987, Seattle, Washington.

4. Kenneth Zeger and Allen Gersho, “Vector Quantizer Design for Memoryless Noisy Channels”,

Processing IEEE International Conference on Communications (ICC), Philadelphia, Pennsylva-

nia, pp. 1593-1597, June 1988.

5. Kenneth Zeger, Erdal Paksoy, and Allen Gersho, “Source/Channel Coding for Vector Quantiz-

ers by Index Assignment Permutations”, IEEE International Symposium on Information Theory

(ISIT), pp. 78-79, San Diego, California, January 1990.

6. Eyal Yair, Kenneth Zeger, and Allen Gersho, “Conjugate Gradient Methods For Designing

Vector Quantizers”, Proceedings IEEE International Conference on Acoustics, Speech, and Sig-

nal Processing (ICASSP), Albuquerque, New Mexico, pp. 245-248, May 1990.

7. Ashok Popat and Kenneth Zeger, “Robust Quantization of Memoryless Sources”, International

Symposium on Information Theory and its Applications (ISITA), Honolulu, Hawaii, pp. 507-510,

November 1990.

8. Eyal Yair and Kenneth Zeger, “A Method to Obtain Better Codebooks for Vector Quantizers

than those Achieved by the Generalized Lloyd Algorithm”, Proceedings of the 17th Israel IEEE

Convention, Tel Aviv, Israel, pp. 191-194, March 1991.
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9. Kenneth Zeger and Allen Gersho, “A Parallel Processing Algorithm for Vector Quantizer

Design Based on Subpartitioning”, Proceedings IEEE International Conference on Acoustics,

Speech, and Signal Processing (ICASSP), Toronto, Canada, pp. 1141-1143, May 1991.

10. Kenneth Zeger and Gopal Krishna, “Bi-level Facsimile Compression With Unconstrained

Tilings”, Proceedings of the Third International Conference on Advances in Communicationss

and Control Systems (COMCON) Victoria, Canada, pp. 853-864, October 1991.

11. Kenneth Zeger and Miriam R. Kantorovitz, “Average Number of Facets per Cell in Tree-

Structured Euclidean Partitions”, International Symposium on Information Theory and its Appli-

cations (ISITA), Ibusuki, Japan, pp. 573-576, December 1991.

12. Kenneth Zeger and Victor Manzella, “Asymptotic Noisy Channel Vector Quantization Via

Random Coding”, International Symposium on Information Theory and its Applications (ISITA),

Ibusuki, Japan, pp. 577-580, December 1991.

13. Kenneth Zeger and Anurag Bist, “Universal Adaptive Vector Quantization with Application

to Image Compression”, Proceedings IEEE International Conference on Acoustics, Speech, and

Signal Processing (ICASSP), San Francisco, California, pp. 381-384, March 1992.

14. Kenneth Zeger, “Asymptotic Analysis of Zero Delay Source-Channel Coding”, IEEE Commu-

nication Theory Workshop, Port Ludlow, Washington, June 1992 (invited paper).

15. Kenneth Zeger and Vic Manzella, “Asymptotically Optimal Noisy Channel Quantization Via

Random Coding”, Joint DIMACS/IEEE Workshop on Coding and Quantization, Rutgers Univer-

sity, Piscataway, NJ, October 1992.

16. Tamás Linder and Kenneth Zeger, “Asymptotic Entropy Constrained Performance of Tes-

sellating and Universal Randomized Lattice Quantization”, IEEE International Symposium on

Information Theory (ISIT), San Antonio, Texas, pg. 390, January 1993.

17. Kenneth Zeger and Miriam R. Kantorovitz, “Average Number of Facets per Cell in Tree-

Structured Vector Quantizer Partitions”, IEEE International Symposium on Information Theory

(ISIT), San Antonio, Texas, pg. 393, January 1993.

18. Tamás Linder, Christian Schlegel, and Kenneth Zeger, “Correction and Interpretation of de

Buda’s Theorem”, IEEE International Symposium on Information Theory (ISIT), San Antonio,

Texas, pg. 65, January 1993.

19. Tamás Linder, Gábor Lugosi, and Kenneth Zeger, “Universality and Rates of Convergence in

Lossy Source Coding”, Data Compression Conference (DCC), Salt Lake City, Utah, pp. 89-97,

April 1993.

20. András Méhes and Kenneth Zeger, “Redundancy Free Codes for Arbitrary Memoryless Bi-

nary Channels” 28th Annual Conference on Information Sciences and Systems (CISS), Princeton

University, New Jersey, pp. 1057-1062, March 1994.

21. Gábor Lugosi and Kenneth Zeger, “Nonparametric Estimation using Neural Networks”, IEEE

International Symposium on Information Theory (ISIT), Trondheim, Norway, pg. 112, June 1994.
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22. Tamás Linder, Gábor Lugosi, and Kenneth Zeger, “Rates of Convergence in the Source Cod-

ing Theorem, in Empirical Quantizer Design, and in Universal Lossy Source Coding”, IEEE In-

ternational Symposium on Information Theory (ISIT), Trondheim, Norway, pg. 454, June 1994.

23. Tamás Linder, Gábor Lugosi, and Kenneth Zeger, “Fixed Rate Universal Lossy Source Cod-

ing for Memoryless Sources and Rates of Convergence”, IEEE International Symposium on In-

formation Theory (ISIT), Trondheim, Norway, pg. 453, June 1994.

24. Kenneth Zeger and Allen Gersho, “How Many Points in Euclidean Space can have a Common

Nearest Neighbor ?”, IEEE International Symposium on Information Theory (ISIT), Trondheim,

Norway, pg. 109, June 1994.

25. Gábor Lugosi and Kenneth Zeger, “Concept Learning using Complexity Regularization”, IEEE

Workshop on Information Theory, Rydzyna, Poland, June 1995 (invited).

26. András Méhes and Kenneth Zeger, “On the Performance of Affine Index Assignments for

Redundancy Free Source-Channel Coding”, Data Compression Conference (DCC), Salt Lake

City, Utah, pg. 433, April 1995.

27. Jon Hamkins and Kenneth Zeger, “Asymptotically Optimal Spherical Codes”, 29th Annual

Conference on Information Sciences and Systems (CISS), Johns Hopkins University, Maryland,

pp. 52-57, March 1995.

28. Jon Hamkins and Kenneth Zeger, “Asymptotically Optimal Spherical Code Construction”,

IEEE International Symposium on Information Theory (ISIT), British Columbia, Canada, pg.

184, September 1995.

29. Tamás Linder and Kenneth Zeger, “On the Cost of Finite Block Length in Quantizing Un-

bounded Memoryless Sources”, IEEE International Symposium on Information Theory (ISIT),

British Columbia, Canada, pg. 370, September 1995.

30. Gábor Lugosi and Kenneth Zeger, “Concept Learning using Complexity Regularization”, IEEE

International Symposium on Information Theory (ISIT), British Columbia, Canada, 229, Septem-

ber 1995.

31. András Méhes and Kenneth Zeger, “Affine Index Assignments for Binary Lattice Quantiza-

tion with Channel Noise”, IEEE International Symposium on Information Theory (ISIT), British

Columbia, Canada, pg. 377, September 1995.

32. Tamás Linder, Gábor Lugosi, and Kenneth Zeger, “Designing Vector Quantizers in the Pres-

ence of Source Noise or Channel Noise”, Data Compression Conference (DCC), Salt Lake City,

Utah, pp. 33-42, April 1996.

33. Jon Hamkins and Kenneth Zeger, “Wrapped Spherical Codes”, 30th Annual Conference on

Information Sciences and Systems (CISS), Princeton University, New Jersey, pp. 290-295, March

1996.

Page 14 of 21 CV of K. Zeger



May 17, 2019

34. Vahid Tarokh, Alexander Vardy, and Kenneth Zeger, “On The Performance of Lattice Codes”,

30th Annual Conference on Information Sciences and Systems (CISS), Princeton University, New

Jersey, pp. 300-305, March 1996.

35. Kenneth Zeger, “Recent Problems in Lossy Source Coding: Theory and Practice”, IEEE Com-

munication Theory Workshop, Destin, Florida, April 1996 (invited plenary speaker).

36. Bertrand Hochwald and Kenneth Zeger, “Bounds on the Tradeoff between Source and Chan-

nel Coding with a Delay Constraint”, International Symposium on Information Theory and its

Applications (ISITA), Victoria, Canada, pp. 755-758, October 1996.

37. Shawn Herman and Kenneth Zeger, “Progressive Source Coding for Variable Rates on a

Packet Network”, International Symposium on Information Theory and its Applications (ISITA),

Victoria, Canada, pp. 417-420, October 1996.

38. Vahid Tarokh, Alexander Vardy, and Kenneth Zeger, “Sequential Decoding of Lattices”,

International Symposium on Information Theory and its Applications (ISITA), Victoria, Canada,

pp. 1-4, October 1996.

39. Tamás Linder, Vahid Tarokh, and Kenneth Zeger, “Existence of Optimal Codes for Infinite

Source Alphabets”, Allerton Conference on Communication, Control, and Computing, Allerton

Park, Illinois, pp. 62-65, October 1996.

40. P. Greg Sherwood and Kenneth Zeger, “Progressive Image Coding on Noisy Channels”, Data

Compression Conference (DCC), Salt Lake City, Utah, pp. 72-81, March 1997.

41. Tamás Linder, Ram Zamir, and Kenneth Zeger, “Multidimensional Companding for Non-

difference Distortion Measures”, 31st Annual Conference on Information Sciences and Systems

(CISS), Johns Hopkins University, Maryland, pp. 132-137, March 1997.

42. András Méhes and Kenneth Zeger, “Tradeoff Between Source and Channel Coding for Codes

Satisfying the Gilbert-Varshamov Bound”, 31st Annual Conference on Information Sciences and

Systems (CISS), Johns Hopkins University, Maryland, pp. 314-318, March 1997.

43. Bertrand Hochwald and Kenneth Zeger, “Tradeoff Between Source and Channel Coding”,

IEEE International Symposium on Information Theory (ISIT), Ulm, Germany, pg. 335, July

1997.

44. Jon Hamkins and Kenneth Zeger, “Improved Bounds on Maximum Size Binary Radar Arrays”,

IEEE International Symposium on Information Theory (ISIT), Ulm, Germany, pg. 518, July 1997.

45. Jon Hamkins and Kenneth Zeger, “Structured Spherical Codes for Gaussian Quantization”,

IEEE International Symposium on Information Theory (ISIT), Ulm, Germany, pg. 62, July 1997.

46. Vahid Tarokh, Alexander Vardy, and Kenneth Zeger, “Sequential Decoding of Lattice Codes”,

IEEE International Symposium on Information Theory (ISIT), Ulm, Germany, pg. 497, July 1997.

47. Tamás Linder, Gábor Lugosi, and Kenneth Zeger, “Empirical Quantizer Design in the Pres-

ence of Source Noise or Channel Noise”, IEEE International Symposium on Information Theory

(ISIT), Ulm, Germany, pg. 514, July 1997.
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48. Tamás Frajka, P. Greg Sherwood, and Kenneth Zeger, “Progressive Image Coding with Spa-

tially Variable Resolution”, International Conference on Image Processing (ICIP), Santa Bar-

bara, California, October 1997.

49. P. Greg Sherwood and Kenneth Zeger, “Error Protection of Wavelet Coded Images Using

Residual Source Redundancy”, Asilomar Conference on Signals, Systems, and Computers, Mon-

terey, California, November 1997 (invited paper).

50. Pamela Cosman and Kenneth Zeger, “Memory Constrained Wavelet-Based Image Coding”,

The First Annual UCSD Conference on Wireless Communications, La Jolla, California, pp. 54-

60, March 1998.

51. Tamás Linder, Ram Zamir, and Kenneth Zeger, “The Multiple Description Rate Region for

High Resolution Source Coding”, Data Compression Conference (DCC), Salt Lake City, Utah,

pp. 149-158, March 1998.

52. Kenneth Zeger, “Information Theory and Probability”, Workshop on Probability : Theory and

Applications, Nottingham Trent University, England, April 1998 (invited plenary speaker).

53. András Méhes and Kenneth Zeger, “Randomly Chosen Index Assignments Are Asymptoti-

cally Bad for Uniform Sources”, IEEE International Symposium on Information Theory (ISIT),

Cambridge, Massachusetts, p. 250, August 1998.

54. Tamás Linder, Ram Zamir, and Kenneth Zeger, “On Source Coding with Side Information

for General Distortion Measures”, IEEE International Symposium on Information Theory (ISIT),

Cambridge, Massachusetts, p. 70, August 1998.

55. Balázs Kégl, Adam Krzyżak, Tamás Linder, and Kenneth Zeger, “Principal Curves: Learning

and Convergence”, IEEE International Symposium on Information Theory (ISIT), Cambridge,

Massachusetts, p. 387, August 1998.

56. Akiko Kato and Kenneth Zeger, “On the Capacity of Two-Dimensional Run-Length-Limited

Codes”, IEEE International Symposium on Information Theory (ISIT), Cambridge, Massachusetts,

p. 320, August 1998.

57. P. Greg Sherwood and Kenneth Zeger, “Error Protection for Progressive Image Transmission

Over Memoryless and Fading Channels”, International Conference on Image Processing (ICIP),

Chicago, Illinois, vol. 1, pp. 324-328, October 1998.

58. Pamela Cosman, Tamás Frajka, and Kenneth Zeger, “Image Compression for Memory Con-

strained Printers”, International Conference on Image Processing (ICIP), Chicago, Illinois, vol.

3, pp. 109-113, October 1998.

59. Marc Fossorier, Zixiang Xiong, and Kenneth Zeger, “Joint Source-Channel Image Coding

for a Power Constrained Noisy Channel”, International Conference on Image Processing (ICIP),

Chicago, Illinois, vol. 2, pp. 122-126, October 1998.
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60. Pamela Cosman, Jon Rogers, P. Greg Sherwood, and Kenneth Zeger, “Image Transmission

over Channels with Bit Errors and Packet Erasures”, Asilomar Conference on Signals, Systems,

and Computers, Monterey, California, November 1998.

61. Balázs Kégl, Adam Krzyżak, Tamás Linder, and Kenneth Zeger, “A Polygonal Line Algo-

rithm for Constructing Principal Curves”, Neural Information Processing Systems (NIPS), Den-

ver, Colorado, MIT Press, Vol. 9, pp. 501-507, December 1998.

62. P. Greg Sherwood and Kenneth Zeger, “Macroscopic Multistage Image Compression for Ro-

bust Transmission over Noisy Channels”, Visual Communication and Image Processing (VCIP)

, San Jose, California, SPIE Vol. 3653, pp. 73-83, January 23-29, 1999 (invited).

63. András György, Tamás Linder, and Kenneth Zeger, “On Lossy Coding of Sources with Mixed

Distribution”, 33st Annual Conference on Information Sciences and Systems (CISS), Johns Hop-

kins University, Maryland, pp. 619-623, March 1999.

64. András Méhes and Kenneth Zeger, “Performance of Quantizers on Noisy Channels using

Structured Families of Codes”, Data Compression Conference (DCC), Salt Lake City, Utah, pp.

473-482, March 1999.

65. András György, Tamás Linder, and Kenneth Zeger, “On the Rate-Distortion Function of Ran-

dom Vectors and Stationary Sources with Mixed Distributions”, Canadian Workshop on Infor-

mation Theory, Kingston, Ontario, June 1999 (invited).

66. Hisashi Ito, Akiko Kato, Zsigmond Nagy, and Kenneth Zeger, “Characterization of Zero Ca-

pacity Region for High Dimensional Run Length Constrained Codes” (in Japanese), Proceedings

of the Research Institute for Mathematical Sciences, (RIMS Kokyuroku), Kyoto University, Vol.

1100, , pp. 109-116, June 1999.

67. Julià Minguillón, Juame Pujol, and Kenneth Zeger, “Progressive Classification Scheme for

Document Layout Recognition” The International Symposium on Optical Science, Engineering,

and Instrumentation, Denver, Colorado, SPIE Vol. 3816, July 1999.

68. P. Greg Sherwood, Xiaodong Tian, and Kenneth Zeger, “Channel Code Blocklength and Rate

Optimization for Progressive Image Transmission”, Wireless Communications and Networking

Conference (WCNC), New Orleans, Louisiana, pp. 978-982, September 1999 (invited).

69. Pamela Cosman, Tamás Frajka, Dirck Schilling, and Kenneth Zeger, “Memory Efficient

Quadtree Wavelet Coding for Compound Images”, 33rd Asilomar Conference on Signals, Sys-

tems, and Computers, Monterey, California, pp. 1173-1177, October 1999.

70. Zsigmond Nagy and Kenneth Zeger, “Capacity Bounds for the 3-dimensional (0, 1)Run Length

Limited Channel”, 13th Annual Symposium on Applied Algebra, Algebraic Algorithms, and

Error-Correcting Codes (AAECC), Honolulu, Hawaii, Springer Lecture Notes in Computer Sci-

ence, vol. 1719 , pp. 245-251, November 1999.

71. Erik Agrell, Alexander Vardy, and Kenneth Zeger, “Constant-Weight Code Bounds from

Spherical Code Bounds”, IEEE International Symposium on Information Theory (ISIT), Sorrento,

Italy, p. 391, June 2000.
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72. Hisashi Ito, Akiko Kato, Zsigmong Nagy and Kenneth Zeger, “Zero Capacity Region of Mul-

tidimensional Run Length Constraints”, IEEE International Symposium on Information Theory

(ISIT), Sorrento, Italy, p. 281, June 2000.

73. Akiko Kato and Kenneth Zeger, “Positive Capacity Region of Two-dimensional Asymmet-

ric Run Length Constrained Channels”, IEEE International Symposium on Information Theory

(ISIT), Sorrento, Italy, p. 279, June 2000.

74. Zsigmond Nagy and Kenneth Zeger, “Asymptotic Capacity of the Two-Dimensional Square

Constraint”, IEEE International Symposium on Information Theory (ISIT), Sorrento, Italy, p.

180, June 2000.

75. P. Greg Sherwood, Xiaodong Tian, and Kenneth Zeger, “Efficient Image and Channel Coding

for Wireless Packet Networks”, International Conference on Image Processing (ICIP), Vancou-

ver, Canada, pp. 132-135, September 2000.

76. Tamás Frajka and Kenneth Zeger, “Robust Packet Image Transmission by Wavelet Coeffi-

cient Dispersement” IEEE International Conference on Acoustics, Speech, and Signal Processing

(ICASSP), Salt Lake City, Utah, vol. 3, pp. 1745-1748, May 2001.

77. Jon Hamkins and Kenneth Zeger, “Optimal Rate Allocation for Shape-Gain Gaussian Quan-

tizers”, IEEE International Symposium on Information Theory (ISIT), Washington, D.C., p. 182,

June 2001

78. Zsolt Kukorelly and Kenneth Zeger, “The Capacity of Some Hexagonal (d, k) Constraints”,

IEEE International Symposium on Information Theory (ISIT), Washington, D.C., p. 64, June

2001

79. Thomas Stockhammer and Kenneth Zeger, “Distortion Bounds and Channel Code Rates for

Progressive Quantization”, IEEE International Symposium on Information Theory (ISIT), Wash-

ington, D.C., p. 263, June 2001

80. Benjamin Farber and Kenneth Zeger, “Quantizers with Uniform Encoders and Channel Op-

timized Decoders” Data Compression Conference (DCC), Salt Lake City, Utah, pp. 292-301,

March 2002.

81. Zsolt Kukorelly and Kenneth Zeger, “New Binary Fix-Free Codes with Kraft Sum 3/4”, IEEE

International Symposium on Information Theory (ISIT), Lausanne, Switzerland, p. 178, June

2002.

82. Tamás Frajka and Kenneth Zeger, “Residual Image Coding for Stereo Image Compression”,

International Conference on Image Processing (ICIP), Rochester, New York, vol. 2, pp. 217-

220, October 2002.

83. Kenneth Zeger, “Suboptimality of the Karhunen-Loève Transform for Fixed-Rate Transform

Coding”, IEEE Global Telecommunications Conference (GLOBECOM), Taipei, Taiwan, vol. 2,

pp. 1224-1228, November 2002.
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84. Michelle Effros, Hanying Feng, and Kenneth Zeger, “Suboptimality of the Karhunen-Loève

Transform for Transform Coding”, Data Compression Conference (DCC), Salt Lake City, Utah,

pp. 293-302, March 2003.

85. Benjamin Farber and Kenneth Zeger, “Optimality of the Natural Binary Code for Quantiz-

ers with Channel Optimized Decoders”, IEEE International Symposium on Information Theory

(ISIT), Yokohama, Japan, p. 483, June 2003.

86. Zsigmond Nagy and Kenneth Zeger, “Asymptotic Capacity of Two-Dimensional Channels

with Checkerboard Constraints”, IEEE International Symposium on Information Theory (ISIT),

Yokohama, Japan, p. 74, June 2003.

87. Christopher Freiling, Douglas Jungreis, François Théberge, and Kenneth Zeger, “Self-

Synchronization of Huffman Codes”, IEEE International Symposium on Information Theory

(ISIT), Yokohama, Japan, p. 49, June 2003.

88. Randall Dougherty, Christopher Freiling, and Kenneth Zeger, “Linearity and Solvability

in Multicast Networks”, 38th Annual Conference on Information Sciences and Systems (CISS),

Princeton University, New Jersey (invited), pp. 1-4, March 2004.

89. Zsigmond Nagy and Kenneth Zeger, “Capacity Bounds for the Hard-Triangle Model”, IEEE

International Symposium on Information Theory (ISIT), Chicago, Illinois, p. 162, June 2004.

90. Benjamin Farber and Kenneth Zeger, “Cell Density Functions and Effective Channel Code

Rates for Quantizers with Uniform Decoders and Channel Optimized Encoders”, IEEE Interna-

tional Symposium on Information Theory (ISIT), Chicago, Illinois, p. 429, June 2004.

91. Jillian Cannons, Randall Dougherty, Christopher Freiling, and Kenneth Zeger, “Network

Routing Capacity”, Center for Discrete Mathematics and Theoretical Computer Science (DI-

MACS) Working Group on Network Coding, Rutgers University, Piscataway, New Jersey (in-

vited), January 2005.

92. Randall Dougherty, Christopher Freiling, and Kenneth Zeger, “Insufficiency of Linear Net-

work Codes”, Center for Discrete Mathematics and Theoretical Computer Science (DIMACS)

Working Group on Network Coding, Rutgers University, Piscataway, New Jersey (invited), Jan-

uary 2005.

93. Benjamin Farber and Kenneth Zeger, “Quantization of Multiple Sources Using Integer Bit

Allocation”, Data Compression Conference (DCC), Salt Lake City, Utah, pp. 368-377, March

2005.

94. Randall Dougherty, Christopher Freiling, and Kenneth Zeger, “Unachievability of Network

Coding Capacity”, First Workshop on Network Coding, Theory, and Applications (NETCOD),

Riva del Garda, Italy (invited), April 2005.

95. Jillian Cannons, Randall Dougherty, Christopher Freiling, and Kenneth Zeger, “Network

Routing Capacity”, IEEE International Symposium on Information Theory (ISIT), Adelaide, Aus-

tralia, pp. 11-13, September 2005.
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96. Randall Dougherty, Christopher Freiling, and Kenneth Zeger, “Insufficiency of Linear Net-

work Codes”, IEEE International Symposium on Information Theory (ISIT), Adelaide, Australia,

pp. 264-267, September 2005.

97. Randall Dougherty and Kenneth Zeger, “Nonreversibility of Multiple Unicast Networks”,

Allerton Conference on Communication, Control, and Computing, Allerton Park, Illinois (in-

vited), September 2005.

98. Randall Dougherty, Christopher Freiling, and Kenneth Zeger, “The Vámos Network”, Sec-

ond Workshop on Network Coding, Theory, and Applications (NETCOD), Boston, Massachusetts,

April 2006.

99. Rathinakumar Appuswamy, Massimo Franceschetti, and Kenneth Zeger “Sufficiency of

Linear Codes for Broadcast-Mode Multicast Networks”, IEEE International Symposium on In-

formation Theory (ISIT), Seattle, Washington, July 2006.

100. Randall Dougherty, Christopher Freiling, and Kenneth Zeger, “Six New Non-Shannon In-

formation Inequalities”, IEEE International Symposium on Information Theory (ISIT), Seattle,

Washington, July 2006.

101. Zsolt Kukorelly and Kenneth Zeger “Automated Theorem Proving for Hexagonal Run Length

Constrained Capacity Computation”, IEEE International Symposium on Information Theory (ISIT),

Seattle, Washington, July 2006.

102. Jillian Cannons and Kenneth Zeger, “Network Coding Capacity with a Limited Number of

Coding Nodes”, Allerton Conference on Communication, Control, and Computing, Allerton

Park, Illinois (invited), September 2006.

103. Randall Dougherty, Christopher Freiling, and Kenneth Zeger, “Matroidal Networks”, Aller-

ton Conference on Communication, Control, and Computing, Allerton Park, Illinois (invited),

September 2007.

104. Randall Dougherty, Christopher Freiling, and Kenneth Zeger, “Linear Network Codes and

Systems of Polynomial Equations”, IEEE International Symposium on Information Theory (ISIT),

Toronto, Canada, July 2008.

105. Rathinakumar Appuswamy, Massimo Franceschetti, Nikhil Karamchandani, and Kenneth

Zeger ”Network Coding for Computing”, Allerton Conference on Communication, Control, and

Computing, Allerton Park, Illinois (invited), September 2008.

106. Jillian Cannons, Laurence Milstein, and Kenneth Zeger, ”Wireless Relay Placement”, IEEE

Radio and Wireless Symposium (RWS), San Diego, California (invited), January 2009.

107. Rathinakumar Appuswamy, Massimo Franceschetti, Nikhil Karamchandani, and Kenneth

Zeger, ”Network Computing Capacity for the Reverse Butterfly Network”, IEEE International

Symposium on Information Theory (ISIT), Seoul, Korea, June 2009.
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108. Kenneth Zeger, “Network Coding and Computing”, The 5th Western Canadian Summer School

on Communications and Information Theory, Banff, Alberta, Canada, August 2010 (invited ple-

nary talk).

109. Rathinakumar Appuswamy, Massimo Franceschetti, Nikhil Karamchandani, and Kenneth

Zeger, “Network Computing and Linear Codes”, Information Theory and its Applications Work-

shop (ITA), San Diego, California, February 2011 (poster session).

110. Rathinakumar Appuswamy, Massimo Franceschetti, Nikhil Karamchandani, and Kenneth

Zeger, “Linear Coding for Network Computing”, IEEE International Symposium on Information

Theory (ISIT), St. Petersburg, Russia, July-August 2011.

111. Randall Dougherty, Christopher Freiling, and Kenneth Zeger, “Achievable Rate Regions for

Linear Network Coding”, Information Theory and its Applications Workshop (ITA), San Diego,

California, February 2012.

112. Randall Dougherty, Eric Freiling, and Kenneth Zeger, “Characteristic-Dependent Linear

Rank Inequalities and Network Coding Applications”, IEEE International Symposium on In-

formation Theory (ISIT), Honolulu, Hawaii, June-July 2014.

113. Joseph Connelly and Kenneth Zeger, “A Class of Non-Linearly Solvable Networks”, IEEE

International Symposium on Information Theory (ISIT), Barcelona, Spain, June-July 2016.
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