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f = w2fw2 + w2fw2

= w2(w3 + w1w4)+ w2(w1w3 + w3w4)

Observe that f w2
= fw2 ; hence only two 3-LUTs are needed, as illustrated in Figure 6.14b.

The LUT on the right implements the two-variable function w2fw2 + w2f w2
.

Since it is possible to implement any logic function using multiplexers, general-purpose
chips exist that contain multiplexers as their basic logic resources. Both Actel Corporation
[2] and QuickLogic Corporation [3] offer FPGAs in which the logic block comprises an ar-
rangement of multiplexers. Texas Instruments offers gate array chips that have multiplexer-
based logic blocks [4].

6.2 Decoders

Decoder circuits are used to decode encoded information. A binary decoder, depicted in
Figure 6.15, is a logic circuit with n inputs and 2n outputs. Only one output is asserted
at a time, and each output corresponds to one valuation of the inputs. The decoder also
has an enable input, En, that is used to disable the outputs; if En = 0, then none of the
decoder outputs is asserted. If En= 1, the valuation of wn−1 · · ·w1w0 determines which of
the outputs is asserted. An n-bit binary code in which exactly one of the bits is set to 1 at a
time is referred to as one-hot encoded, meaning that the single bit that is set to 1 is deemed
to be “hot.” The outputs of a binary decoder are one-hot encoded.

A 2-to-4 decoder is given in Figure 6.16. The two data inputs are w1 and w0. They
represent a two-bit number that causes the decoder to assert one of the outputs y0, . . . , y3.
Although a decoder can be designed to have either active-high or active-low outputs, in
Figure 6.16 active-high outputs are assumed. Setting the inputs w1w0 to 00, 01, 10, or 11
causes the output y0, y1, y2, or y3 to be set to 1, respectively. A graphical symbol for the
decoder is given in part (b) of the figure, and a logic circuit is shown in part (c).

Larger decoders can be built using the sum-of-products structure in Figure 6.16c, or
else they can be constructed from smaller decoders. Figure 6.17 shows how a 3-to-8 decoder
is built with two 2-to-4 decoders. The w2 input drives the enable inputs of the two decoders.
The top decoder is enabled if w2 = 0, and the bottom decoder is enabled if w2 = 1. This
concept can be applied for decoders of any size. Figure 6.18 shows how five 2-to-4 decoders
can be used to construct a 4-to-16 decoder. Because of its treelike structure, this type of
circuit is often referred to as a decoder tree.
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n
inputs

EnEnable
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outputs

y0
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Figure 6.15 An n-to-2n binary decoder.
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(b) Graphical symbol(a) Truth table
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Figure 6.16 A 2-to-4 decoder.
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Figure 6.17 A 3-to-8 decoder using two 2-to-4 decoders.
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Figure 6.18 A 4-to-16 decoder built using a decoder tree.

Example 6.9Decoders are useful for many practical purposes. In Figure 6.2c we showed the sum-of-
products implementation of the 4-to-1 multiplexer, which requiresAND gates to distinguish
the four different valuations of the select inputs s1 and s0. Since a decoder evaluates the
values on its inputs, it can be used to build a multiplexer as illustrated in Figure 6.19. The
enable input of the decoder is not needed in this case, and it is set to 1. The four outputs of
the decoder represent the four valuations of the select inputs.

Example 6.10In Figure 3.59 we showed how a 2-to-1 multiplexer can be constructed using two tri-state
buffers. This concept can be applied to any size of multiplexer, with the addition of a
decoder. An example is shown in Figure 6.20. The decoder enables one of the tri-state
buffers for each valuation of the select lines, and that tri-state buffer drives the output, f ,
with the selected data input. We have now seen that multiplexers can be implemented in
various ways. The choice of whether to employ the sum-of-products form, transmission
gates, or tri-state buffers depends on the resources available in the chip being used. For
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Figure 6.19 A 4-to-1 multiplexer built using a decoder.

instance, most FPGAs that use lookup tables for their logic blocks do not contain tri-state
buffers. Hence multiplexers must be implemented in the sum-of-products form using the
lookup tables (see problem 6.15).

6.2.1 Demultiplexers

We showed in section 6.1 that a multiplexer has one output, n data inputs, and � log2n �
select inputs. The purpose of the multiplexer circuit is to multiplex the n data inputs onto
the single data output under control of the select inputs. A circuit that performs the opposite
function, namely, placing the value of a single data input onto multiple data outputs, is

w1

w0

w0

En

y0

w1 y1

y2

y3

f

s0
s1

1 w2

w3

Figure 6.20 A 4-to-1 multiplexer built using a decoder and tri-state
buffers.
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called a demultiplexer. The demultiplexer can be implemented using a decoder circuit. For
example, the 2-to-4 decoder in Figure 6.16 can be used as a 1-to-4 demultiplexer. In this
case the En input serves as the data input for the demultiplexer, and the y0 to y3 outputs
are the data outputs. The valuation of w1w0 determines which of the outputs is set to the
value of En. To see how the circuit works, consider the truth table in Figure 6.16a. When
En = 0, all the outputs are set to 0, including the one selected by the valuation of w1w0.
When En = 1, the valuation of w1w0 sets the appropriate output to 1.

In general, an n-to-2n decoder circuit can be used as a 1-to-n demultiplexer. However, in
practice decoder circuits are used much more often as decoders rather than as demultiplexers.
In many applications the decoder’s En input is not actually needed; hence it can be omitted.
In this case the decoder always asserts one of its data outputs, y0, . . . , y2n−1, according to
the valuation of the data inputs, wn−1 . . . w0. Example 6.11 uses a decoder that does not
have the En input.

Example 6.11One of the most important applications of decoders is in memory blocks, which are used to
store information. Such memory blocks are included in digital systems, such as computers,
where there is a need to store large amounts of information electronically. One type of
memory block is called a read-only memory (ROM). A ROM consists of a collection of
storage cells, where each cell permanently stores a single logic value, either 0 or 1. Figure
6.21 shows an example of a ROM block. The storage cells are arranged in 2m rows with n
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Address
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d0dn 1– dn 2–
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od
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Figure 6.21 A 2m × n read-only memory (ROM) block.
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cells per row. Thus each row stores n bits of information. The location of each row in the
ROM is identified by its address. In the figure the row at the top of the ROM has address
0, and the row at the bottom has address 2m − 1. The information stored in the rows can
be accessed by asserting the select lines, Sel0 to Sel2m−1. As shown in the figure, a decoder
with m inputs and 2m outputs is used to generate the signals on the select lines. Since
the inputs to the decoder choose the particular address (row) selected, they are called the
address lines. The information stored in the row appears on the data outputs of the ROM,
dn−1, . . . , d0, which are called the data lines. Figure 6.21 shows that each data line has
an associated tri-state buffer that is enabled by the ROM input named Read. To access, or
read, data from the ROM, the address of the desired row is placed on the address lines and
Read is set to 1.

Many different types of memory blocks exist. In a ROM the stored information can
be read out of the storage cells, but it cannot be changed (see problem 6.31). Another
type of ROM allows information to be both read out of the storage cells and stored, or
written, into them. Reading its contents is the normal operation, whereas writing requires
a special procedure. Such a memory block is called a programmable ROM (PROM). The
storage cells in a PROM are usually implemented using EEPROM transistors. We discussed
EEPROM transistors in section 3.10 to show how they are used in PLDs. Other types of
memory blocks are discussed in section 10.1.

6.3 Encoders

An encoder performs the opposite function of a decoder. It encodes given information into
a more compact form.

6.3.1 Binary Encoders

A binary encoder encodes information from 2n inputs into an n-bit code, as indicated in
Figure 6.22. Exactly one of the input signals should have a value of 1, and the outputs
present the binary number that identifies which input is equal to 1. The truth table for a
4-to-2 encoder is provided in Figure 6.23a. Observe that the output y0 is 1 when either
input w1 or w3 is 1, and output y1 is 1 when input w2 or w3 is 1. Hence these outputs can be
generated by the circuit in Figure 6.23b. Note that we assume that the inputs are one-hot

2n

inputs

w0

w2n 1–

y0

yn 1–

n
outputs

Figure 6.22 A 2n-to-n binary encoder.

10

mzr
Rectangle


	chapter4 Optimized Implementation of Logic Functions
	chapter5 Number Representationand Arithmetic Circuits
	c h a p t e r6Combinational-Circuit BuildingBlocks
	c h a p t e r7Flip-Flops, Registers, Counters,and a Simple Processor
	c h a p t e r8Synchronous Sequential Circuits
	c h a p t e r9Asynchronous Sequential Circuits
	c h a p t e r10Digital System Design
	c h a p t e r11Testing of Logic Circuits
	a p p e n d i xAVerilog Reference
	a p p e n d i xB



