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1 
POWER SAVING TECHNIQUES IN 

COMPUTING DEVICES 

PRIORITY CLAIMS 

2 

timer. The data is then passed to an application processor in 
the computing device over a peripheral component inter­
connect express (PCie) interconnectivity bus. On receipt of 
the data from the modem processor, the application proces-

1he present application claims priority lo U.S. Provisional 
Patent Application Ser. No. 61/916,498 filed on Dec. 16, 
2013 and entitled "POWER SAVJNG TECHNJQUES lN 
COMPlJIJNG DEV1CES," which is incorporated herein by 
reference in its entirety. 

s sor sends data held by the application processor to the 
modem processor over tbe PCle interconnectivity bus. The 
application processor also has an uplink tinier. lf no data is 
received from the modem processor before expiration of the 
uplink timer, the application processor sends any collected 

1he present application also claims priority to U.S. Pro­
visional Patent Application Ser. No. 62/019,073 filed on Jun. 
30, 2014 and entitled "POWER SAVJNG TECHNIQUES lN 
COMPlJ

I

JNG DEV1CES," which is incorporated herein by 
reference in its entirety. 

10 data to the modem processor at expiration of the uplink 
timer. However, if data is received from the modem proces­
sor, the uplink timer is reset. By holding or accumulating the 
data at a source processor in this fashion, unnecessary 
transitions between low power states and active states on the 

15 PC1c bus are reduced and power is conserved. 

BACKGROUND 

I. Field of the Disclosure
111e technology of the disclosure relates generally to 20 

power saving techniques in computing devices. 
IL Background 
Computing devices are common within modem society. 

Ranging from small, mobile computing devices, such as a 
smart phone or tablet, 10 large server fam1s with numerous 25 

blades and memory banks, these devices are expected to 
communicate across myriad networks while providing vari­
ous other base functions. While desktop devices and servers 
are generally immune to concerns about power consump­
tion, mobile devices constantly struggle to find a proper 30 

balance between available fonctions and battery life. That is, 
as more functions are provided, power consumption 
increases, and banery life is shortened. Servers may likewise 
have power consumption concerns when assembled in large 
server fanus. 35 

Concurrent with power consumption concerns, improve­
ments in network communications have increased data rates. 
For example, copper wires have been replaced with higher 
bandwidth fiber optic cables. and cellular networks have 
evolved from early Advanced Mobile Phone System 40 

(AMPS) and Global System for Mobile Communications 
(GSM) protocols to 4G and Long Tem1 Evolution (LTE) 
protocols capable of supporting much higher data rates. As 
the data rates have increased, the need 10 be able to process 
these increased data rates within computing devices has also 45 

increased. Thus, earlier mobile computing devices may have 
had internal buses fonned according 10 a High Speed 
Inter-Chip (HSlC) standard, universal serial bus (USB) 
standard (and particularly VSB 2.0), or universal asynchro­
nous receiver/transmitter (UART) standard. However, these 50 

buses do not support current data rates. 
In response to the need for faster internal buses, the 

peripheral component interconnect express (PCle) standard, 

ln an alternate aspect, instead of initiating data transfer 
based on the expiration of the downlink timer (with or 
without expiration of the uplink timer), accumulated data 
transfer may be i .nitiated based on expiration of just an 
uplink accumulation timer. The uplink accumulation timer 
may be within a host or a device associated with the 
interconnectivity bus. 

In another alternate aspect, initiation of the data transfer 
may be based on reaching a predefined threshold for a byte 
accumulation limit counter. The byte accumulation limit 
counter is not mutually exclusive relative to the other 
counters and may operate as an override mechanism for one 
of the other accumulation timers. Use of such an override 
may be useful in situations where a sudden burst of data 
arrives that would exceed buffer space and/or bus band­
width. Likewise, instead of a byte cmmter, a packet size 
counter or a "total number of packets" counter may be used 
to cover situations where numerous packets or a particularly 
large packet is delivered by tbe network. 

ln forther aspects of the present disclosure, the timers may 
be overridden by other factors or parameters. Such au 
override is alluded to above with the byte accumulation limit 
counters and the total munber of packets counter, which 
causes data transfers independently of the timers. Other 
parameters may also override the timers, such as the pres­
ence of low latency traffic ( e.g., control messages), synchro-
nizing the uplink and downlink data transfers, or low latency 
quality of service requirements. When such traffic is preseut, 
an iuterrupt or other command may be used 10 initiate data 
transfers before expiration of a timer. Still other factors may 
override the timers, such as an indication that a device or 
host is not in an automatic polling mode. 

In this regard in one aspect, a mobile tenninal is disclosed. 
The mobile temlinal comprises a modem timer. The mobile 
terminal also comprises a modem processor. The modem 
processor is configured to hold modem processor to appli-
cation processor data until expiration of the modem timer. 
The mobile terminal also comprises an application proces­
sor. The mobile terminal also comprises an interconnectivity 
bus communicatively coupling the application processor to 
the modem processor. The application processor is con.fig-
ured lo hold application processor to modem processor data 
tmlil receipt of the modem processor to application proces­
sor data from the modem processor through the intercon-

as well as, later generations of USB (e.g., USB 3.0 and 
subsequent versions) have been adopted for some mobile 55 

computing devices. However, while PCie and USB 3.0 can 
htmdle the higl1 data rates currently being used, usage of 
such buses results in excessive power consumption and 
negatively impacts battery life by shortening the time 
between recharging events. 60 nectivity bus after which the application processor to 

modem processor data is sent to the modem processor 
through the interconnectivity bus. SUMMARY OF THE DISCLOSURE 

Aspects disclosed in the detailed description include 
power saving techniques in computing devices. ln particular, 
as data is received by a modem processor in a computing 
device, the data is held until the expiration of a modem 

ln another aspect, a method of controlling power con­
sumption in a computing device is disclosed. The method 

65 comprises holding data received by a modem processor from 
a remote network until expiration of a downlink timer. The 
method also comprises passing the data received by the 
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interconnectivity bus after which the modem processor to 
application processor data is sent to the application proces­
sor through the interconnectivity bus. 

In another aspect, a mobile terminal is disclosed. The 

modem processor to au application processor over an inter­
connectivity bus. The method also comprises holding appli­
cation data generated by an application associated with the 
application processor for until receipt of the data from the 
modem processor or expiration of an uplink timer, which­
ever occurs first. 

In another aspect, a mobile terminal is disclosed. The 
mobile terminal comprises a modem processor. The mobile 
terminal also comprises an application timer. The mobile 
terminal also comprises an application processor. The appli­
cation processor is configured to bold application processor 

5 mobile terminal comprises a modem processor and an 
application packet counter. The mobile terminal also com­
prises an application processor. The application processor is 
configured to hold application processor to modem proces­
sor data until a predefined threshold of packets has been 

10 reached by the application packet cotU1ter. The mobile 
tenuinal comprises an intercotlJlectivity bus communica­
tively coupling the application processor to the modem 
processor. The modem processor is configllfed to hold the 
modem processor to application processor data until receipt 

to modem processor data until expiration of the application 
timer. The mobile terminal also comprises an interconnec­
tivity bus conm1unicatively coupling the application proces­
sor to the modem processor. ·nie modem processor is 
configured to hold modem processor to application proces­
sor data until receipt of the application processor to modem 
processor data from the application processor through the 
interconnectivity bus after which the modem processor to 
application processor data is sent to the application proces- 20 
sor through the interconnectivity bus. 

15 of the application processor to modem processor da1a from 
the application processor through the interco1mectivity bus 
after which the modem processor to application processor 
data is sent to the application processor through the inter-
connectivity bus. 

With regards to another aspect, a method is disclosed. 'llle 
method comprises starting an application timer at ru1 appli­
cation processor. The method also comprises accumulating 
data at the application processor tmtil expiration of the 
application timer. 111e method comprises sending the accu-

In another aspect, a mobile terminal is disclosed. The 
mobile tenninal comprises a modem byte accumulation limit 
counter. The mobile terminal also comprises a modem 
processor. The modem processor is configured to hold 
modem processor to application processor data until a 
predefined threshold of bytes has been reached by the 
modem byte accmnulation limit counter. The mobile termi-

25 mulated data from the application processor to a modem 
processor across an interconnectivity bus. The method fur­
ther comprises holding modem processor data at the modem 
processor until receipt of the accumulated data from the 

nal also comprises an application processor. TI1e mobile 
terminal also comprises au interconnectivity bus communi- 30 

catively coupling the application processor to the modem 
processor. The application processor is configured to hold 
application processor to modem processor data Ll.lllil receipt 

application processor. 
fo ru101her aspect, a mobile tem1inal is disclosed. 111e 

mobile terminal comprises a modem timer. The mobile 
terminal also comprises a modem processor. The modem 
processor is configured to hold modem processor to appli­
cation processor data nntil expiration of the modem timer. of the modem processor to application processor data from 

the modem processor through the interconnectivity bus after 
which the application processor to modem processor data is 
sent to the modem processor through the interconnectivity 
bus. 

35 Tbe mobile terminal also comprises an application proces­
sor. TI1e mobile terminal also comprises an interconnectivity 
bus communicatively coupling the application processor to 
the modem processor. The application processor is coufig­
ured to hold application processor to modem processor data With regards to another aspect, a mobile terminal is 

disclosed. The mobile terminal comprises a modem packet 
counter. The mobile terminal also comprises a modem 
processor. The modem processor is configured to hold 
modem processor to application processor data w1til a 
predefined threshold of packets has been reached by the 
modem packet counter. The mobile terminal also comprises 45 

an application processor. The mobile terminal also com­
prises an interconnectivity bus communicatively coupling 
the application processor to the modem processor. The 
application processor is config1.1red to hold application pro­
cessor to modem processor data until receipt of the modem 50 

processor to application processor data from the modem 
processor through the interconnectivity bus after which the 
application processor to modem processor data is sent to the 
modem processor through the interconnectivity bus. 

40 until the modem processor pulls data from the applicatiou 
processor after transmission of the modem processor to 
application processor data. 

In another aspect, a mobile terminal is disclosed. TI1e 55 

mobile tenui11al comprises a modem processor. The mobile 
terminal also comprises an application byte counter. The 
mobile tem1inal also comprises an application processor. 
The application processor is configured to hold application 
processor to modem processor data until a predefined thresh- 60 

old of bytes has been reached by the application byte 
counter. The mobile terminal also comprises an intercon­
nectivity bus communicatively coupling the application pro­
cessor to the modem processor. The modem processor is 
configured to hold modem processor to application proces- 65 

sor data tmtil receipt of the application processor to modem 
processor data from the application processor through the 

BRJEF DESCRIPTION OF THE FIGURES 

FIG. lA is a simplified view of a mobile computing 
device operating with remote networks; 

FIG. lB is a simplified view of a mobile terminal oper­
ating with remote networks; 

FIG. lC is au expanded block diagram view of the mobile 
terminal ofFIG. 1B with an interconnectivity bus illustrated; 

FlG. 2 is a block diagram of the mobile terminal of FIG. 
18; 

FIG. 3 is an exemplary time versus link power graph in a 
conventional computing device; 

FIG. 4 is a flowchart of an exemplary process for achiev­
ing power savings in the mobile tem1inal of PIG. 18; 

FIG. 5 is an exemplary time versus link power graph in a 
mobile computing device using the process of FIG. 4; 

FIG. 6 is a flowchart of another exemplary process for 
achieving power savings in the mobile computing device; 

FlG. 7 is an exemplary time versus li11k power graph in 
the mobile computing device using the process of FIG. 6; 

FIG. 8 is a flowchart of an exemplary process that uses a 
byte counter to control data accumulation; 

FIG. 9 is a flowchart of an exemplary process that uses a 
packet counter to control data accumulation; 
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FIG. 10 is a flowchart of a consolidated accumulation 
process with overrides illustrated from a downlink priority 
perspective; 

FIG. 11 is a continuation of the flowchart of FIG. 10; and 
FIG. 12 is a simplified flowchart of a co.nsolidatt'CI accu- 5 

mulation process with overrides illustrated from an uplink 
priority perspective. 

DETAJLED DESCRJPTION 

6 
While it is contemplated that the power saving techniques 

of the present disclosure are used in mobile terminals, such 
as smart phones or tablets, the present disclosure is not so 
linlited. Accordingly, FIGS. lA and lB illustrate computing 
devices coupled to remote networks via modems that may 
implement exemplary aspects of the power saving tech-
niques of the present disclosure. In this regard, FIG. 1A 

illustrates a computing device 10 coupled to a network 12, 

which, in an exemplary aspect, is the iuternet. 111e comput-

With reference now to the drawing figures, several exem­
plary aspects of the present disclosure are described. The 
word "exemplary" is used herein to mean "serving as an 
example, instance, or illustration." Any aspect described 
herein as "exemplary" is not necessarily to be construed as 
preferred or advantageous over other aspects. 

10 ing device 10 may include a housing 14 with a central 
processing unit (CPlJ) (not illustrated), therein. A user may 
interact with the computing device 10 through a user inter­
face formed from input/output elements such as a monitor 
16 (sometimes referred to as a display), a keyboard 18, 

Aspects disclosed in the detailed description include 
power saving techniques in computing devices. In particular, 
as data is received by a modem processor in a computing 
device, the data is held until the expiration of a modem 
timer. The data is then passed to an application processor in  
the computing device over a peripheral component inter­
connect express (PC]e) interconnectivity bus. On receipt of 
the data from the modem processor, the application proces­
sor sends data held by the application processor to the 
modem processor over the PCie interconnectivity bus. The 
application processor also has an uplink timer. If no data is 
received from the modem processor before expiration of the 
uplink timer, the application processor sends any collected 
data to the modem processor at expiration of the uplink 
timer. However, if data is received from the modem proces­
sor, the uplink timer is reset. By holding or accumulating the 
data at a source processor in this fashion, mmecessary 
transitions between low power states and active states on the 
PCie bus are reduced and power is conserved. 

15 and/or a mouse 20. fo some aspects, the monitor 16 may be 
incorporated into the housing 14. While a keyboard 18 and 
mouse 20 are illustrated input devices, the monitor 16 may 
be a touchscreen display, which may supplement or replace 
the keyboard 18 and mouse 20 as an input device. Other 

20 input/output devices may also be present as is well tU1der­
stood in conjunction with desk.'top or laptop style computing 
devices. While not illustrated in FIG. lA, the housing 14 
may also include a modem, tbereiu. 111e modem may be 
positioned on a network interface card (NIC), as is well 

25 understood. Likewise, a router and/or an additional modem 
may be external to the housing 14. For example, the com­
puting device 10 may couple to the network 12 through a 
router and a cable modem, as is well understood. However, 
even where such external routers and modems are present, 

30 the computing device 10 is likely to have an internal modem 
to effectuate communication with such extemal routers and 
modems. 

In addition to the computing device 10, exemplary aspects 
of the present disclosure may also be implemented on a 

35 mobile terminal, which is a form of computing device as that 
term is used herein. In this regard, an exemplary aspect of a 
mobile terminal 22 is illustrated in FIG. lB. The mobile 
tenninal 22 may be a smart phone, such as a SAMSUNG 

In an alternate aspect, instead of initiating data transfer 
based on the expiration of the downlink timer (with or 
without expiration of the uplink timer), accumulated data 
transfer may be initiated based on expiration of just an 
uplink accumulation timer. The uplink accumulation timer 40 

may be within a host or a device associated with the 
interconnectivity bus. 

ln another alternate aspect, initiation of the data transfer 
may be based on reaching a predefined threshold for a byte 
accumulation Ji.nut counter. The byte accumulation limit 45 

counter is not mutually exclusive relative to the other 
counters and may operate as an override mechanism for one 
of the other accunmlatio11 timers. lJse of such an override 
may be useful in situations where a sudden burst of data 
arrives that would exceed buffer space and/or bus band- 50 

width. Likewise, instead of a byte counter, a pack.et size 
counter or a "total number of packets" counter may be used 
to cover situations where numerous packets or a particularly 
a large pack.et is delivered by the network. 

In further aspects of the present disclosure, the ti.n1ers may 55 

be overridden by other factors or parameters. Such an 
override is alluded to above with the byte accumulation limit 
counters and the total uumber of packets counter, which 
causes data transfers independently of the timers. Other 
paran1eters may also override the timers, such as the pres- 60 

cnce of low latency traffic (e.g., control messages), synchro­
nizing the uplink and downlink data transfers, or low latency 
quality of service requirements. When such traffic is present, 
an i.ntem1pt or other command may be used to initiate data 
transfers before expiration of a timer. Still other factors may 65 

override the timers, such as an indication that a device or 
host is n()t in an automatic polling mode. 

GALAXYrM or APPLE iPHONE®. Instead of a smart 
phone, the mobile ternlinal 22 may be a cellular telephone, 
a tablet, a laptop, or other mobile computing device. The 
mobile tenninal 22 may communicate with a remote antenna 
24 associated with a base station (BS) 26. ·n1e BS 26 may 
conummicate with the public land mobile network (PLMN) 
28, the public switched telephone network (PSTN, not 
shown), or a network 12 (e.g., the internet), similar to the 
network 12 in FIG.1A. lt is also possible that the PLMN 28 

communicates with the internet (e.g., the network 12) either 
directly or through an intervening network (e.g., the PSTN). 
It should be appreciated that most contemporary mobile 
terminals 22 allow for various types of communication with 
elements of the network 12. For example, streaming audio, 
streaming video, and/or web browsing are all common 
fonctions on most contemporary mobile terminals 22. Such 
functions are enabled through applications stored in the 
memory of the mobile terminal 22 and using the wireless 
transceiver of the mobile tem1inal 22. 

To effectuate functions, such as streaming video, data 
arrives from the remote antenna 24 at an antenna 30 of the 
mobile ternlinal 22, as illustrated in FIG. lC. The data is 
initially processed at a mobile device modem (MDM) 32 of 
the mobile tenninal 22 and passed to an application proces­
sor 34 by an interconnectivity bus 36. In this context, the 
application processor 34 may be a host, and the MDM 32 

may be a device as those terms are used in the PCie standard. 
While exemplary aspects contemplate operating over a 
PCle-compliant interconnectivity bus 36, it is possible that 
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the iuterconuectivity bus 36 may comply with High Speed 
Interconnect (HSIC), Universal Asynchronous Receiver/ 
Transmitter (UAR1), universal serial bus (USB), or the like. 

8 

keypad and display may enable the user to input numbers lo 
be dialed, access address book infomiation, or the like, as 
well as monitor call progress information. The memory 48 

may have the soflware 50 therein as noted above, wh:ich may 
effect11ate exemplary aspe--cts of the present disclosure. 

In conventional mobile tenninals that bave a PCie inter­
connectivity bus (i.e., the interconnectivity bus 36), the PCie 
standard allows the interconnectivity bus 36 to be placed 
into a sleep mode. While placing the intercounectivity bus 

A more detailed depiction of the components of the 
mobile terminal 22 is provided with reference 10 FIG. 2. In 5 
this regard, a block diagram of some of the elements of the 
mobile terminal 22 of FIG. IB is illustrated. The mobile 
terminal 22 may include a receiver path 38, a transmitter 
path 40, the ante11ua 30 (mentioned above with reforence 10 
FJG. lC), a switch 42, a modem processor 44, and the 
application processor 34 (also introduced above in reference 

10 36 in a sleep mode gener<1!1y saves power, such sleep modes 
do have a drawback in that they consume relatively large 
amounts of power as they transition out of the sleep mode. 
Th:is power consumption is exacerbated because of the 
asynchronous nature of the PCie interconnectivity bus 36. 

to FIG. IC). Optionally, a separate control system (not 
shown) may also be present with a CPU as :is well under­
stood. The application processor 34 and the modem proces­
sor 44 are com1ected by the interco11Uectivi1y bus 36. The 
application processor 34 and/or the control system (if pres­
ent) may interoperate with a user interface 46 and memory 
48 with software 50 stored therein. 

15 ·n1at is, first data may arrive at the modem processor 44 for 
transmission to the application processor 34 at a time 
different than when the second data is ready to pass from the 
application processor 34 to the modem processor 44. Th:is 

·n1e receiver path 38 receives infonnation bearing radio
frequency (Rf) signals from one or more remote transmit- 20 
ters provided by a base station (e.g., the BS 26 of FIG. lB). 

problem is not unique to the PCJe intercom1ectivity bus 36. 

FJG. 3 illustrates a time versus link power graph 52 that 
highlights how downlink data 54 may have a different 
transmission time than uplink data 56 within a given time 
slot 58. lo particular, the interconnectivity bus 36 (FIG. 2) 

begins in a sleep or low power mode and transitions up to an 

A low noise amplifier (not shown) amplifies the signal. A 
filter (not shown) minimizes broadband interference in the 
received signal. Down conversion and digitization circuitry 
(not shown) down converts the filtered, received signal to an 
intermediate or baseband frequency signal. The baseband 
frequency signal is then digitized into one or more digital 
streams. The receiver path 38 typically uses one or more 
mixing frequencies generated by the frequency synthesizer. 
The modem processor 44 may include a base band processor 
(BBP) (not shown) that processes the digitized received 
signal to extract the information or data bits conveyed :in the 
signal. As such, the BBP is typically implemented in one or 
more digital signal processors (DSPs) within the modem 
processor 44 or as a separate integrated circuit (IC) as 
needed or desired. 

With continued reference to FIG. 2, 011 the transmit side, 
the modem processor 44 receives digitized data, which may 
represent voice, data, or control infom1ation, from the appli­
cation processor 34, which it encodes for transmission. 1l1e 
encoded data is output to the transmitter path 40, where it is 
used by a modulator (n()I shown) to modLllate a carrier signal 
at a desired transmit frequency. An RF power amplifier (not 
shown) amplifies the modulated carrier sigual to a level 
appropriate for transmission, and delivers the amplified and 
modulated carrier signal to the antenna 30 through the 
switch 42. Collectively, the modem processor 44, the 
receiver path 38, and the transmitter path 40 form the MDM 

25 active power mode by transition 60 so that the downlink data 
54 may be transmitted to the application processor 34. 

However, the downlink data 54 may not occupy the entirety 
of the time slot 58, and the interconnectivity bus 36 may 
return to a low power state. However, subsequently, but still 

30 within the same t:ime slot 58, the upl:ink data 56 from the 
application processor 34 is sent to the modem processor 44. 

Accordingly, the interconnectivity bus 36 is again transi­
tioned from tbe low power state to the active power state by 
a second transition 62. In an exemplary aspect, the time slot 

35 58 is approximately one millisecond Jong. Thus, if two 
transitions (i.e., 60, 62) from low power to active power 
occur every time slot 58, then thousands of transitions 60, 62 
occur every second. lbousands of transitions 60, 62 con­
s1une substantial amOLUltS of power and reduce the battery 

40 life of the mobile terminal 22.

Exemplary aspects of the present disclosure reduce the 
number of transitions (i.e., 60, 62) from low power to active 
power by synchronizing packet transmission from the 
modem processor 44 and the application processor 34, 

45 wh:ich in turn allows the link to be maintained in a low power 
mode more efficiently since the communication on the link 
is consolidated to eliminate the second power state transi­
tion. Ju an exemplary aspect, the data (i.e., the modem data) 
from the modem processor 44 transmits first, and the data 32 of FIG. lC (sometimes also referred to as a wireless 

modem). While the MDM 32 is specifically described with 
relation to the RF signals associated with a cellular signal, 
the present disclosure is not so limited. For example, a 
wireless modem using other wireless protocols may also 
benefit from inclusion of aspects of the present disclosure. 
Thus, modems operating according to standards such as 55 

BLVETOOTH®, the various lEEE 802.J l standards, Uni­
versal Mobile Telecommunications System (UMTS), High 
Speed Packet Access (HSPA), Loug 1enn Evolution (LrE), 
and other wireless protocols may all use aspects of the 
present disclosure. 

50 (i.e., the application data) from the application processor 34 

is sent afler arrival of the modem data and before the 
interconnectivity bus 36 can return to the low power state. 
The synch.rouization is done through the use of timers at tbe 
modem processor 44 and the application processor 34. The 
timers may be longer than a time slot 58 of the intercon­
nectivity bus 36. 

In a first exemplary aspect, the timer on the application 
processor 34 is longer than the timer on the modem proces­
sor 44. The accumulation may be done on a per logical 

60 chaiu1el basis. The timer may be configurable by the appli­
cation processor 34 using a mechanism suitable to the 
interconnectivity bus 36. For example, on a fusion device 
using a modem host interface (MHI) over PCie, the timer is 

With continued reference to FIG. 2, a user may interact 
with the mobile terminal 22 via the user interface 46, such 
as a microphone, a speaker, a keypad, and a display. Audio 
information encoded in the received signal is recovered by 
the BBP, and converted into an analog signal suitable for 65 

driving the speaker. "Die keypad and display enable the user 
to interact with the mobile tenuinal 22. For example, the 

maintained for every inbound MHI channel and the time 
value used by the timers shall be configured via a MI-II 
coum1aod message or a PCJe memory mapped input/output 
(MMJO) device configuration register exposed via a base 
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the application processor 34 until it detects no further 
downlink data 54 activity. That is, the modem processor 44 

may intersperse pulling the uplink data 56 while receiving 
the downlink data 54. If, however, no modem data is present 
at the modem processor 44 when tbe modem timer expires, 
the application timer continues (i.e., another millisecond) 
(block 86). At the expiration of the application timer, the 
applicatjon processor 34 sends any held data to the modem 
processor 44 through the interconnectivity bus 36 (block 
88). The process then repeats by starting over (block 90). 

As noted above, the uplink timer (i.e., the application 
timer) is, in an exemplary aspect, designed to be longer than 
the downlink timer (i.e., the modem timer) to increase the 
uplink/downlink synchronization wbeuever the downlink 
timer expires. While holding data for au extra time slot adds 
some latency, the brief amount added is readily absorbed by 
the application processor 34. Likewise, this latency is con­
sidered acceptable for the power savings. For example, by 
makjng the period of the modem timer twice the period of 

address register (BAR). The BAR is a PCie standard defined 
mechanism by which a host maps the registers of a device 
into its virtual address map. For more information about 
MHI, the interested reader js referred to U.S. patent applj­
cation Ser. No. 14/163,846, filed Jan. 24, 2013, which is 5 
herein incorporated by reference iJ1 its entirety. In other 
exemplary aspects, the timer on the modem processor 44 is 
longer than the timer on the application processor 34. In still 
other exemplary aspects, counters may be used in place of 
timers. The counters may be bit counters, packet counters, 10 

packet size counters, or the like. Ju other exemplary aspects, 
use of such alternate counters may be combined with the 
timers. In still other exemplary aspects, other override 
criteria may allow for data to be sent be fore timer or counter
expiration so as to reduce latency and/or satisfy the quality 15 

of service requirements. The present dfaclosure steps 
through each of these aspects in t1irn, beginning with the 
situation where there are two timers, and the application 
processor 34 has a timer that is longer than the timer or the 
modem processor 44. 

In this regard, FIG. 4 illustrates an exemplary power 
saving process 70. The process 70 begins with the intercon­
nectivity bus 36 in a low power state (block 72). The modem 
timer and the application timer are started (block 74). Tbe 
timers may be software stores in the modem processor 44 25 

and the application processor 34 or may be physical ele­
ments, as desired. Data is generated by the application 
processor 34 and data is received from the network 12 by the 
modem processor 44. The application data is held at the 
application processor 34 (block 76), and the modem data is 30 

held at the modem processor 44 (block 78) while the timers 
are running. As noted above, in an exemplary aspect, the 
time slot 58 of the interconnectivity bus 36 is one millisec­
ond. ln such an aspect, the modem timer may be approxi­
mately two to six mjJiiseconds, and the application timer is 35

three to seven mjlJiseconds, or at least longer than the 
modem timer. The modem timer expires (block 80). If 
modem data is present, tbe modem data is released by the 
modem processor 44 through the interconnectivity bus 36 to 
the application processor 34 (block 82). 

20 tbe time slot 58, the number of low power to active power 
transitions is potentially halved. Likewise, by makjng the 
period of the application timer six times the period of the 
time slot 58, tbe chance of being able to "piggyback" onto 
the active power state of the iuterconnectivity bus 36 caused 
by the modem data is increased, but still frequent enough 
that any uplink data 56 will still be sent in a timely fashion 
even if there is no downlink data 54 to trigger releasing the 
uplink data 56. Similar logic can be extended to synchronize 
traffic from multiple processors over tbe data link. Ju au 
exemplary aspect, the other processors may each have tinier 
values higher (i.e., longer) than that of the downlink timer, 
and the processors can exchange their data availability 
infonnatiou so that traffic on one processor can trigger the 
data transfer on other processors if there is data available to 
transfer. 

FIG. 5 illustrates a graph 100 where the uplink data 56 

follows the downlink data 54 during an active period 102 of 
the intercorn1ectivity bus 36 (FIG. 2). As illustrated, there is 
only one transition 104 from low power to active power per 

40 time slot 58. Thus, by consolidating the data into a single 
active period 102, the overall time that is spent in low power 
may be increased, thus resulting in power savings. Addi­
tionally, power spent transitioning from a low power to 

The mechanism for data transfer may be initiated and 
controlled by the modem processor 44 (i.e., the device). For 
example, on a fusion device using MHI over PC!e, the 
modem processor 44 may poll (read) the MHI channel 
Context Write Pointer to determine data buffers where 45 

downlink packets can be tra11Sforred. The application pro­
cessor 34 updates the channel context data strncture's Con­
text Write Pointer field to point to the data transfer descrip­
tors without ringing an Inbound channel doorbell. The 
modem processor 44 may poll for updates on the Context 50 

Write Pointer field as necessitated by downlink traffic. When 
the modem processor 44 nms out of buffers, i.e., a transfer 
ring is empty, and no buffers are present to transfer downlink 
data, the modem processor 44 may generate an event (e.g., 

active power state is reduced by the elimination of the 
second transition 62. 

While it is conceivable that the uplink data 56 could be 
sent before the downlink data 54 (i.e., the application timer 
is shorter than the modem timer), such is generally not 
considered optimal because there are usually far more 
downlink packets than uplink packets. If this aspect is used, 
the application processor 34 may buffer uplink data packets 
into local memory prior to initiating transfer to the modem 
processor 44. These accumulated packets are controlled via 
au uplink accumulation timer. If there are plural channels, 
then a timer may be applied to each channel independently. 
When the application processor 34 is unable to use or does 
not have an upli11k timer, the modem processor 44 may be 
able to instantiate an uplink timer, and upon expiry of tbe 
uplink timer, will poll data from the application processor 

an "out-of-buffer") notification to the application processor 55 

34, followed by an interrupt. Upon receiving the event 
notification from the modem processor 44, the application 
processor 34 shall provide data buffers by updating the 
channel Context Write Pointer and shall ring the Inbound 
channel doorbell. 

After arrival of tbe modem data at the application pro­
cessor 34, the application processor 34 releases any appli­
cation data that has been held at the application processor 34 

and resets the application timer (block 84). Note that the 
application tinier can run on the modem processor 44 or the 65 

application processor 34. As an alternative, the modem 
processor 44 may continue to pull the uplink data 56 from 

60 34. This exemplary aspect is explained in greater detail 
below with reference to FIGS. 6 aud 7. 

In this regard, FIG. 6 ilh.1strates an exemplary power 
saving process 110. The process 110 begins with the inter­
connectivity bus 36 in a low power state (block 112). The 
modem tinier and the application timer are started (block 
114). The timers may be software stored in the modem 
processor 44 and the application processor 34 or may be 
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physical elements as desired. Data is generated by the 
application processor 34 and data is received from the 
network 12 by the modem processor 44. TI1e application 
data is held at the application processor 34 (block 116), and 
the modem data is held at the modem processor 44 (block 
118) while the timers are mnning. As noted above, in an
exemplary aspect, the time slot 58 of the interconnectivity
bus 36 is one millisecond. In such an aspect, the application
timer may be approximately two milliseconds, and the
modem timer is three millise--conds, or at least longer than the
application timer. "ll1e application timer expires (block 120).

If application data is present, the application data is released
by the application processor 34 through the interconnectivity
bus 36 to the modem processor 44 (block 122).

After arrival of the application data at the modem pro­
cessor 44, the modem processor 44 releases any modem data 
that has been held at the modem processor 44 and resets the 
modem timer (block 124). Note that the application timer 
can nlJl on the modem processor 44 or the application 
processor 34. Likewise, the modem timer can run on the 
modem processor 44 or the application processor 34. 

With continued reference to FIG. 6, if no application data 
is present at the application processor 34 when tbe applica­
tion timer expires, the modem timer continues (i.e., another 
millisecond) (block 126). At the expiration of the modem 
timer, the modem processor 44 sends any held data to the 
application processor 34 through the interconnectivity bus 
36 (block 128). ]l1e process then repeats by starting over 
(block 130). 

12 

ets threshold, size of packet threshold, or the like) or 
downlink accumulation expiry timer values (e.g., from 
among the various channels) as the effective downlink 
accumulation timer expiry value. Intelligent modem proces-

s sors 44 may also dynamically override or alter the dowulink 
accumulation timer value depending on the downlink traffic 
pattern, and/or may adjust the downlink accumulation timer 
to achieve a desired quality of service (QoS) for data and/or 
to control traffic. A change of configuration can be triggered/ 

10 controlled by the application processor 44 or any other 
processor in the system as well, via MI-Jl control or QMl 
signaling (such as, for inter process signaling). 

In addition to, or in place of, downlink and uplink timers, 
a byte accumulation limit counter may also be used by the 

15 modem processor 44 for downlink traffic and the application 
processor 34 for uplink traffic. This aspect may be advan­
tageous in situations where there is a sudden burst of data 
pushed by the network or application. Note that this aspect 
is not mutually exclusive and may be implemented as an 

20 override mechanism for either dowtllink or uplink timers. 
For example, if the downlink accumulation timer is set 
relatively high to conserve power, a sudden burst of data 
may exceed the buffer capacity of the modem processor 44, 

or if allowed to accumulate in memory of the modem 
25 processor 44, this burst of data may exceed bus bandwidth 

allocations on the application processor 34. The application 
processor 34 can detennine and configure the maximum 
byte acctllllulation limit based on its bus bandwidth budget, 
and/or bufter size reserved for downlink data transfer. The 

30 modem processor 44 can also choose an internal byte 
accumulation limit based on the size of downlink buffer, 
and/or interconnect link data throughput. With the byte 
accumulation limit cotmters, the modem processor 44 can 
initiate downlink data transfer to the application processor 

As noted above, in this exemplary aspect, the uplink timer 
(i.e., the application tinier) is, in an exemplary aspect, 
designed to be shorter than the downlink timer (i.e., the 
modem timer). While holding data for an extra time slot 58 

adds some latency, the brief amount added is readily 
absorbed by the application processor 34. Likewise, this 
latency is considered acceptable for the power savings. For 
example, by making the period of the application timer twice 
the period of the time slot 58, the number of low power to 
active power transitions is lowered. Likewise, by making the 
period of the modem timer six times the period of the time 
slot 58, the chance of being able to "piggyback" onto the 
active power state of the interconnectivity bus 36 caused by 
the application data is increased, but still :frequent enough 
that any downlink data 54 will still be seut in a timely 
fashion even if there is no uplink data 56 to trigger releasing 45 

the downlink data 54. Similar logic can be extended to 
synchronize traffic from multiple processors over the data 
link. In ru1 exemplary aspect, the other processors may each 
have timer values higher (i.e., longer) than that of the uplink 
timer and the processors can exchange their data availability 
information so that traffic on one processor can trigger the 
data transfer on other processors if there is data available to 
transfer. 

35 34 prior to downlink accumulation timer expiry. if and when 
the buffered data size exceeds the byte accumulation limit 
counter. Since both the modem processor 44 and the appli­
cation processor 34 may have independent recommenda­
tions for byte accumulation limit counter, the modem pro-

40 cessor 44 may select the minima of these two values to be 
the effective byte accumulation limit. Similar parameters 
may be maintained in the application processor 34 to trigger 
the uplink data 56 transfer inuuediately (i.e., overriding the 
uplink accumulation timer). 

Instead of, or in addition to the byte accumulation limit 
counter, a number of packets limit counter may be used. In 
an exemplary aspect, the packet number limit cotmter may 
be of similar design, and can be employed to add number of 
packet counter limits instead of byte limits to cover cases 

50 where a large number of packets are delivered by the 
network or an application. Again, such a packet li1nit counter 
may also be present or associated with the application 
processor 34 or the modem processor 44. Note, that the 
accumulation timers (uplink and/or downlink) and other FIG. 7 illustrates a graph 140 where the uplink data 56 

precedes the downlink data 54 during an active period 142 
of the interconnectivity bus 36. As illustrated, there is only 
one transition 144 from low power to active power per time 
slot 58. Thus, by consolidating the data into a single active 
period 142, the overall time that is spent in low power may 
be increased, thus resulting in power savings. Additionally, 
power spent transitioning from a low power to active power 
state is reduced by the elimination of the second transition 
62. 

In an exemplary aspect, the modem processor 44 may 
override and choose the minima from all configured values 
of each of the configurable parameters (like downlink or 
uplink accrnnulation timers, byte threshold, number of pack-

55 configuration parameters like the number of accumulated 
packets threshold, accumulated bytes threshold, and the like, 
may be a function of r;rn, HSPA, GERAN, or the like. 

In still another exemplary aspect, the modem processor 44 
or the application processor 34 may disable downlink or 

60 uplink accumulation in cases where there is a necessity to 
expedite message transfer, for example control messages 
(like flow control) or high QoS data tratlic or low latency 
traffic, as determined by the modem processor 44 or the 
application processor 34. Latency introduced by accumula-

65 tion may not be tolerable for these traffic classes. 
Returning to the data acctUnulation based on amounts of 

data instead of a strict process, FIGS. 8 and 9 illustrate two 
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exemplary aspects. In this regard, FJG. 8 illustrates a process 
150 illustrating a byte counter process. In particular, the 
process 150 begins with the interco1111ectivity bus 36 in a low 
power state (block 152). The process 150 starts a modem 
byte cou.nter and an application byte counter (block 154). 5 
Data is held at the application processor 34 (block 156) and 
the modem processor 44 (block 158). A control system 
determines if the modem byte comlter has exceeded a 
predefined threshold (block 160) based on the amount of 
data that has been held or accumulated at the modem 

10 

processor 44. 
With continued reference to FIG. 8, if the answer to block 

160 is yes, tben data is sent from the modem processor 44 

14 

both the modem processor 44 and the application processor 
34, the process 180 starts over (block 196). 

A similar process may be used, where instead of deter­
mining if a particular number of bytes or packets have been 
accumulated, the control system evaluates a size of packets 
or whether the system is running low in memory. Likewise, 
it should be appreciated that certain priority data (e.g., a 
control signal or other data requiring low latency) may be 
associated with a flag or other indicator that overrides the 
timers aud/or counters of the present disclosure. 

As noted above, it should be appreciated that the aspects 
of the present disclosure are not mutually exclusive and can 
be combined. The combinations are myriad in that a timer 
may be used at the application processor 34 witb a byte 

to the application processor 34 (block 162). After receipt of 
the data from the modem processor 44, the application 
processor 34 sends data (if any) that has accumulated at the 
application processor 34 to the modem processor 44 (block 
164). !-laving cleared the accumulated data at both the 
modem processor 44 and the application processor 34, the 
process starts over (block 166). 

15 counter at tbe modem processor 44 (or vice versa), the 
modem processor 44 works with a timer and a byte counter, 
while the application processor 34 just has a timer, and so 
on. In this regard, FIGS. 10-12 are provided that illustrate 
how the timers and data accumulation counters may iuter-

With continued reference to FIG. 8, if the answer to block 
160 is no, the coutrol system detennines if the data at the 
application byte counter has exceeded a predefined threshold 
(block 168). lfthe answer to block 168 is no, the process 150 
returns to block 156 and data continues to be held tmtil a 
byte counter threshold is exceeded. lf, however, the answer 

20 operate. That is, FIGS. 10 and U illustrate how the dowuJiuk 
timer (whether in the modem processor 44 or the application 
processor 34) is used as the basis for data transmission ( e.g., 
as illustrated in FIGS. 4 and 5), may be combined with the 
data accumulation counters, and is fortber modified by a 

25 high priority data override. FlG. 12 illustrates a simplified 
process in which the uplink timer combined with the data 
accumulation counters is used as the basis for data trans­
mission (e.g., as illustrated in FIGS. 6 and 7), modified by to block 168 is yes, then the data is sent from the application 

processor 34 10 the modem processor 44 (block 170). After 
receipt of the data from the application processor 34, the 30 

modem processor 44 sends data (if any) to the application 
processor 34 (block 172). Having cleared the accumulated 
data at both the modem processor 44 and the application 
processor 34, the process 150 starts over (block 166). 

While a byte counter may be effective in managing 35 

latency, another exemplary aspect uses a packet counter. Ju 
this regard, FIG. 9 illustrates a process 180 illustrating a byte 
counter process. ln particular, the process 180 begins with 
the intercowiectivity bus 36 in a low power state (block 
182). The process 180 starts a modem packet counter and au 40 

application packet counter (block 184). Data is held at the 
application processor 34 (block 186) and the modem pro­
cessor 44 (block 188). A control system detennines if the 
modem packet counter has exceeded a predefined threshold 
(block 190) based on the number of packets held or accu- 45 

mulated at the modem processor 44. 
With continued reference to FIG. 9, if the answer to block 

190 is yes, then data is sent from the modem processor 44 

the data overrides. 
In this regard, FIGS. 10 and 11 illustrate a combined 

process 210 that begins at start (block 212). The process 210 

continues with the arrival of downlink (DL) data (e.g., a 
packet) (block 214). The control system evaluates if there is 
any priority data, control messages, and/or other data that 
requires low latency (block 216). If the answer to block 216 

is no, then the control system detenniues if a byte threshold 
has been crossed (i.e., are there more than the threshold 
worth of bytes in the accumulator) (block 218). Jfthe answer 
to block 218 is no, then the control system determines if a 
number of packets threshold has been crossed (i.e., there are 
more than the threshold worth of packets in the acctunulator) 
(block 220). lfthe answer to block 220 is no, then the control 
system detem1ines if the system is mnni11g low in 111emo1y 
(block 222). Jftbe answer to block 222 is no, then the control 
system ascertains if the downlink accumulation timer is 
running (block 224). If the answer to block 224 is yes, then 
the downlink data continues to accumulate and no data 
transfer is iuitiated over the link (block 226). 

With continued reference to FIG. 10, if, however, the 
answer to block 224 is no, the downlink timer has expired, 
or if any of the overrides from block 216,218,220, or 222 
has been answered affimiatively, then the process 210 starts 
transfer of the accumulated data (including the current 
packet) over the link from the modem processor 44 (also 

to the application processor 34 (block 192). After receipt of 
the packets from the modem processor 44, the application 50 

processor 34 sends data (if any) that has accumulated at the 
application processor 34 to the modem processor 44 (block 
194). HaviJ1g cleared the accrnnulated packets at both the 
modem processor 44 and the application processor 34, the 
process 180 starts over (block 196). 55 sometimes referred to as modem (44) in the Figures) to the 

application processor 34 (also sometimes referred to as AP 
(34) in the Figures) (block 230). The control system starts or
restarts the downlink accumulation timer and sets the down-

With coutiuued reference to FIG. 9, iftbe answer to block 
190 is no, the control system detennines if the number of 
packets at the application packet counter has exceeded a 
predefined threshold (block 198). If the answer to block 198 

is no, the process 180 returns to block 186 and data 60 

continues to be held until a packet counter threshold is 
exceeded. If, however, the answer to block 198 is yes, then 
the data is sent from the application processor 34 to the 
modem processor 44 (block 200). After receipt of the 
packets from the application processor 34, the modem 65 

processor 44 sends data (if any) to the application processor 
34 (block 202). Having cleared the accumulated packets at 

link accumulation timer to numiug (block 232). The control
system determines if the modem processor 44 is in mi uplink
(UL) polling mode (block 234). If the answer to block 234

is no, then there is no uplink transfer (block 236). rr,

however, the modem processor 44 is polling the uplink
device, then, based on that polling, the control system
determines if there is pending uplink data from the appli­
cation processor 34 (block 238). lfthere is pending data (i.e.,
the answer to block 238 is yes), then the application pro-












