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AbstractOver the last few years three technologies have reached the stage of maturationwhere they can be synergistic. These are wideband, high speed networking,high quality video compression (MPEG-I and II) and high capacity a�ordabledigital storage media.This paper addresses the interaction of these three technologies. In partic-ular, it examines the problem of taking a compressed video data stream thatis stored on a server, and transmitting it over an ATM channel which has acapacity smaller than that required by the data stream. The conventional ap-proach to this problem would be to transcode by decoding the video data, andthen to re-encoding so as to meet the channel constraints. Currently this is nota cost e�ective solution since, while MPEG decoders are relatively inexpensive,encoders are not.Our approach to this problem is to partially decompress the video bitstream.Then, perform the transcoding in the quantized data domain. Finally, a validbitstream is reassembled and transmitted. This approach has the advantage ofproviding nearly identical quality as the traditional transcoding approach, at afraction of hardware cost.Keywords: MPEG, ATM, Transcoding, Video on Demand, Video, Rate Control.
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11 Matching Previously Compressed Video to aTransmission ChannelAn interesting application that is starting to be examined is the delivery ofstored compressed video over varying transmission media. In examining thisapplication, a potential problem becomes apparent quite quickly; namely: whatif the transmission media has a lower rate capacity than the compressed videorequires? The traditional approach to this problem would be to decode thevideo, and then recompress to the lower bit-rate as shown in Figure 1. Un-fortunately, MPEG is a asymmetric codec. The encoder requires dramaticallymore processing power than the decoder. So much so, that this approach isnot an economically viable solution. Another approach would be to use a scal-able encoder where the bitstream consists of multiple layers. The base layerwill provide the minimum quality version of the program, while the enhance-ment layer(s) provide additional quality. This approach has the disadvantageof providing only a small number of possible transmission rates.An application where it is desirable to have �ner control over transmissionrate than is achievable by layered codec is variable bit-rate video transport overATM (Asynchronous Transfer Mode) networks. Since these type of networksdo not have in�nite capacity, a congestion control policy is agreed to when aconnection is setup. An example of one such policy is leaky bucket control. Inthis control policy, the transmitter agrees to a transmission rate and a burstsize. The burst size speci�es the maximum data that the transmitter can sendat rate higher than transmission rate.Reibman and Haskell [6] have shown the constraints an encoder must meetto satisfy such a control policy and have given examples of suboptimal ratecontrol algorithms that satisfy those constraints. This requires the encoder toagree to meet conditions on the compressed bitstream that would not be knownwhen the video was compressed for storage on the server. Therefore, the storedvideo may not meet them.2 Overview of ApproachOur approach to this problem is to perform the rate change process in thecompressed domain. This requires only partial decompression of the bitstreamand avoids the need to perform the most computationally expensive operationsof the encoder. Simultaneous with the development of this approach Morrisonet. al. [4], and Yong et. al. [8] have proposed similar techniques for bit rateadjustment. This work di�ers from their proposals by eliminating the need tocompute any DCT's in the transcoder, it presents an analysis of requantizationerror, and an approach to optimal rate control.All of the current image and video compression standards use bitstream thatconsists of four types of data, a) bitstream synchronization information; such as
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2start and marker codes, b) control information; such as image size, frame rate,coding modes and quantizer scales, c) entropy coded unquantized data; such asmotion vectors and d) entropy coded quantized data; such as DCT coe�cients.Our approach is to partially decompress the bitstream, including the entropycoding stage, and perform the rate conversion on this representation. The tech-nologies required to perform this modi�cation process have recently been dis-covered. Smith and Rowe [7] have shown how to perform arithematic operationsin the the compressed transform domain. Their focus was on performing spe-cial e�ects, i.e. graphic overlays, inserts, dissolves, etc., on intraframe encodedimages.If the compressed video stream consists only of intracoded data, i.e. there isno temporal prediction, the rate change process is quite simple. The standardvideo codecs (H.261, MPEG-I,II, H.263) all use the same approach to quanti-zation. Each DCT coe�cient is quantized using a uniform quantizer (possiblywith a dead zone). The quantizer step size for each coe�cient is comprised oftwo components, a quantization matrix, QM(i; j), where (i; j) are used to spec-ify the particular coe�cient, which give a minimum step size for each coe�cient,and a scaling parameter called Mquant. Mquant is used to adjust output rateof the bitstream. As Mquant increases, the quantizer step-size increases andthe output rate decreases. Conversely, asMquant decreases, the output bit-rateincreases. In particularS(i; j) = Int[ X(i; j)Mquant �QM(i; j) ] (1)and X(i; j) = S(i; j) �Mquant �QM(i; j) (2)where X(i; j) is the input DCT coe�cient and X(i; j) is its reconstructed value,S(i; j) is its quantized value and Int[] denotes integer division with rounding.The requantization process can be carried out on the compressed domainrepresentation by means of the following equation:Snew(i; j) = Int[Sold(i; j) � MquantoldMquantnew ] (3)where Sold is the representation value of input DCT coe�cient, Snew(i; j) isthe representation value of the requantized version, Mquantold is the inputvalue of Mquant and Mquantnew is the value required to meet the output rateconstraints.Straight forward application of these methods will not work for motion com-pensated DCT based coders since they use the previously encoded frame asa prediction for the next frame. If the quantization of the reference frame ischanged, the resulting quantization error must be propagated to the succeeding
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3frames. It turns out that this can be performed in the compressed domain aswell. Chang and Messerschmidt [1] have developed a system for compositingmultiple video streams into a single video stream. As a part of this work, theyhave developed a technique that can be applied to error propagation problem.In motion compensation, a spatial domain block from a previous frame isselected to be used as the prediction for a block in the current frame. It shouldbe noted that this block can come from anywhere in the previous frame anddoes not need to be aligned to the DCT grid used for encoding the currentframe. Chang and Messerschmidt noted that the prediction information for aDCT block in current frame can have contributions from at most four blocksin the previous frame. Using this observation, they proposed decomposing themotion compensation problem into upto four identical subproblems. Each DCTblock in the previous frame, that contributed to the prediction is multipliedin the spatial domain by a binary mask that selects the subset of pixels whichcontribute to the prediction. However, these pixels may not be located in thecorrect portion of the DCT block. To remedy this, the selected pixels areshifted to the appropriate location. Lastly, the contributions from each of thefour contributing blocks are summed up to form the prediction.Their main contribution was to describe a method of e�ciently implement-ing the process directly on the transformed domain data. In the transformeddomain, the extraction and shifting process can be performed using matrix mul-tiplications.DCT (B0) = 4Xi=1DCT (Hi1) �DCT (Bi) �DCT (Hi2) (4)where B0 is the predicted block in the current frame, the Bi, are blocks in theprevious frame which contribute to the prediction, Hi1 is a constant matrixwhich depends on the number of columns that need need to be extracted fromblock Bi, and Hi2 is constant matrix which depends on the number of roes thatneed to be extracted from block Bi. Since the H matrices are constant, they canbe precomputed. This reduces the worst case complexity of transform domainmotion compensation operation to two matrix multiplication.In Figure 2 an architecture that can perform the rate conversion processand take into account requantization error is presented. The input bitstream is�rst converted into the compressed domain representation. Then the quantizedDCT coe�cients are multiplied by the input Mquant value to generate theirreconstructed values. Since the same quantization matrix is used throughoutthis process, it can be ignored during the requantization process. The requan-tization error from previous frame is now added to this value. This quantityis now requantized using value of Mquant that is based on the output rateconstraints. The requantized DCT coe�cients and the new value of Mquantare transmitted. Next, the requantization error is computed by di�erencing theerror corrected quantized DCT coe�cients and its requantized value. This error
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Figure 2: Rate Conversion Architecture for Motion Compensated Coders
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5is now stored in a compressed domain bu�er for future use. When it is required,the method of Chen and Messerschmidt is used to motion compensate it in thetransform domain. It should be noted that no DCTs are required to performthe rate conversion operation.Once the data has been requantized and error propagation accounted for,the bitstream must be reassembled. As a part of this operation, some of thecontrol parameters may need to be recomputed. For example, MPEG sends abu�er fullness value for each frame.The computational complexity of this approach is quite moderate. An im-plementation of this approach for intra coded data can run in real-time on a 50MIPS class processor for data rates of upto 3 megabits per second. The full im-plementation, which includes the transform domain motion compensation runsat about 20 frames per second for normal Group of Picture con�gurations for 1megabit per second MPEG-I video streams on the same processor.3 Optimality of Requantization ProcessIn the previous section it was shown that the requantization process can beperformed e�ciently in the transform domain. It does not address the problemof optimality of this process. The optimal requantization of a DCT coe�cientwould result in the requantization coe�cients having the same value as if ithad been quantized directly from the original input data. This is shown inFigure 3. The upper path illustrates the direct encoding of video material todesired channel constrains. The lower path shows the type of system beingconsidered here. The input video is initially quantized with �ner step sizes thanthose used for the �nal output. This version is stored and at some later time, thequality is reduced to that represented by the coarse quantization. This processcan be viewed as a successive coarsening, since information can only be lost viathe requantization process.In order to establish the conditions under which optimal requantization canbe performed, examine Figure 4. Optimality occurs whenever the unquantizeddata and its representation level when quantized with the �ne quantizer, bothget mapped to the same representation level in the coarse quantizer. Form this�gure, it is clear that no requantization error occurs whenever the entire quanti-zation cell of the �ne quantizer is completely contained in the quantization cellof the coarse quantizer. For this situation to occur in general, all of the decisionboundaries of the coarse quantizer must match up with decision boundaries fromthe �ne quantizer. Note that some decision boundaries from the �ne quantizerwill not be matched.If these conditions are not satis�ed, the requantization process is not optimaland additional error is introduced. This is illustrated in Figure 5. In this case,the unquantized data and its representation level using the �ne quantizer fallon di�erent sides of decision boundary of the coarse quantizer. This will occur
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7whenever a quantization cell from the �ne quantizer straddles a decision bound-ary of the coarse quantizer. This leads the requantization process to generate adi�erent representation level for the coarse quantizer than would be generatedby direct quantization of the original data. Since in the �ne quantization pro-cess the exact value of the original data is lost, it only possible to estimate themagnitude of the error that is introduced. From Figure 5, it can easily be seenthat the minimum error is equal to �coarse=2, where �coarse is the step size ofthe coarse quantizer, and the maximum depends on the di�erence between thedecision boundaries of the coarse and �ne quantizers.Now that the conditions for optimal requantization and bounds on the re-quantization errors are known, the last question that remains is how to controlthe requantization process so as to minimize requantization error while mini-mizing perceived quality variation in the output video stream. Ramchandran,Ortega, and Vetterli [5] have recently introduced an optimization algorithm thatcan be applied to this problem. They propose an operational rate-distortion ap-proach to formulating the rate control problem. This allows the use of discreteoptimization under constraints to be used to solve it.A straight forward extension of this framework can also be used to simulta-neously meet the output rate constraint, and minimize both requantization errorand perceived quality variations. The constraint on minimizing quantization er-ror in their formulation is replaced by a constraint on minimizing requantizationerror. Using only this constraint has the potential to introduce drastic qualityvariations though. Since conditions exist under which the requantization erroris zero, the optimization could produce no requantization error by switchingback and forth between several quantizers with vastly di�erent step sizes. Thiscan lead to perceptible quality variation within a video sequence that wouldnot occur if direct quantization were used. This can be remedied by introduc-ing another constraint which encourages quantizer step size to vary smoothlyacross an image. For conditions where small rate adjustments are required, thisconstraint will allow for smooth changes in output image quality at the cost ofintroducing some requantization error.4 ConclusionsThis paper has presented an approach to adjusting the output bit-rate of apreviously compressed video bitstream in an e�cient manner. In addition theexpressions for requantization error were developed and an algorithm for per-forming optimal assignment of Mquant has been presented.These techniques are not limited to just the ATM leaky bucket channel,but can be applied to any type of rate conversion situation. Other applicationsinclude variable to constant bit-rate conversion and rate reduction of constantbit-rate streams. In addition, since the rate conversion can be done inexpen-sively, it opens up the possibility of using feedback information of channel to
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8control the transmission bit-rate. Currently if congestion occurs in packet net-works, bits are dropped in transmission. This can result in suboptimal videoquality at the receiver. Recently several approaches on how such networks cangenerate a feedback signal to the transmitter have been proposed [3] [2]. Suchfeedback in conjunction with the rate conversion technology can help reducenetwork congestion and minimize the probability of packet loss.Finally, the same techniques can be used to solve the commercial insertionproblem. This is a typical problem in broadcast television applications where alocal broadcaster wants to add a locally generated commercial into a nationalprogram feed. In this problem, a second video stream must replace a portionof current one. For this to occur seamlessly, the bu�er occupancy constraint ofthe current stream must be met. This can be done by switching between thenational feed and the local commercial at the appropriate time (at a Group OfPictures boundary), and passing the resulting stream through the rate conver-sion apparatus. The rate converter will ensure the output bitstream is valid andof maximal quality. When the commercial has completed, another switch backto the national feed is executed.5 ReferencesReferences[1] S. F. Chang and D. E. Messerschmidt. Manipulation and compositing ofMC-DCT compressed video. IEEE Journal on Selected Areas of Communi-cations, 13(1):1{11, January 1995.[2] H. Kanakia, P. P. Mishra, and A. R. Reibman. An adaptive congestion con-trol scheme for real-time packet video transport. Computer CommunicationReview, 23:20{31, October 1993.[3] S. Keshav. A control-theoretic approach to 
ow control. In Proceedings ofSIGCOMM, pages 3{15, Zurich Switzerland, September 1991. ACM.[4] D. G. Morrison, M. E. Nilsson, and Ghanbari M. Reduction of the bit-rateof compressed video while in its coded form. In Proceedings of the SixthInternational Workshop on Packet Video, September 1994.[5] K. Ramchandran, A. Ortega, and M. Vetterli. Bit allocation for dependentquantization with applications to multiresolution and MPEG coders. IEEETransactions on Image Processing, 3(5):533{545, September 1994.[6] A. R. Reibman and B. G. Haskell. Constraints on variable bit-rate videofor ATM networks. IEEE Transactions on Circuits and Systems for VideoTechnology, 2(4):361{372, December 1992.
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