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MPEG ENCODING AND DECODING 
SYSTEM FOR MULTIMEDIA APPLICATIONS 

TECHNICAL FIELD 

The present invention relates to Signal processing, and 
more particularly, to a multimedia compression and decom 
pression System that complies with the International Orga 
nization for Standardization (ISO)/International Electro 
technical Commission (IEC) Motion Picture Expert Group 
(MPEG) specifications. 

BACKGROUND ART 

Data compression may be provided in data processing 
Systems to reduce the time of data transmission in commu 
nication links, or to transmit broad-bandwidth signals via 
narrow-bandwidth communication channels. Also, data 
compression may be used to increase the quantity of data 
that can be stored in a given Space, or to decrease the Space 
needed to Store a given quantity of data. 

The MPEG standards define a compression and decom 
pression algorithm for motion-picture Video Services. One 
example of Such a Service is video on demand, wherein a 
Subscriber interacts with a remote Video Storage to request 
the presentation of a particular movie or Video program on 
the Subscriber's TV set. Due to video compression, motion 
picture images can be sent over a communication channel 
using only a fraction of conventional television channel. AS 
a result, many more video channels can be carried over a 
given communication medium, Such as television cable 
media. Moreover, conventional telephone links are enabled 
to deliver broad-bandwidth television signals. 

In the MPEG algorithm, each frame of a motion-picture 
Video is defined either independently, or as a change from a 
previously and/or future displayed frame. A video Scene may 
be described by a single independent frame (I-frame) which 
shows the entire Scene as it initially appears, followed by a 
long Series of change frames (P-frames and/or B-frames) 
that describe the changes in the scene. Thus, the MPEG 
Video compression technique eliminates the redundant trans 
mission of unchanging elements of the Scene. 

Referring to FIG. 1 of the drawings, a conventional 
MPEG video compression/decompression system 10 com 
prises an image Source 12, for example a Video camera, or 
a Video Service Storage for Storing a motion-picture Video. 
An MPEG encoder compresses image data from the image 
Source 12 in accordance with the MPEG compression algo 
rithm. The compressed image data are Supplied to Video 
service media 16, for example, to a TV cable or a telephone 
System for transmitting to a remote user. Alternatively, the 
compressed image data may be loaded into a local video 
Storage for further retrieval by a local or remote user. An 
MPEG decoder 18 decompresses the compressed image data 
in accordance with the MPEG decompression algorithm, 
and Supplies them to a video or TV monitor 20 that displays 
the received image. 

The MPEG algorithm is defined in the following speci 
fications: ISO/IEC 11172, November 1991 (MPEG 1), and 
ISO/IEC 13818, March 1995 (MPEG 2). As for MPEG-1, it 
handles a complete image to be displayed defined as a frame. 
The size of the frame is Set equal to 22 macroblockS 
horizontally by 16 macroblocks vertically, where 1 macrob 
lock composed of 6 blocks of image, among which 4 blockS 
represent luminance and 2 blockS represent chrominance. 
Each block of image contains 8x8 picture elements (pixels). 
A typical implementation of MPEG system allows only 

image data to be compressed. No compression of graphics or 
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2 
text data associated with image is possible. Moreover, the 
conventional MPEG encoder manipulates only fixed-size 
frames representing a complete picture, even if only a 
portion of the picture is to be displayed. To accommodate the 
complete frame data, an intermediate buffer memory is 
required between the MPEG decoder and the image display. 
AS a result of the intermediate data Storage, the data delivery 
rate of the MPEG system is substantially reduced. 

Therefore, it would be desirable to provide an MPEG 
encoding and decoding System that can handle multimedia 
data including graphics and text data as well as image data. 

Also, it would be desirable to enable the MPEG encoding 
and decoding System controlled by an application program, 
to adaptively manipulate variable-size data So as to eliminate 
the need for intermediate data Storage and hence increase 
MPEG data delivery rate. 

DISCLOSURE OF THE INVENTION 

Accordingly, one advantage of the invention is in provid 
ing an MPEG encoding and decoding System that allows 
multimedia data, including image, graphics and text data, to 
be compressed. 

Another advantage of the invention is in providing an 
MPEG encoding and decoding System able to manipulate 
multimedia data arranged in variable-size blockS. 

Further advantage of the invention is in providing an 
MPEG encoding and decoding System that uses no interme 
diate data buffering between a decoder and a display. 

Another advantage of the invention is in increasing the 
data delivery rate of an MPEG encoding and decoding 
System. 
The above and other advantages of the invention are 

achieved, at least in part, by providing a System for encoding 
and decoding multimedia data, including image, graphics 
and text data that comprises an encoder for compressing the 
multimedia data. A central processor controls the encoder So 
as to arrange the multimedia data compressed by the encoder 
in a block of a variable size. The block of the compressed 
data may be Stored in a texture buffer. A decoder reads the 
data block from the buffer and decompresses it. 

In accordance with a preferred embodiment of the 
invention, the encoder and the decoder provide data com 
pression and decompression using the Motion Picture Expert 
Group (MPEG) algorithm. 

In accordance with one aspect of the invention, the 
encoder comprises an address generator for generating 
address data to store the data block in the texture buffer. The 
address generator is responsive to a data Size command from 
the central processor that indicates the Size of the data block. 
The address generator is further responsive to a data type 
command from the central processor that indicates the type 
of the multimedia data compressed by the encoder. Separate 
image, graphics and text address outputs mat be provided to 
Store the image, graphics and text data, respectively, in the 
texture buffer. 

In accordance with another aspect of the invention, the 
decoder comprises an address generator for generating 
address data to read the data block from the texture buffer. 
The decoding address generator is responsive to the data Size 
and data type commands from the central processor. Sepa 
rate image, graphics and text address outputs may be 
arranged to indicate addresses for reading the image, graph 
ics and text data, respectively, from the texture buffer. 
The encoding and decoding System may comprise com 

pression and decompression pipelines composed of units for 
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carrying out Sequences of encoding and decoding Steps 
defined by the MPEG algorithm. Finite state machines are 
controlled by the central processor to enable various encod 
ing units and various decoding units to operate Simulta 
neously. 

In accordance with a method of the present invention, the 
following StepS are carried out: 

inputting image, graphics and text data to be compressed, 
compressing by an encoder the image, graphics and text 

data in accordance with an MPEG compression 
algorithm, 

controlling the encoder So as to write into a buffer the 
compressed image, graphics and text data arranged in 
blocks of variable sizes, 

reading by a decoder the compressed image, graphics and 
text data from the buffer, 

controlling the decoder so as to read from the buffer the 
blocks of variable sizes, and 

decompressing the read image, graphics and text data in 
accordance with an MPEG decompression algorithm. 

Still other objects and advantages of the present invention 
will become readily apparent to those skilled in this art from 
the following detailed description, wherein only the pre 
ferred embodiment of the invention is shown and described, 
simply by way of illustration of the best mode contemplated 
of carrying out the invention. AS will be realized, the 
invention is capable of other and different embodiments, and 
its Several details are capable of modifications in various 
obvious respects, all without departing from the invention. 
Accordingly, the drawings and description are to be regarded 
as illustrative in nature, and not as restrictive. 

BRIEF DESCRIPTION OF DRAWINGS 

FIG. 1 is a block-diagram of a conventional MPEG 
encoding and decoding System. 

FIG. 2 is a block-diagram of an MPEG encoding and 
decoding System of the present invention. 

FIG. 3 is a diagram illustrating implementation of the 
present invention in a personal computer. 

FIG. 4 is a block-diagram of the MPEG encoder shown in 
FIG. 3. 

FIG. 5 is a block-diagram of the MPEG decoder shown in 
FIG. 3. 

FIG. 6 is a Schematic diagram illustrating implementation 
of the present invention in a Video-on-demand System. 

BEST MODE FOR CARRYING OUT THE 
INVENTION 

Although the invention has general applicability in the 
field of data encoding and decoding, the best mode for 
practicing the invention is based in part on the realization of 
a data compression and decompression System that complies 
with the MPEG standards. 

Reference is now made to FIG. 2 of the drawings showing 
an MPEG encoding and decoding system 30 that handles 
multimedia data Supplied by image, graphics and text 
Sources 32, 34 and 36, respectively. A MPEG encoder 38 
compresses the Supplied multimedia data in accordance with 
the well known MPEG compression algorithm. The com 
pressed multimedia data may be loaded into a data Storage 
40 or Supplied through a communication channel to a remote 
user. An MPEG decoder 42 decompresses the compressed 
video data in accordance with the well known MPEG 
decompression algorithm, and Supplies them to a multime 
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4 
dia monitor 44 that displays the decompressed image, graph 
ics and text data. The MPEG encoding and decoding system 
of the present invention may be used for handling multime 
dia data in a personal computer, for Supplying remote users 
with multimedia data from a central location, or for other 
applications that require a Substantial amount of multimedia 
data to be processed. 

Referring to FIG. 3, an MPEG encoding and decoding 
System 50 in a personal computer may have three input 
Sources of data: an image Source 52, a graphics Source 54 
and a text Source 56. For example, the image Source 52 may 
comprise a video camera and an analog-to-digital converter 
that digitizes an image produced by the Video camera. The 
graphics Source 54 and the text Source 56 may be repre 
Sented by communication links that carry graphics and text 
data. Alternatively, graphics and text data may be produced 
by graphics and text generators. 
A central processing unit (CPU) 58 of the personal 

computer Supplies an input multiplexer 60 with a command 
that defines a type of data to be input. The type of data 
command generated to input image, graphics or text data is 
defined by an application program run by the personal 
computer. One of the input data sources 52, 54 or 56 at a 
time may be Selected. The image, graphics and text data are 
Supplied as a pixel Stream. One pixel of the Selected data at 
a time is provided at the output of the multiplexer 60. A 
frame grabber 62 captures the Selected data and loads them 
into a frame buffer 64 having the Storage capacity Sufficient 
to store one frame. For example, in the NTSC system, one 
frame of pre-processed MPEG-1 pictures contains 352x240 
pixels. Each pixel is represented by up to three bytes. Thus, 
in the NTSC system, the frame buffer 64 should be capable 
of storing maximum 352x240x3=253,440 bytes. 

In response to an encoding command Supplied from the 
CPU 58 through a system bus 66, an MPEG encoder 68 
reads a data frame from the frame buffer 64 to compress the 
captured multimedia data. For example, a PCI bus may be 
used as the system bus 66. The MPEG encoder 68, described 
in more detail later, compresses the original pixel Stream at 
about a 20 to 50 compression ratio. In accordance with the 
MPEG Specification, an image is represented by an I-frame 
corresponding to a complete picture to be displayed. 
However, complete picture data are not required for Some 
applications, for example, when only a portion of a picture 
is requested to be displayed. Accordingly, the encoder 68 is 
controlled by the CPU 58 to output a variable-size data block 
representing a fraction of the complete frame. The Size of the 
data block is set by the CPU 58 and may vary from one 
macroblock to one complete frame (22x16 macroblocks for 
MPEG-1). The compressed image, graphics and text data are 
placed into a texture buffer 70 that may comprise separate 
Sections for Storing different types of data. AS the System 
provides the compression of graphics and text data, together 
with the compression of image data, the Storage capacity of 
the texture buffer 70 may be substantially reduced compared 
with a conventional personal computer. When a request for 
the Stored multimedia data is received, for example, to 
display the data on a monitor 72, the CPU 58 issues a 
decoding command Supplied via the System buS 66 to an 
MPEG decoder 74. In its command, the CPU 58 indicates 
the required type of data and the size of data block to be 
decoded. The MPEG decoder 74 reads the selected type of 
data from the texture buffer 70 in blocks of the selected size, 
and provides data decompression in accordance with the 
MPEG algorithm. The structure and operation of the decoder 
74 are described in more detail later. 
The decoded data block from the MPEG decoder 74 is 

Supplied to a graphics engine 76 that manipulates the 
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multimedia data to be displayed. If the graphics engine 76 
has a direct interface with the MPEG decoder 74, the 
decoded data may be Supplied directly to the graphics engine 
76. Alternatively, the MPEG decoder 74 may transfer the 
decoded data to the graphics engine 76 via the System bus 
66. A multiplexer 78 is provided at the input of the graphics 
engine 76 to accommodate a direct input from the MPEG 
decoder 74 and an input from the system bus 66. 

Moreover, the graphics engine 76 has a non-compressed 
data input/output port 80 for receiving non-compressed 
graphics and text data from the System buS 66, and for 
Supplying the System buS 66 with non-compressed graphics 
and image data. For example, the graphics engine 76 may 
receive non-compressed graphics and text data from internal 
Sources in the personal computer, Such as graphics and text 
generators. The received non-compressed data may be 
loaded into the texture buffer 70, and used by the graphics 
engine 76 for forming a picture on the monitor 72. 

The graphics engine 76 is a graphics controller that 
provides a wide range of graphics operations to form a 
desired picture on the monitor 72, based on the decoded 
multimedia data supplied by the MPEG decoder 74 and the 
data stored in the texture buffer 70. For example, the 
graphics engine 76 may mix graphics, text and image data 
to create a combined picture on the Screen of the monitor 72, 
or it may form a displayed image overlaid with a text or 
graphics. An 8514/8 Graphics Processor manufactured by 
the IBM Corporation is an example of the graphics engine 
76. The picture formed by the graphics engine 76 is dis 
played by the monitor 72. 

The MPEG decoder 74 outputs decoded data arranged in 
blocks of Selected variable sizes. AS discussed above, the 
size of the data block is set by the CPU 58 and may vary 
from one macroblock to one frame. Therefore, no interme 
diate buffering is required between the MPEG decoder 74 
and the graphics engine 76 to Store data to be displayed on 
the monitor 72. As a result, the data delivery rate of the 
MPEG system increases. By contrast, in a conventional 
MPEG system, a 4M-bit dynamic random access memory 
(DRAM) is required between an image decoder and a 
graphics controller, because the image decoder may outputs 
a complete MPEG-1 I-frame containing 22x16 macrob 
lockS. 

Referring to FIG. 4, the MPEG encoder 68 comprises an 
interface 102 that allows the encoder 68 to communicate 
with other units of the MPEG system 50. In particular, the 
interface 102 receives the original stream of pixels from the 
frame buffer 64 and transmits the compressed data to the 
texture buffer 70. The CPU 58 supplies the interface 102 
with a timing control signal to time events that occur during 
the operation of the encoder 68. Also, the CPU 58 sends to 
the interface 102 data type and data size commands. The 
data type command indicates what type of data (image, 
graphics or text data) is represented by the received original 
Stream. The data Size command indicates the size of the 
compressed data block to be output to the texture buffer. As 
discussed above, for Some applications, only a portion of a 
frame is required to be displayed or transmitted. Although 
the encoder 68 compresses a complete frame received from 
the frame buffer 64, it outputs only the required portion of 
the frame. The size of the data block supplied by the encoder 
68 to the texture buffer 70 may vary from one macroblock 
to 22x16 macroblocks, depending on Specific applications. 

Via the interface 102, the original stream of pixels is 
Supplied to a MPEG compression pipeline composed of a 
construction circuit 104, a discrete cosine transform (DCT) 
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6 
circuit 106, a quantizer 108, a zigzag encoder 110 and a 
variable length coder (VLC) 112. The operations carried out 
by the compression pipeline units are defined by the MPEG 
Standards. In particular, the construction circuit 104 elimi 
nates the temporal redundancy of the original Stream by 
removing identical pixels in the stream. The DCT circuit 106 
removes the Spatial redundancy of the data by transforming 
the data into a matrix of DCT coefficients defined by the 
MPEG specification. The DCT matrix values represent 
intraframes that correspond to reference frames. The quan 
tizer 108 divides the DCT values by a corresponding value 
from a standard MPEG Q-matrix to generate quantized DCT 
values. The remainder from the division process is discarded 
to reduce the size of data. The ZigZag encoder 110 arranges 
the quantized set of DCT values in the order of a space filling 
ZigZag curve representing a long run. The VLC 112 provides 
Statistical encoding of the long run data in accordance with 
the Huffman Run-Length Coding Algorithm. 
A control finite state machine (FSM) 114 controls the 

compression pipeline to enable various encoding units to 
operate simultaneously. The FSM 114 receives commands 
from the CPU 58 via the interface 102 to start encoding steps 
carried out by various units of the compression pipeline. 

Via the interface 102, the compressed data from the 
compression pipeline are supplied to the texture buffer 70. A 
buffer address generator 116 provides the texture buffer 70 
with address information required to Store the compressed 
data, based on the data type and data Size information from 
the interface 102. For example, the texture buffer 70 may 
comprise Separate Sections for Storing image, graphics and 
text data. At its first output, the buffer address generator 116 
may provide address data for Storing compressed image data 
in the image section of the texture buffer 70. The second 
output of the address generator 116 may indicate address 
data for Storing compressed graphics data in the graphics 
section of the texture buffer 70. Finally, the third output of 
the address generator 116 may provide address data for 
Storing compressed text data in the text Section of the texture 
buffer 70. A multiplexer 118 is coupled to the outputs of the 
address generator 116 to supply the texture buffer 70 with 
the address data corresponding to the type of compressed 
data at the output of the encoder 68. Alternatively, the image, 
graphics and text data may be stored in various locations of 
the same Storage area. In this case, the address generator 116 
provides addresses of locations for Storing image, graphics 
and text data. As discussed above, the MPEG encoder 68 
outputs a variable-size block of compressed data corre 
sponding to a required portion of a frame. 

Reference is now made to FIG. 5 showing the MPEG 
decoder 74 that decompresses the image graphics and text 
data compressed by the MPEG encoder 68. In response to a 
decoding command from the CPU 58, the compressed data 
are supplied to an interface 142 that enables the decoder 74 
to receive an encoded bitstream from the texture buffer 70, 
and to transfer decoded data to the graphics engine 76. The 
CPU 58 Supplies the interface 102 with a timing control 
Signal to time decoding events that occur during the opera 
tion of the decoder 74. Also, the CPU 58 sends to the 
interface 142 the data type and data Size commands that 
indicate what type of data is being decoded, and the size of 
the data block to be read from the texture buffer. The size of 
the data block read by the decoder 74 from the texture buffer 
70 may vary from one macroblock to 22x16 macroblocks. 
The interface 142 supplies a buffer address generator 144 

with the data type and data Size information to calculate 
addresses for reading required compressed data blocks from 
the texture buffer 70. For example, at its first output, the 
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address generator 144 may indicate image data addresses in 
the image section of the texture buffer 70. The second output 
of the address generator 144 may indicate graphics data 
addresses in the graphics section of the texture buffer 70. At 
its third output, the address generator 144 may indicate text 
data addresses in the text section of the texture buffer 70. If 
the image, graphics and text data are Stored in the same 
storage area of the texture buffer 70, the address generator 
144 provides addresses of locations where different types of 
data are Stored. A multiplexer 146 is coupled to the outputs 
of the address generator 146 to Select the addresses corre 
sponding to a type of data being decoded. 

The interface 142 reads from the texture buffer a data 
block of prescribed type and size, and Sends it to a decom 
pression pipeline composed of a variable length decoder 
(VLD) 148, a zigzag decoder 150, an inverse quantizer 152, 
an inverse discrete cosine transform (IDCT) circuit 154, and 
a reconstruction circuit 156. The operations of each decod 
ing unit in the decoding pipeline are defined by the MPEG 
decompression specification. The VLD 148 decodes the 
incoming data in accordance with the Huffman Run-Length 
Decoding Algorithm. The ZigZag decoder 150 generates the 
quantized DCT coefficients multiplied at the inverse quan 
tizer 152 by the Q matrix table values in a process inverse 
to the compression process. At the IDCT circuit 154, the 
inverse transform of the discrete cosine transform is derived, 
and the output data in the Spacial domain are Supplied to the 
reconstruction circuit 156 to reconstruct the original data. In 
response to CPU instructions, a control finite State machine 
(FSM) 158 controls the decoding pipeline to enable various 
decodingunits to operate Simultaneously. 

The decompression pipeline Supplies the decompressed 
data to graphics bus controller 160 that dispatches them to 
the graphics engine 76. If the graphics engine 76 is provided 
with a direct interface that enables it to communicate with 
the MPEG decoder 68, the graphics bus controller 160 sends 
the decompressed data to the interface 142 that Supplies 
them directly to the graphics engine 76 via the multiplexer 
78. If no direct decoding interface is available in the 
graphics engine 76, the graphics bus controller 160 may 
provide an interface with the system bus 66 to send the 
decompressed data through the System bus 66. 
As the MPEG decoder 74 is able to read a data block 

having a variable size defined by the CPU 58, no interme 
diate data buffering is required between the MPEG decoder 
and the graphics engine. 

Reference is now made to FIG. 6 of the drawings sche 
matically showing application of the multimedia encoding 
and decoding System of the present invention to a Video 
on-demand Service. At a central location, for example, in a 
cable TV Station, image, graphics and text data from a 
multimedia data source 202 are compressed by a MPEG 
encoder 204 in accordance with the MPEG standards. The 
compressed data may be Stored in an encoded multimedia 
Storage 206. The data compression proceSS may be con 
trolled by a CPU 208. 

The central location is connected via TV cables or tele 
phone lines to a plurality of peripheral locations 210. Each 
of the peripheral locations 210 is equipped with an MPEG 
decoder 212, and with a personal computer (PC) 214 capable 
of presenting multimedia information. When a user at one of 
the peripheral locations 208 sends a request for the multi 
media data stored in the multimedia storage 206, the CPU 
208 enables the MPEG decoder 212 associated with the user 
to read the requested data from the storage 206. Based on the 
user request, the CPU208 provides the MPEG decoder 212 
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8 
with data type and data Size information to allow various 
types of data arranged in variable-size blocks to be read. 
Alternatively, the data type and data Size information may be 
supplied by the PC 214. The MPEG decoder 212 decom 
presses the compressed image, graphics and text data, and 
Supplies them to the PC 214 for displaying. AS the encoding/ 
decoding System of the present invention allows data blockS 
of variable size to be output from the MPEG decoder, no 
additional data Storage at the peripheral location is required 
to buffer multimedia data before displaying. Moreover, the 
data delivery rate of the Video-on-demand System Substan 
tially increases compared to conventional Systems. 

There accordingly has been described a multimedia data 
encoding and decoding System that allows various types of 
data arranged in variable-size blocks to be compressed and 
decompressed in accordance with the MPEG specifications. 
Frames of image, graphics and text data are Supplied to the 
frame buffer. In response to an encoding command from the 
CPU, the MPEG encoder compresses the data from the 
frame buffer, and outputs to the texture buffer a variable-size 
data block that corresponds to the frame portion to be 
displayed. The size of the data block is set by the CPU, and 
may vary from one macroblock to 22x16 macroblocks (one 
MPEG-1 frame). The MPEG decoder reads the variable-size 
data block from the texture buffer, decompresses it and 
Supplies to the graphics engine that manipulates various type 
of data to create a picture to be displayed at a video monitor. 
AS the multimedia data encoding and decoding System of 

the present invention is able to control the Size of data 
blocks, no intermediate data buffering is required between 
the MPEG decoder and the graphics engine. As a result, the 
data delivery rate of the System increases. 

In this disclosure, there are shown and described only the 
preferred embodiments of the invention, but it is to be 
understood that the invention is capable of changes and 
modifications within the Scope of the inventive concept as 
expressed herein. 
We claim: 
1. A System for encoding and decoding multimedia data, 

including image and at least one of graphics and text data, 
comprising: 

an encoder for compressing the multimedia data, 
a central processor coupled to Said encoder for arranging 

the multimedia data compressed by Said encoder in a 
block of variable size, 

a decoder for decompressing the compressed multimedia 
data of variable block size, and 

a texture buffer coupled to Said encoder for Storing the 
block of the multimedia data compressed by Said 
encoder, 

wherein Said encoder comprises an address generator 
responsive to a data Size command from the central 
processor indicating the Size of the block, for generat 
ing address data for Storing the block in the texture 
buffer. 

2. The System of claim 1, wherein Said encoder and Said 
decoder provide compression and decompression in accor 
dance with a Motion Picture Expert Group (MPEG) algo 
rithm. 

3. The System of claim 1, wherein Said address generator 
is further responsive to a data type command from the 
central processor indicating a type of the multimedia data 
compressed by the encoder. 

4. The System of claim 3, wherein Said address generator 
provides Separate image, graphics and text address outputs 
for indicating addresses for Storing the image, graphics and 
text data, respectively, in the texture buffer. 

Cisco Systems, Inc., IPR2018-01384, Ex. 1013, p. 10 of 12



5,845,083 
9 

5. The system of claim 1, wherein said texture buffer 
further Stores non-compressed data. 

6. The System of claim 5, further comprising a graphics 
engine for manipulating the multimedia data decompressed 
by Said decoder and the non-compressed data Stored in Said 
texture buffer, to form a picture to be displayed. 

7. The System of claim 6, wherein Said graphics engine is 
provided with an input multiplexer for receiving the multi 
media data directly from Said decoder, and for receiving the 
multimedia data through a System bus. 

8. A System for encoding and decoding multimedia data, 
including image and at least one of graphics and text data, 
comprising: 

an encoder for compressing the multimedia data, 
a central processor coupled to Said encoder for arranging 

the multimedia data compressed by Said encoder in a 
block of variable size, 

a decoder for decompressing the compressed multimedia 
data of variable block size, and 

a texture buffer coupled to Said encoder for Storing the 
block of the multimedia data compressed by Said 
encoder, 

wherein Said decoder comprises an address generator 
responsive to a data Size command from the central 
processor indicating the Size of the block, for generat 
ing address data for reading the block from the texture 
buffer. 

9. The system of claim 8, wherein said address generator 
is further responsive to a data type command from the 
central processor indicating a type of the multimedia data to 
be read by the decoder. 

10. The System of claim 9, wherein Said address generator 
provides Separate image, graphics and text address outputs 
for indicating addresses for reading the image, graphics and 
text data, respectively, from the texture buffer. 

11. A System for encoding and decoding multimedia data, 
including image and at least one of graphics and text data, 
comprising: 

an encoder for compressing the multimedia data, 
a central processor coupled to Said encoder for arranging 

the multimedia data compressed by Said encoder in a 
block of variable size, and 

a decoder for decompressing the compressed multimedia 
data of variable block size, 

Said encoder and Said decoder providing compression and 
decompression in accordance with a Motion Picture 
Expert Group (MPEG) algorithm, 

wherein Said encoder comprises: 
a compression pipeline composed of encoding units for 

carrying out a Sequence of encoding Steps defined by 
the MPEG compression algorithm, and 

a finite State machine responsive to Said central pro 
cessor for controlling Said compression pipeline So 
as to enable various encoding units to operate Simul 
taneously. 

12. A System for encoding and decoding multimedia data, 
including image and at least one of graphics and text data, 
comprising: 

an encoder for compressing the multimedia data, 
a central processor coupled to Said encoder for arranging 

the multimedia data compressed by Said encoder in a 
block of variable size, and 

a decoder for decompressing the compressed multimedia 
data of variable block size, 
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Said encoder and Said decoder providing compression and 

decompression in accordance with a Motion Picture 
Expert Group (MPEG) algorithm, 

wherein Said decoder comprises: 
a decompression pipeline composed of decoding units 

for carrying out a Sequence of decoding Steps defined 
by the MPEG decompression algorithm, and 

a finite State machine responsive to Said central pro 
cessor for controlling Said decompression pipeline SO 
as to enable various decoding units to operate Simul 
taneously. 

13. An MPEG system for compressing multimedia data 
comprising: 

a central processor for controlling a compression process, 
a multimedia data Selector coupled to Sources of image, 

graphics and text data, and responsive to Said central 
processor for inputting the image, graphics and text 
data to be compressed, 

an encoder responsive to Said Selector for compressing the 
image, graphics and text data in accordance with an 
MPEG compression algorithm, and 

a texture buffer responsive to Said encoder for receiving 
blocks of the image, graphics and text data compressed 
by Said encoder, 

Said central processor controlling Said encoder to vary 
Sizes of the blockS Supplied by Said encoder. 

14. The system of claim 13, wherein said encoder com 
prises an address generator responsive to a data Size com 
mand from Said central processor indicating the sizes of the 
Supplied blocks, for generating address data for Storing the 
blocks of the image, graphics and text data in Said texture 
buffer. 

15. The system of claim 14, wherein said address gen 
erator is further Supplied with a type of data command from 
Said central processor to indicate whether the image, graph 
ics or text data are being compressed. 

16. The system of claim 15, wherein said address gen 
erator provides Separate address outputs for writing the 
image, graphics, and text data into Said texture buffer. 

17. An MPEG system for decompressing multimedia data 
comprising: 

a central processor for controlling a decompression 
proceSS, 

a texture buffer for storing variable-size blocks of com 
pressed image, graphics and text data, 

a decoder responsive to Said central processor for reading 
and decompressing the blocks of the image, graphics 
and text data Stored in the texture buffer in accordance 
with the MPEG decompression algorithm, and 

a multimedia monitor for displaying the image, graphics 
and text data decompressed by Said decoder, 

Said central processor controlling Said decoder to vary 
sizes of the blocks read by said decoder. 

18. The system of claim 17, wherein said decoder com 
prises an address generator responsive to a data Size com 
mand from Said central processor indicating the sizes of the 
read blocks, for generating address data for reading the 
blocks of the image, graphics and text data from Said texture 
buffer. 

19. The system of claim 18, wherein said address gen 
erator is further Supplied with a type of data command from 
Said central processor to indicate whether the image, graph 
ics or text data are being decompressed. 

20. The system of claim 19, wherein said address gen 
erator provides Separate address outputs for reading the 
image, graphics, and text data from Said texture buffer. 
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21. A method of compressing and decompressing multi 
media data, comprising the Steps of: 

receiving image, graphics and text data to be compressed, 
compressing the image, graphics and text data in accor 

dance with an MPEG compression algorithm, 
arranging the compressed image, graphics and text data 

into blocks of variable size, 
writing the blocks of variable size into a buffer, 
reading the blocks of variable size from the buffer, and 
decompressing the read image, graphics and text data in 

accordance with the MPEG decompression algorithm. 

1O 
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22. The method of claim 21, wherein said step of writing 

comprises forming addresses for writing the image, graphics 
and text data into the buffer based on a type of the data and 
the sizes of the blocks. 

23. The method of claim 21, wherein said step of reading 
comprises forming addresses for reading the image, graphics 
and text data from the buffer based on a type of the data and 
the sizes of the blocks. 
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