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(57) ABSTRACT 

A function is provided in a network system for the dynamic 
mirroring of network traffic for a variety of purposes includ­
ing the identification of characteristics of the traffic. Multiple 
criteria are established for when, what and where to mirror the 
traffic. The criteria include what frames of traffic to mirror, 
what portions of the selected frames to mirror, one or more 
portals through which to mirror the selected frames, a desti­
nation for the mirroring and the establishment of a mirror in a 
device to carry out the mirroring. The criteria may also 
include when to stop the mirroring. The mirroring instruc­
tions can be changed based on the detection of a triggering 
event, such as authentication, device type or status, ownership 
of an attached function attached to the device, flow status, but 
not limited to that. The function may be established in one or 
more devices of the network. 
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1 

DEVICE AND RELATED METHOD FOR 
DYNAMIC TRAFFIC MIRRORING 

CROSS REFERENCE TO RELATED 
APPLICATIONS 

This application is related to the following applications 
owned by a connnon assignee and all of which were filed on 
the same date as the present application. All are incorporated 
herein by reference. The related applications are identified by 
title and corresponding serial number as follows: A DEVICE 
AND RELATED METHOD FOR DYNAMIC TRAFFIC 
MIRRORING POLICY, Ser. No. 13/835,679, A DEVICE 
AND RELATED METHOD FOR ESTABLISHING NET­
WORK POLICY BASED ON APPLICATIONS, Ser. No. 
13/836,048, A DEVICE AND RELATED METHOD FOR 
APPLICATION IDENTIFICATION, Ser. No. 13/836,195,A 
SYSTEM AND RELATED METHOD FOR NETWORK 
MONITORING AND CONTROL BASED ON APPLICA­
TIONS, Ser. No. 13/836,371, and A DEVICE AND 
RELATED METHOD FOR SCORING APPLICATIONS 
RUNNING ON A NETWORK, Ser. No. 13/836,545. 

BACKGROUND OF THE INVENTION 

1. Field of the Invention 
The present invention relates to computer-based networks 

and their components. More particularly, the present inven­
tion relates to use, operation and control of the network. 

2. Description of the Prior Art 
Interconnected computing systems having some sort of 

commonality form the basis of a network. A network permits 
communication or signal exchange through packet forward­
ing among computing systems of a connnon group in some 
selectable way. The interconnection of those computing sys­
tems, as well as the devices that regulate and facilitate the 
exchange among the systems, represent a network. Further, 
networks may be interconnected together to establish inter­
networks. For purposes of the description of the present 
invention, the devices and functions that establish the inter­
connection represent the network infrastructure. The users, 
computing devices and the like that use that network infra­
structure to connnunicate are referred to herein as attached 
functions and will be further defined. The combination of the 

2 
network is restricted largely based on the identity of the user 
and/or the network attached functions. For the purpose of the 
description of the present invention, a "user" is a human being 
who interfaces via a computing device with the services asso-

5 ciated with a network. For further purposes of clarity, a "net­
work attached function" or an "attached function" may be a 
user connected to the network through a computing device 
and a network interface device, an attached device connected 
to the network, a function using the services of or providing 

10 services to the network, or an application associated with an 
attached device. Upon authentication or other form of confir­
mation of the offered attached function identity, the attached 
function may access network services at the level permitted 
for that identification. For purposes of the present description, 

15 "network services" include, but are not limited to, access, 
Quality of Service (QoS), bandwidth, priority, computer pro­
grams, computer applications, databases, files, and network 
and server control systems that attached functions may use or 
manipulate for the purpose of conducting the business of the 

20 enterprise employing the network as an enterprise asset. 
A network administrator grants particular permissions to 

particular attached functions by establishing network use 
policies which are enforced at various points in the network. 
A network policy is an action ( or nonaction) to be undertaken 

25 based on the existence or occurrence of a defined condition or 
event. An "event" for purposes of describing the present 
invention, is a detectable or discernible occurrence that may 
be considered to have an impact on network operations or 
performance. Events may be defined by the network admin-

30 istrator. Some events warrant the undertaking of an action to 
respond, address or otherwise account for those events. 
Events that warrant the undertaking of some action may be 
referred to herein as "triggers." Examples of events that may 
be trigger events include, but are not limited to, time outs, link 

35 changes up or down, link speed changes, user changes, device 
changes, device additions, network service changes, access 
device changes, location changes, Intrusion Detection Sys­
tem (IDS) or Firewall events, application access requests, 
priority change requests, protocol changes, the addition of a 

40 wireless access user, policy changes made, bandwidth 
changes, routing link changes, changes of monitored condi­
tions, local and remote policy changes and network system 
changes. More generally for purposes of the description of the 

attached functions and the network infrastructure will be 45 

present invention, a "trigger" is any detected or observed 
event, activity, occurrence, information or characteristic 
identified in a network system by the network administrator referred to as a network system. 

The process by which the various computing systems of a 
network or internetwork communicate is generally regulated 
by agreed-upon signal exchange standards and protocols 
embodied in network interface cards or circuitry and soft­
ware, firmware and microcoded algorithms. Such standards 
and protocols were borne out of the need and desire to provide 
interoperability among the array of computing systems avail­
able from a plurality of suppliers. Two organizations that have 
been responsible for signal exchange standardization are the 
Institute of Electrical and Electronic Engineers (IEEE) and 
the Internet Engineering Task Force (IETF). In particular, the 
IEEE standards for internetwork operability have been estab­
lished, or are in the process of being established, under the 
purview of the IEEE 802 connnittee on Local Area Networks 
(LAN s) and Metropolitan Area Networks (MAN s ). The IEEE 
standards include many well defined methods of wired, fiber 
optic and Radio Frequency (RF or wireless) methods of net­
work connnunications and are well known to those skilled in 
the art. 

Access to applications, files, databases, programs, and 
other capabilities associated with the entirety of a discrete 

as being of interest for the purpose of making a modification 
to an assigned set of policies. The types of triggers that define 
usage restrictions may be of any type of interest to the net-

50 work administrator. Network policies are generally directed 
to administration, management, and/or control of access to or 
usage of network services. A network policy may also be a 
policy abstraction that is the translation of one or more net­
work policies to a different level of abstraction. For example, 

55 multiple network use policies may be bundled into a higher­
level abstract network policy for ease of handling and nam­
ing; a network policy set is simply a policy composed of one 
or more policies. 

The network policies are typically defined in and regulated 
60 through a network policy server device of the network infra­

structure controlled by the administrator. The established 
policies are transmitted to network interface devices of the 
network infrastructure, referred to herein as packet forward­
ing devices, at a point of connection to an attached function. 

65 That connection point is referred to herein as a port of the 
packet forwarding device. As part of the authentication pro­
cess, a particular set of policies are established by the admin-
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istrator for that attached function. That is, the port at which 
that attached function is attached to the packet forwarding 
device is configured to effect those policies, often by install­
ing other policies or installing or enabling a set of rules for the 
policy. For example, QoS, bandwidth, and priority levels may 
be set at certain values for one identified attached function 
and at different levels for another attached function. 

A network session is the establishment of an association 
between an attached function and one or more network ser­
vices through the network infrastructure. The session 
includes a series of electronic signal exchanges referred to as 
packets and one or more packets to the same destination is 
typically referred to as a flow. It is to be understood that a 
network system may be embodied in the combination or 
interrelation between one or more attached functions and one 
or more network infrastructure devices. At the outset of a 
network session, often in relation to the authentication of the 
attached function seeking to initiate the session, an associa­
tion is created between the session and one or more network 
services, constrained by one or more network policies estab­
lished by the administrator through a network control man­
ager device such as the network policy server and carried out 
or enforced by one or more of the packet forwarding devices 
of the network infrastructure. 

4 
related information. Intrusion Detection Systems are used to 
monitor the traffic associated with network sessions in an 
effort to detect harmful activity. However, IDS functions nor­
mally only monitor traffic and analyze the traffic flow for 

5 harm, they do not analyze other information nor do they 
generate or enforce policies. They are designed to observe the 
packets, the state of the packets, and patterns of usage of the 
packets entering or within the network infrastructure for 
harmful behavior. There is some limited capability to respond 

1 o automatically to a detected intrusion including through intru­
sion prevention systems. However, these detection systems 
are configured to search for specific patterns of signals that 
represent harmful activity. The benefit of the IDS is depen­
dent on the effectiveness of the library of signatures used to 

15 detect harmful transmissions. 
IDSs frequently implement a signature language that 

includes functionality allowing a security analyst to describe 
harmful activity on the network. Such signature languages are 
fairly complex in order to deal with application layer encod-

20 ings, handle evasion techniques leveraged by attackers, 
reduce false positives and generally provide a reliable way to 
describe the characteristics of current network harm efforts. 
Applications that may be harmful to the network or at least 

Access to network services may be limited by conditions 25 

other than attached function user authentication. For 

that can slow down network processes that are not of suffi­
cient importance to the enterprise can be difficult to reliably 
characterize or "fingerprint" due to efforts to evade such 

example, an attached function seeking usage of a discrete 
network system through virtual private networking may be 
isolated from certain network services simply because private 
network entry is made through a public portal such as the 30 

internet. It is also understood that in certain settings offering 
wireless connectivity, network usage may be limited upon 
detection of attached function attempts to seek unauthorized 
access to specified restricted network services. However, 
these isolated efforts at network user control based on some- 35 

characterizations. Encrypted Bittorrent and Skype are 
examples of such applications that are difficult to fingerprint. 
It would be desirable to have a network function that can 
fingerprint applications in an effective manner. To the extent 
any IDS has some form of application detection functionality, 
it is limited to evaluating for malicious activity. The network 
administrator, in order to be more effective in protecting 
network services and maximizing network efficiency, would 
prefer to have characterization of as many applications used 
on the network as possible, regardless of whether any of the 
applications are malicious. 

From the security and usage efficiency perspectives, the 
network systems industry has had some difficulty keeping 

thing other than user identification authentication are insuf­
ficient for complete network control and security. What is 
needed is a comprehensive and integrated system for control­
ling network usage for all users and devices at all times and to 
allow users to access the network services from alternate or 
unknown devices or device types. Additionally, authorized 
users may at times use the network in unauthorized ways, so 
what is needed is a way to identify, limit and enforce uses of 

40 pace with the explosion in the number and types of applica­
tions used on networks. This revolution is being powered by 
new models for application availability embodied by Bring 
Your Own Device (BYOD) and Cloud Computing environ­
ments. The networking model that has been in existence along all accesses independently to allow proper uses to continue 

and limit unauthorized uses or simply uses that go against 
administrator set network policies. The limitations to use also 
need to be structured in ways the network administrators and 
authoritative personnel can structure, organize, communi­
cate, administer and enforce the access and use of the net­
work. Network policy or a policy driven network is one orga- 50 

nizational approach to abstract the control of the network to 
users, roles and network services. Policy based networking 
has, however, not been able to provide limits to use based on 
the applications being used in the network since the method, 
placement, compute power and granularity of use has not 55 

been built into the network fabric before now. The identifica-
tion of who, where and what applications are running in the 
network system can then lead to control and allocation of 
network resources to support the needs as allowed and admin­
istered. 

Events and activities do occur that may be harmful to the 
network system. For purposes of this description, harm to the 
network system includes, for example, denying access to the 
network, denying access to the service, once access to the 
network is allowed, intentionally tying up network comput­
ing resources, intentionally forcing bandwidth availability 
reduction, and restricting, denying or modifying network-

45 with the infrastructure that maintains availability and applies 
policy has not kept pace with the rapid increase in applica­
tions. It is desirable to have a network infrastructure architec­
ture that is configured to keep pace with the expansion of 
application usage on the network. 

For purposes of describing the present invention, an "appli­
cation", which may also be referred to herein as a "computer 
application" to be characterized (including, for example, by 
fingerprinting and such other mechanisms as described 
herein) is any computer code that communicates over the 
network interface or uses communication-enabling devices 
of the network as part of it operation. An application is a 
computer program designed to perform an action. The appli­
cation can run on any type of computing device including, but 
not limited to, a server of a network, a desktop computer, a 

60 laptop, a tablet, PDA or a smart phone. An application, for 
purposes of the present invention, includes system computer 
programs that run computing devices, utility computer pro­
grams that perform maintenance and upkeep of computing 
devices and networks of computing devices, programming 

65 tools used to create computer programs, as well as high-level 
functional computer programs that perform tasks and carry 
out activities initiated by end users on computing devices. As 
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Access Control (MAC) layer and the Logical Link Control 
(LLC) layer. The MAC sub layer controls how a computer on 
the network gains access to the data link and controls permis­
sion to transmit on it. The LLC layer controls frame synchro-

5 nization, flow control and error checking. The Physical layer 
conveys the bit stream-electrical impulse, light or radio 
signal-through the network links (wires, fiber, RF) at the 
electrical and mechanical level. It provides the hardware 
means of sending and receiving data on a carrier, including 

noted, operating systems are also considered to be applica­
tions with respect to the present invention as they may be 
characterized based on inferences made using operating sys­
tem specifics from their communications. In addition, net­
work infrastructure device themselves use the network for 
routing protocols and other traffic such as network manage­
ment which we will also consider to be applications or uses of 
the network as demonstrated by adding traffic to the network 
system. Further, "application fingerprinting" or "application 
identification" is the act of collecting network traffic and 
parsing it according to a packet or flow signature set or by 
statistics, heuristics, history, installed applications base, or 
other mechanisms, including custom mechanisms. It may 
include the use of classification techniques used in layer 2 and 
layer 3 switches and routers. This characterization applica- 15 

tion identification represents all applications and uses com­
municated on the network system directly or indirectly. The 
term "applications running on the network" or variants of that 
term are used herein to describe those applications that are 
used, accessed or otherwise engaged through one or more 20 

devices of the network infrastructure. 

10 semiconductor components, wires, cables, cards and other 
physical structures. 

The Open System Interconnection (OSI) model defines a 
networking framework to implement protocols in seven lay­
ers. Control is passed from one layer to the next, starting at the 
application layer in one station, and proceeding to the bottom 25 

layer, over the channel to the next station and back up the 
hierarchy. The seven layers in reverse order are: Application 
(layer 7), Presentation (layer 6), Session (layer 5), Transport 
(layer 4), Network (layer3), Data Link (layer 2) and Physical 
(layer 1 ). The present invention is directed to management of 30 

signal exchanges through these OSI layers and they may be 
referred to herein from time to time. 

SUMMARY OF THE INVENTION 

The present invention includes an application identifica­
tion function, a dynamic traffic mirroring function, a policy 
based dynamic mirroring function and a network system con­
troller, all directed to improving network manageability, 
security and efficiency of operation. The application identi­
fication function carried out through an application identifi­
cation engine, enables the determination or identification of 
the applications running in the network system through 
devices of the network infrastructure by snooping the flows of 
network traffic and making a characterization of the likely 
application associated with flows with a minimal amount of 
data in observed frames ofreceived packets to do so. Signa-
ture languages have been leveraged in application fingerprint­
ing products, but these languages were not in the past devel­
oped specifically for the purpose of application 
fingerprinting. The present invention takes advantage of 
intrusion detection languages for the purpose of fingerprint-
ing applications with significant extensions to improve the 
application identification capabilities. 

The application identification function of the present 
invention includes several mechanisms, but is not limited to 
those described herein, in order to identify computer appli­
cations running on the network through examination of char­
acteristics of information associated with frames of packets 
received on one or more devices of the network. A first 
mechanism is the signature-based parsing of network traffic 
with a signature language that is ideally adapted to describe 
what application communications look like based on the 
packets transmitted by the application. A second mechanism 
is a heuristics-based processing approach to infer the exist-
ence of certain applications that cannot reliably be finger­
printed with signature-based means. Other identification 
options include, but are not limited to, port values, protocol 
values, statistics analysis, customized programs dependent 
on characteristics unique to a program and OSI layer 2 infor­
mation. Further active and passive actions may be employed 
as mechanisms for application identification including, for 
example, the probing of attached network and external 
devices for installed applications, e.g., by sending requests 
for information associated with applications running on the 

The Application layer supports computer program appli­
cations and end-user processes. Communication partners are 
identified, quality of service is identified, user authentication 35 

and privacy are considered, and any constraints on data syn­
tax are identified. Everything at this layer is application­
specific. This layer provides application services for file 
transfers, e-mail and other network software services. Telnet 
and FTP are applications that exist entirely in the application 40 

level. Tiered application architectures are part of this layer. 
The Presentation layer provides independence from differ­
ences in data representation (e.g., encryption) by translating 
from application to network format, and vice versa. The pre­
sentation layer works to transform data into the form that the 45 

application layer can accept. This layer formats and encrypts 
data to be sent across a network, providing freedom from 
compatibility problems. The Session layer establishes, man­
ages and terminates connections between applications. The 
session layer sets up, coordinates, and terminates conversa- 50 

tions, exchanges, and dialogues or "flows" between the appli­
cations at each end of an exchange between attached func­
tions, between attached functions and network infrastructure 
devices and between network infrastructure devices. It deals 
with session and connection coordination. The Transport 
layer provides transparent transfer of data between end sys­
tems and is responsible for end-to-end error recovery and 
flow control. The Network layer provides switching and rout­
ing functionalities, creating logical paths, sometimes referred 

55 network. The very presence of certain devices on the network 
may also be used to ascertain the presence of certain applica­
tions as those devices communicate on the network. 

to as virtual circuits, for transmitting data from node to node. 
Routing and forwarding are functions of this layer, as well as 
addressing, internetworking, error handling, congestion con­
trol and packet sequencing. The Data Link layer encodes and 
decodes data packets into bits. It furnishes transmission pro­
tocol knowledge and management and handles errors in the 
physical layer, flow control and frame synchronization. The 
Data Link layer is divided into two sub layers: The Media 

In making an application identification, just as network 
intrusion detection systems develop strategies for the reduc-

60 tion of false positives when trying to detect malicious net­
work usage, proper application fingerprinting must also lever­
age similar strategies. Reliable application fingerprinting is 
best accomplished through this combination ofboth signature 
and heuristic processing, but there is an inherent conflict 

65 between the two techniques when both are applied simulta­
neously. That is, if a signature says that certain network traffic 
is application X but a heuristic method says that the same 

CISCO EXHIBIT 1009 
Kjendal



US 9,172,627 B2 
7 8 

Packet forwarding devices of the network infrastructure 
transmit and receive packets through their ports. A "port" 
includes a physical component that is a structure to establish 
a connection between network system devices, including 

traffic is application Y, which should be most trusted? 
Through the construction of a scoring system of the present 
invention with all available mechanisms including those 
described herein receiving a reliability score, this problem is 
resolved and leverage all techniques to the best advantage. 
The scoring system may be derived from a network training 
period for any specific application fingerprinting deploy­
ment, and through the information gained in the training 
period, a set of scores is assigned to all signatures and heu­
ristic methods. After the training period is over, then the most 
reliable application fingerprints are those that attain the high-

5 packet forwarding devices, servers and attached functions. 
However, as is known by those skilled in the art and as used 
herein, a port is also an application-specific or process-spe­
cific software or software and hardware construct serving as 
a communications endpoint in a network system, the endpoint 

est matching score. That determination is established in the 
application identification function and transmitted to one or 
more other devices of the network, including a network con­
trol manager. 

10 may be a device of the network infrastructure or an attached 
function. A port is associated with an IP address of the host, as 
well as the type of protocol used for communication. A port is 
identified for each address and protocol by a 16-bit number, 
commonly known as the port number. The port number, 

The present invention further includes a mechanism by 
which application fingerprinting may be enhanced by the 
experiences of others. That is, the training arrangement 
described above is effective when sufficient packet transmis­
sion occurs in the network to enable the application charac­
terization. However, the network may not see all applications 

15 added to a network device's address (such as the device's IP 
address), completes the destination address for a communi­
cation session. It is the combination of an IP address and a 
port number together that must be globally unique for all 
communication sessions in a network system. Different IP 

20 addresses or protocols may use the same port number for 

or enough data for all applications to effect sufficient training. 
The present invention includes the addition of at least plug­
gable binary modules so that any user can develop custom 25 

fingerprinting techniques according to a packet inspection 
Application Programming Interface (API). This allows the 
users of the present invention to augment supplied application 
fingerprinting functionality with new or custom techniques 
for fingerprinting applications in ways not included in the 30 

supplied version. This enhancement of available fingerprints 
is analogous to an open signature language that became an 
essential component of major intrusion detection systems in 
the security world and is desirable because some applications 
are highly specialized and require dedicated algorithms for 35 

reliable detection. By providing an openAPI for third parties 
to create characterization programs against, the present 
invention provides users with a unique infrastructure to 
acquire packet data that can be processed by the application 
identification function. An example usage of this option is the 40 

implementation of the Luhn Algorithm for the detection of 
credit card data as it traverses a network. 

An aspect of the present invention is the forwarding of one 
or more frames contained in packets or one or more portions 
of frames in packets of a flow or at the initiation of a session 45 

to the application identification engine of one or more devices 
of the network infrastructure for the purpose of determining 
the application associated with the flow/session being estab­
lished. That is, the mirroring of the one or more packets or 
portions of packets to a destination other than the original 50 

intended destination. The present invention includes a 
dynamic network traffic mirror function that may be used to 
mirror traffic through a dedicated port or a selectable portal of 
a packet forwarding device. The mirroring may be done selec­
tively rather than simply on a regular basis, which would be 55 

inefficient. The ability to dynamically launch/create a traffic 
(flow) mirror to an IDS and/or to the application identification 
engine improves the capability to monitor the flows of the 
network anywhere while only needing a very limited set of 
monitors, IDS sensors or APP ID devices. Frames of flows of 60 

traffic from any packet forwarding device can be mirrored 
without disturbing the normal routing of the messages and 
maximizing the usage of network bandwidth and the usage of 
other devices of the network, including IDSs. The dynamic 
network traffic mirror function can be included or dynami- 65 

cally added to a packet forwarding device of the network 
system. 

communication. 
As seen above a "port" may have several meanings and this 

may lead to confusion in its use. Further, there is another 
concept regarding the mirroring of data from a mirror source 
to a mirror destination. In a simple configuration, the data 
packets are simply copied to another physical port on the 
packet forwarding device. In the classic sense a "port mirror" 
is the copying of all the data received (and/or transmitted) 
being copied to another port on the same switching device. 
The traffic mirrors defined herein are more comprehensive 
than merely copying the traffic to another physical port. The 
mirrors may use a Generic Routing Encapsulation (GRE) or a 
Virtual Private Network (VPN) as a transport level tunnel to 
another device anywhere on the enterprise network or, in fact, 
anywhere across the Internet. A MAC level or VLAN encap­
sulation may also be used as a transport mechanism, such as 
the VLAN connection path encapsulation described in U.S. 
Pat. No. 6,449,279 incorporated herein by reference, to 
another device such as the IDS or APP ID engine. To help 
make clear the operation of the mirrors used herein, the term 
"portal" is used to identify the connection the mirror source 
uses. The portal may be as simple as another port on the same 
device or the traffic may go back out the same physical port on 
the device encapsulated or tagged in some way. Tunnels, 
virtual ports, internal interfaces, VPNs, other protocols, and 
other transport mechanisms including dedicated lines of any 
physical layer type may all be set up, used and defined as part 
of the mirror portal. The term portal therefore refers to that 
logical link to the mirrored traffic's destination. The portal 
acts as a connection including as a tunneled connection, and 
is responsible for delivering the traffic to the other end (the 
destination end) subject to the limitations of the portal itself. 
Some portals guarantee transport delivery, while others are 
best effort delivery, still other portals may have encapsulation 
limitations. Mirror set-up along with destination selection, 
location, service and performance or dynamic mirroring poli­
cies may determine the portal or portal type to use for a 
specific mirror. 

The dynamic traffic mirroring function of the present 
invention is not limited to only facilitating the identification 
of computer applications running on the network. It provides 
the capability to select options based on a plurality of criteria 
to mirror any portion or all of the frames of packets received 
on the network. The dynamic traffic mirroring function can do 
at least one or more of: 1) mirror all or any portion of the flow, 
such as the first N packets, the first M fields, the first L Bytes, 
selected fields and one-way or bidirectional flows; 2) define 
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flows by source address-destination address, Tuple, 5-tuple, 
application, etc.; and 3) transport the packets by portals to 
generalized or specific destinations. It can be controlled by an 
IDS and/or by a dynamic mirror controller, the network con­
trol manager or other network infrastructure devices. The 
function may be located in a network device selected to carry 
out selectable mirroring functions based on one or more of 
mirroring device load, bandwidth, security ( or encryption 
could be added), ability to maintain flow pathways to a des­
ignated location, require encryption for transmission beyond 
the designated location, locality ( of source, receiver or 
another device of the network), direction or flows ( e.g., mirror 
the source of a flow at one point and the traffic returned from 
the destination at another point in the network). This set-up 
flexibility allows for more bandwidth-efficient mirroring, it 
can be used to take mirror traffic out of the high "cost" paths 
of the network, it can be used to control mirror traffic to be set 
at low priority when in "search" mode and then set to a higher 
priority when in "isolate a problem" mode. Moreover, with 
the dynamic mirroring function, traffic can be controlled by 
more than one IDS, application identification engine, moni­
tor, logger, etc. to more than one destination and/or to mul­
tiple monitoring devices that can be specialized or dedicated 
to certain tasks without physical network topology location 
dependence. In effect, this function provides automated 
dynamic intelligent filtered flow mirroring to multiple por­
tals. 

Mirroring has typically been a manually set up "port mir­
ror" to another port on the switch. The dynamic traffic mirror 

10 
by the dynamic mirroring policy. Examples for criteria which 
may generate a mirroring activity include, but are not limited 
to, frames of packets, the content of particular fields in a 
frame, flow counts, the end of a flow, a regularly timed mir-

5 raring initiation or any other conditions of interest to the 
network administrator can be used as conditions for estab­
lishing mirroring activities on a device of the network. In 
addition, events or criteria may be established for stopping the 
mirroring function. For example, a mirroring activity may be 

10 stopped based on the data value in a packet field, a network, 
regional or device specific event, a simple count of packets or 
other flow metric, a time out, the end of flow or based on a 
change in a prioritization condition (i.e., a condition has 
occurred wherein mirroring must be performed on a different 

15 flow that has been designated as being of higher priority for 
mirroring, particularly when the device carrying out the mir­
roring has limited capacity in that regard. 

As noted, the dynamic traffic mirroring function is not 
limited to IDS operations or even application-specific net-

20 work analysis and control. For example, it may be used more 
generally in network access control. Dynamic traffic mirror­
ing points are established through dynamic mirroring policies 
of a dynamic traffic policy function. The mirroring policies 
that may be dynamically established are dependent on a wide 

25 range of triggering conditions. Examples of such mirroring 
policies include, but are not limited to: 1) mirror the first N 
packets of any new application flow from a source to the 
nearest IDS; 2) mirror all flows from a newly authenticated 
user for a specified time to an available application engine; 3) 

30 determine the IDS to use based on load/location/priority; 4) 
randomly mirror flows (spot checks) as bandwidth and IDS 
loads allow; and 5) mirror all new flows to/from the internet 
router/gateway/firewall for N packets. Current mirroring 
policies, to the extent they exist in a network system, are 

of the present invention extends the ability to "flow mirror" 
the first N-packets or other varying sets of frames in a new 
flow and other selections of existing flows or data within the 
flow. This function brings data flows from anywhere in the 
network to the IDS or any other selectable network infrastruc­
ture device or function. IDS devices no longer need to be 
located on the segment they monitor in the network, although 
they could be, with other flows not normally passing that 
point being "mirrored" to the device. This makes the IDSs, as 
well as other types of monitoring devices, of the network 
more efficient. Mirrors can be controlled to only "mirror" 
relevant traffic and the mirroring controller can define/change 
the mirrors based on detected events, time-of-day, IDS load, 
etc. It is noted that many IDS signature matches happen early 
within application layer communications, so the dynamic 
mirror function with respect to application identification at 
least is an IDS enabler while at the same time allowing for 
greater efficiency of flow setup and activity. More broadly, the 
dynamic mirror function can be used to filter traffic flows and 
that filtering can be changed automatically on-the-fly. Less 
investment in monitoring equipment, such as Application 50 

Identification or IDS equipment required by customers, is 
accomplished cheaper and better than has heretofore been 
possible with more flows monitored and less monitor process­
ing bandwidth being used to handle packets for which exami­
nation of the content of frames of those packets does not don't 55 

contribute to enhanced intrusion detection. The dynamic mir­
roring function enables transmission to multiple devices of 
the network by establishing multiple portals to do so. As a 
result, it is not limited to a specific transmission port and 
mirroring to more than a single device (dynamically) can 60 

occur at one time. Existing port mirrors tend to mirror the 
traffic to only one other device on a single port. 

35 either ad hoc or simply manually controlled by administra­
tors. These may be limited to the locality ofIDS devices and 
network topology. Flows of traffic from any packet forward­
ing device may be mirrored based on policy rules based on: 1) 
network loads at various points; 2) time of the day; 3) link 

40 outages and other topology bandwidth constraints; 4) server 
location and status; 5) user numbers; and 6) wireless access 
point use and number. Further, the dynamic mirroring func­
tion may be used based on policies based on the conditions 
noted herein regarding dynamic mirroring for application 

45 identification. 
This general policy-based mirroring allows network 

administrators to set network mirror policies for various net­
work monitors including, for example, application identifi­
cation appliances, IDSs, network loggers, analyzers, etc. 
These policies may be set based on device, user, topology, 
time-of-day, network events (e.g., triggers) mirrored to 
device availability, location and load. Given the breath of 
dynamic mirroring capabilities, the capabilities exceed 
administrator manual set-up capabilities. Rapid dynamic mir­
rors can better optimize monitor and IDS devices and possi­
bly other network devices and remove their physical location 
as a primary factor in their physical placement in the network 
topology. This provides the added structure of policy rules for 
dynamic network traffic mirroring so that policies may be 
based on user roles and or device services, for example. As 
noted, it provides the capability to improve coverage and IDS 
utilizations and it improves the ability to "monitor" the right 
flows (filtered) flows at the right times. The present invention 
thus provides an automatic way to deal with network events. 
For purposes of the present invention, automatic actions mean 
those actions that are carried out by a device of the network 
system based on a condition or event detected by a device of 

The set-up, teardown and filtering employed in the mirror­
ing activity can be adjusted based on network policies, the 
detection of particular triggers by the device performing the 65 

mirroring or another network infrastructure device. This 
aspect of the present invention may be set up and controlled 
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the network system that causes the initiation, through one or 
more devices of the network system, of changes in one or 
more of one or more policies, one or more rules, and one or 
more actions without requiring human intervention to initiate 
the one or more changes when the condition or event has been 
detected. 

In the context of application-based dynamic network 
policy, the present invention includes the usage of such infor­
mation to apply a policy to an application level flow, or set of 
flows or to modify local or network-wide policies. The appli­
cation identification function described herein can be used to 
extract metadata such as HTTP request referrers, SSL com­
mon names, usemames in various protocols, Kerberos key 
information and more as a mechanism to change network 
policy and use rules on the fly. Thresholds, pattern matches, 
and other modifiers can be leveraged to have the network 
enforce policy rules against flows based on these metadata 
specifics. The application signatures fingerprinting mecha­
nism for application identification can be enhanced to include 
the ability to log application information including, for 
example, layer metadata, and further can be used for modifi­
cation of network policy. The other mechanisms described 
herein for application identification may also be used to char­
acterize information associated with applications running on 
the network and that information may be used in establishing 
policies. Beyond changing policy based on a macro-level 
application fingerprint, the usage of metadata allows network 
policy to be applied based on much more fine grained appli­
cation descriptors. In one version of this functionality, the 
policy enforcement mechanism can parse and leverage appli­
cation identification information produced by the application 
fingerprinting function. In another version, metadata may be 
transmitted to a network policy engine for the purpose of 
distributing policy enforcement to appropriate points (includ­
ing close or at the point of entry) in the network. This enables 
a finer granularity of enforcement and control of flows than 
has been previously provided, if that is of interest. 

Embodiments of policy enforcement options that may be 
established with greater effectiveness include, but are not 
limited to: 1) disable a port; 2) disable MAC address; 3) 
disable a user; 4) quarantine a user; 5) block a specific appli­
cation flow; 6) block an IP address; 7) snipe a TCP connec­
tion; 8) disable communication for an application; 9) disable 
communications to an attached function; 10) disable a net­
work communication, in either or both of a forward path and 
a reverse path; 11) bandwidth-limit an application by a par­
ticular user; 12) bandwidth-limit an application for all users 

12 
particular key. Policy enforcement may be targeted at the 
application level allowing administrators to target policies 
best suited for their business needs. 

The ability to identify applications running on any device 
5 of, or connected to, the network infrastructure, as well as the 

ability to dynamically mirror traffic enables the establishment 
of a novel network architecture that may be configured to be 
applications-centric. The application identification capability 
provided by the functions described herein allows the appli-

10 cation to be identified, tied to devices and users, located in the 
network and controlled via organized network policies. With 
proliferation of mobile devices, especially smartphones and 
tablets, and the countless applications (apps) available for 
them, there is a strong need for this added level of control. 
Components of the network architecture include: 1) the 

15 dynamic mirroring capability described herein that is part of 
the network system established or that can be established, in 
one or more packet forwarding devices of the network, 
including one or more network entry devices; 2) the applica­
tion identification function, which may be carried out in a 

20 standalone device or another device of the network infrastruc­
ture, including a device having packet forwarding as a pri­
mary function; and 3) 4) network and policy management 
functions including a monitoring function, that can take in 
monitored information, including information from the appli-

25 cation identification function, network status and event and 
administrative policy input, and can issue policy directives, 
either directly or through another network infrastructure 
device. This final step is also referred to as a Policy Decision 
Point (PDP) extended to embrace application level control. 

30 
The enhanced ability of Policy Enforcement Points (PEPs) of 
the network combined with typical network deployment 
paradigms (gateway, access edge, core/distribution, and data 
center) in order to maximize the ability to identify applica­
tions running through the network and the ability to apply 
network policy controls to them based on that information 

35 and decision making enhances network operational efficiency 
while also maintaining or enhancing network security. The 
architecture can also include aggregation and reporting func­
tions that collect and analyze application identification and 
other monitored information. That information may be used 

40 to enforce, add and establish network policies as well as 
mirroring policies. 

The dynamic mirroring function enables a targeted 
approach to frame mirroring in order to maximize application 
identification effectiveness while simultaneously minimizing 

45 data that must be mirrored to an identification appliance or to 
any network infrastructure device configured to carry out the 
application identification function. This allows the whole 
solution to scale to extremely large and fast networks. The 
application identification function, which, as noted, may be a 

of the network system; 13) log all application data; and 14) 
honeypot the application flow. While the first four examples 
are widely in use, the others require the identification of the 50 

application flow within the user/devices total data flow. This 
ability to characterize applications effectively may be used to 
establish new policies based on those applications and the 
new metadata associated with those applications, which such 
new policies may not be possible but for that information. 55 

One view ofhow this functionality may be useful in a network 
security and efficiency control environment is noted as fol­
lows. While all employees may be given Internet access, 
limits may be placed on time-of-day access, bandwidth, or 
complete use of an application. Bandwidth or data limits can 60 

be placed on uTube. Gambling application may be prohibited. 
This finer granularity of know ledge based on applications 
may be characterized in this context as applying policy based 

standalone device or embodied in another network infrastruc­
ture device, collects and analyzes the transferred frames of 
packet data flows that are provided by dynamic mirroring and 
also integrate other information, such as Netflow information 
and the other application identification mechanisms noted 
herein. The network policy function evaluates the informa­
tion gathered and can apply network policy controls ( enforce­
ments) on a per-flow basis at, or close to flow ingress. 

The details of one or more examples related to the inven-
tion are set forth in the accompanying drawings and the 
description below. Other features, objects, and advantages of 
the invention will be apparent from the description and draw­
ings, and from any appended claims. 

BRIEF DESCRIPTION OF THE DRAWINGS 
on application layer metadata that is transmitted on the wire. 
For example, the network administrator may block particular 65 

SSL connections based on a particular SSL certificate com­
mon name, or block Kerberos communications that rely on a 

FIG.1 is a simplified diagranimatic block representation of 
an example network system with the functions of the present 
invention. 
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FIG. 2 is a simplified blockrepresentationofa combination 
network infrastructure devices arranged for application iden­
tification. 

14 
inno way intended to be limiting as to the appearance of these 
devices. Further, while the devices may be shown in proxim­
ity to one another, it is to be understood that they may be local 
or remote with respect to one another and that there may be FIG. 3 is a simplified block representation of an application 

identification engine of the present invention. 
FIGS. 4A-4C list scoring results for the identification of a 

set of applications generated by the scoring machine of the 
present invention. 

5 some devices that are located near one another while others 
and groups of others may be remotely located. 

FIG. 5 is a simplified block representation of the dynamic 
mirroring function of the present invention in a network 
device. 

Each of the devices described herein may include one or 
more discrete processor devices. One or more of the network 
infrastructure devices described herein are programmed to 

10 include one or more of the functions described. The devices 

FIG. 6 is a representation of a packet modification encap­
sulating a frame or portion of a frame to be mirrored. 

FIG. 7 is a simplified block representation ofa first network 
topology arrangement using dynamic mirroring and applica- 15 

tion identification. 
FIG. 8 is a simplified block representation of a second 

network topology arrangement using dynamic mirroring and 
application identification. 

FIG. 9 is a simplified block representation of a third net- 20 

work topology arrangement using dynamic mirroring and 
application identification. 

may contain or be connected to one or more databases of other 
devices wherein the one or more databases include informa­
tion related to the invention. For example, the database may 
include a library of application fingerprints, one or more 
policies to be implemented on one or more of the devices and 
information about actions performed by the one or more 
devices. The one or more databases may be populated and 
updated with information by authorized users and attached 
functions. 

The functions of the invention described herein with 
respect to the operations of the devices may be described in 
the general context of computer-executable instructions, such 
as program modules, being executed by a computing device. 
Generally, program modules include routines, programs, 

FIG. 10 is a simplified block representation of a fourth 
network topology arrangement using dynamic mirroring and 
application identification. 

FIG. 11 is a simplified flow diagram of primary steps 
associated with a method for controlling dynamic traffic mir­
rors with mirroring policies. 

25 objects, components, data structures, etc. that perform par­
ticular tasks or implement particular abstract data types. As 
noted, the present invention can be practiced in distributed 
computing environments where tasks are performed by 

FIG. 12 is a simplified flow diagram of primary steps 
associated with a method for dynamically mirroring network 30 

traffic. 

remote processing devices that are linked through one or 
more data transmission media. In a distributed computing 
environment, program function modules and other data may 
be located in both local and remote device storage media 
including memory storage devices. 

The processor, interactive drives, memory storage devices, 

FIG. 13 is a simplified flow diagram of primary steps 
associated with a method for managing operations of a net­
work based on the ability to identify computer applications 
running on the network. 

FIG. 14 is a simplified flow diagram of primary steps 
associated with a method for identifying computer applica­
tions running on a network. 

35 databases and peripherals, such as signal exchange compo­
nents, of a particular device may be interconnected through 
one or more electrical buses. The one or more buses may be 
any of several types of bus structures including a memory bus 

FIG. 15 is a simplified flow diagram of primary steps 
associated with a scoring method for assessing the accuracy 40 

of the identification of computer applications running on a 
network. 

or memory controller, a peripheral bus, and a local bus using 
any of a variety of bus architectures. By way of example, and 
not limitation, such architectures include Industry Standard 
Architecture (ISA) bus, Micro Channel Architecture (MCA) 
bus, Enhanced ISA (EISA) bus, Video Electronics Standards 
Association (VESA) local bus, and Peripheral Component DETAILED DESCRIPTION OF PREFERRED 

EMBODIMENTS OF THE INVENTION 45 Interconnect (PCI) bus. 
Each of the devices of the present invention includes one or 

more of one or more different computer readable media. 
Computer readable media can be any available media that can 
be accessed by the processor and includes both volatile and 

The devices and systems of the present invention are indi­
vidual and connected hardware components including elec­
trical elements, circuitry and functions embodied in those 
components. The hardware components are generally 
referred to as computing devices in that they combine physi­

50 non-volatile media, removable and non-removable media. By 
way of example, and not limitation, computer readable media 
may be computer storage media and/or communication 
media. Computer storage media include volatile and non­
volatile, removable and non-removable media implemented 

cal hardware structures with software that may include firm­
ware and middle ware for the purpose of executing instruc­
tions that produce the actions described herein. It is to be 
understood that the hardware devices that are network infra­
structure devices defined herein represent computing devices 
suitable for executing the network functions described herein. 
Other types of computing devices may also be part of a 
network system of the present invention including such com­
puting devices that perform network functions. Such other 
types of computing devices include laptops, tablets and 
mobile devices including smartphones, for example. It is to be 
understood that a computing device described herein may be 
any type of device having a processor capable of carrying 
instructions associated with one or more computer applica- 65 

tions. The illustrations of the network system devices pre­
sented in the drawings are simplified representations and are 

55 in any method or technology for storage of information such 
as computer readable instructions, data structures, program 
modules or other data. Computer storage media include, but 
are not limited to, RAM, ROM, EEPROM, flash memory or 
other memory technology, CD-ROM, digital versatile disks 

60 (DVD) or other optical disk storage, magnetic cassettes, mag­
netic tape, magnetic disk storage or other magnetic storage 
devices, or any other medium which can be used to store the 
desired information and which can be accessed by the com-
puter system. 

Each of the devices further includes computer storage 
media in the form of volatile and/or non-volatile memory 
such as Read Only Memory (ROM) and Random Access 
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components described above and may be distributed across 
one or more such components. 

The present invention includes individual devices and 
combinations of such devices and other devices as well as 

Memory (RAM). RAM typically contains data and/or pro­
gram modules that are accessible to and/or operated on by the 
processor. That is, RAM may include application programs, 
such as the functions of the present invention, and informa­
tion in the form of data. The devices may also include other 
removable/non-removable, volatile/non-volatile computer 
storage and access media. For example, a device may include 
a hard disk drive or solid state drive to read from and/or write 
to non-removable, non-volatile magnetic media, a magnetic 
disk drive to read to and/or write from a removable, non­
volatile magnetic disk, and an optical disk drive to read to 
and/or write from a removable, non-volatile optical disk, such 

5 related methods to improve the security and operation of a 
network system. Referring to FIG. 1, a network system 100 
incorporating the functions of the present invention operates 
and provides network services to attached functions accord­
ing to policies established on and transmitted to devices of a 

10 network infrastructure 101 through which the attached func­
tions access and use services of the network system 100. 
Network system 100 includes the network infrastructure 101 
and one or more attached functions connected to or connect-

as a CD-ROM or other optical media. Other removable/non­
removable, volatile/non-volatile computer storage media that 

15 
can be used in the devices to perform the functional steps 
associated with the system and method of the present inven­
tion include, but are not limited to, magnetic tape cassettes, 
flash memory cards, digital versatile disks, digital video tape, 
solid state RAM, solid state ROM, and the like. 

able to the network infrastructure 101. The network infra­
structure 101 includes multiple switching devices, regional 
and central routing devices, authentication servers (such as 
authentication server 115), policy servers (such as policy 
server 103, which may also include a network management 
control function 125), network control management devices 

20 (separate from or including the network management func­
tion 125, applications servers (such as application server 
107), data centers containing information associated with 
network operations (such as data center 172), firewalls (such 

The drives and their associated computer storage media 
described above provide storage of computer readable 
instructions, data structures, program modules and other data 
for the processor. A user may enter commands and informa­
tion into the processor through input devices such as key- 25 

boards and pointing devices, such as a mouse, a trackball, a 
touch pad or a touch screen. Other input devices may include 
a microphone, joystick, game pad, satellite dish, scanner, or 
the like. These and other input devices are connected to the 
processor through the system bus, or other bus structures, 30 

such as a parallel port or a universal serial bus (USB), but is 
not limited thereto. A monitor or other type of display device 
is also connected to the processor through the system bus or 
other bus arrangement. 

The processor is configured and arranged to perform the 35 

functions and steps described herein embodied in computer 
instructions stored and accessed in any one or more of the 
manners described. The functions and steps, may be imple­
mented, individually or in combination, as a computer pro­
gram product tangibly as computer-readable signals on a 40 

computer-readable medium, such as any one or more of the 
computer-readable media described. Such computer program 
product may include computer-readable signals tangibly 
embodied on the computer-readable medium, where such 
signals define instructions, for example, as part of one or more 45 

programs that, as a result of being executed by the processor, 
instruct the processor to perform one or more of the functions 
or acts described herein, and/or various examples, variations 
and combinations thereof. Such instructions may be written 
in any of a plurality of programming languages, for example, 50 

Java, Visual Basic, C, or C++, XML, HTML and the like, or 
any of a variety of combinations thereof. Furthermore all such 
programming may be integrated to eventual delivery of infor­
mation and computed results via web pages delivered over the 
internet, intranets, 3G, 4G or evolving networks to computing 55 

devices including those in the mobile environment, for 
example, Smartphones or iPhone, iPad and the like or any 
variety of combinations thereof. 

All the data aggregated and stored in the database or data­
bases may be managed under an RDBMS for example Oracle, 60 

MySQL, Access, PostgreSQL and the like or any of a variety 
of combinations thereof. The RDBMS may interface with any 
web based or program driven applications written in any 
compatible programming languages including PHP, HTML, 
XML, Java, AJAX and the like or any of a variety of combi- 65 

nations thereof. The computer-readable medium on which 
such instructions are stored may reside on one or more of the 

as firewall 118), IDSs, access points, MANs, WANs, VPNs, 
and internet connectivity interconnected to one another and 
connectable to the attached functions by way of connection 
points ( e.g., 102a-e ). The network infrastructure 101 includes 
such devices having packet forwarding functionality as their 
primary functionality for the purpose of accessing and using 
network services. The network management control function 
125 is shown as a single function in FIG. 1; however, it is to 
be understood that it represents network policy control, 
dynamic mirror control, dynamic mirror policy control and 
all other control functions described herein. It may be embod­
ied in a single device of the network infrastructure 101 or it 
may be embodied in multiple devices, wherein different 
devices may contain one or more of the specific controllers 
described herein. 

An attached function is external to infrastructure 101 and 
forms part of network system 100. Examples of attached 
functions 104a-104e are represented in FIG. 1, and may be 
any of the types of attached functions previously identified. 
Network infrastructure packet forwarding entry devices 
105a-b, 140 and 150 of infrastructure 101 provide the means 
by which the external attached functions connect or attach to 
the infrastructure 101. The firewall 118 may be deployed 
between any attached function, particularly including an 
internet function, and a network entry device. Although 
shown as a single firewall in FIG. 1, other firewalls may be 
deployed. A network entry device can include and/or be asso­
ciated with a wireless access point (AP) 150. For wireless 
connection of an attached function to the infrastructure 101, 
the wireless access point 150 can be an individual device 
external or internal to the network entry device 105b. Wire­
less APs may or may not be associated with a wireless con­
troller (not shown) and these devices may alter the logical 
arrangement of access for attached functions but do not sub­
stantially change the network topologies. In at least one way, 
appearing as the logical entry point for all wireless AP traffic, 
the wireless controllers may help aggregate AP traffic to a 
more consolidated point for monitoring and other activities, 
including mirroring. 

One or more devices of the network infrastructure 101, 
including one or more standalone appliances, if desired, 
include an application identification function 200 of the 
present invention. The application identification function 200 
is configured to characterize and identify the application 
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associated with a flow. Further, one or more devices of the 
network infrastructure 101 include a dynamic traffic mirror­
ing function 300. The dynamic traffic mirroring function 300 

18 
cation identification functionality, this capability can be built 
into the switching device to report the classified traffic to a 
central or distributed form of the application engine forming 
part of a packet forwarding device or devices and/or other is configured to selectively mirror traffic of a flow to another 

device of the network infrastructure 101 including, but not 
limited to, a device including the application identification 
function 200. For the purpose of illustrating the present inven­
tion, some of the devices include the application identifica­
tion function 200 and some include the dynamic traffic mir­
roring function 300. Some may include both and some may 
include neither. One or more centralized network infrastruc­
ture devices may include either or both of the functions 200 
and 300. Further, there may be a combination of network 
entry and centralized forwarding devices having the applica­
tion identification function 200 and/or the mirroring function 
300 of the present invention. It is also to be noted that one or 
more external attached functions may include one or both of 
functions 200 and 300 provided that such external attached 
function is under effective control of the network manage­
ment control function 125. Moreover, as noted, the applica­
tion identification function 200 may be in a standalone appli­
cation identification appliance 180 of the network 
infrastructure 101, which appliance 180 may include the mir­
roring function 300. The appliance 180 shown in FIG. 1 
includes a plurality of dashed lines that represent the option to 
connect to one or more devices of the network infrastructure 
101 including, but not limited to, the entry devices 105a-105c 
and the central switching device 106. 

5 devices of the network infrastructure 101 complete with scor­
ing information regarding the application identification clas­
sification. This capability is available and available particu­
larly with respect to layer 2 protocols. Packets that are layer 2 
classified by the packet forwarding device may or may not be 

10 forwarded to the application identification engine for pro­
cessing. Different packet forwarding devices of the network 
infrastructure 101 may or may not support the layer 2 appli­
cation identification classification and reporting function and 
thus may be treated differently by the application identifica-

15 tion control function. 
Signals are exchanged among the devices of the network 

infrastructure using existing communication protocols. For 
purposes of gathering information regarding applications 
using the network services and the status of network devices, 

20 the present invention includes the use of the industry stan­
dards, NetFlow and Internet Protocol Flow Information 
Export (IPFIX), for the purpose of transmitting and consid­
ering flow information. NetFlow was established by Cisco 
Systems for the purpose of collecting IP traffic information. 

25 NetFlow provides an established designation of seven ele­
ments of a packet that define the characteristics of a flow, 
including ingress interface, source IP address, destination IP 
address, IP protocol, source port for Uniform Datagram Pro­
tocol (UDP) or Transmission Control Protocol (TCP), desti-One or more central forwarding devices, represented by 

central switching device 106, enable the interconnection of a 
plurality of network entry devices, such as devices 105a-b, as 
well as access to network services, such as the central policy 
server 103, the application server 107 and the authentication 
server 115. It is to be understood that a central forwarding 
device, or an entry forwarding device, is not limited only to 
switches as that term is traditionally understood. Instead, the 
forwarding device may be any device capable of forwarding 
signals through the network infrastructure pursuant to for­
warding protocols. The central switching device 106 enables 
the interconnection of the network infrastructure 101 to 40 

attached external functions that include VPNs (represented 

30 nation port for UDP or TCP and IP type of service. That 
information is useful for determining flow characteristics, but 
it does not contain all values that may be of interest and it does 
permit customization of flow characterization information to 
be collected. IPFIX is an IETF protocol that solves some 

35 NetFlow limitations. It was created based on the need for a 
common, universal standard of export for Internet Protocol 
flow information from switches, routers, probes, and other 
devices that are used by network management systems to 
monitor, manage and facilitate network usage and services. 
The IPFIX RFC defines how IP flow information is to be 
formatted and transferred from an exporter to a collector. The 
IPFIX standards requirements were outlined in the original 
RFC 3917. The basic specifications for IPFIX were published 
in 2008 as RF Cs 5101, 5102 and 5103. In brief under IPFIX, 
data packet information is collected at a network device and 
sent to a collector of the network infrastructure. One device 
can send collected data to many collectors and a collector can 
collect data from many devices of the network. 

IPFIX considers a flow to be any number of packets 

by VPN gateway device 113) and WANs (represented by 
internet cloud 130) as well as Internet Protocol (IP) tele­
phones (represented by telephone 112), as well as to attached 
internal functions, such as printers, computing devices and 45 

the like represented as attached network functions 160a-
160c. It is to be understood that the IP telephone 140 may also 
perform as a network entry device for the purpose of connect­
ing an attached function, such as a laptop computer, to the 
network infrastructure 101. 50 observed in a specific timeslot and sharing a number of prop­

erties, e.g., "same source, same destination, same protocol", 
essentially a "flow". Using IPFIX, network devices such as 
switches can inform a central network administrator about the 
network as a whole and in individual locations. IPFIX is a 

In packet forwarding devices such as the routers and 
switches of the network, packets are received and forwarded 
as a normal part of the working of these devices. Packets may 
be forwarded according to the OSI Data Link layer (layer 2) 
specifications such as the IEEE 802.1 D and subsequent IEEE 55 

802.lQ standards. Other switching or routing devices may 
perform packet forwarding according to other known routing 
standards, such as IETF IPv4 and IPv6. These devices may 
support different electrical, RF and optical interfaces, and 
have different numbers of each interface, and also operate 60 

these interfaces at different speeds. These devices are suitable 
for configuration to carry out one or more of the functions 
described herein, including the dynamic traffic mirror func­
tion and the application identification function. As a matter of 
course in the classification of the packets for the packet for- 65 

warding capability, the switching device may know the exact 
classification of the packet. For purposes of providing appli-

push protocol, i.e., each device periodically sends IPFIX 
messages to configured collectors, such as network manage­
ment devices without any request by the collectors. The actual 
makeup of data in IPFIX messages is to a great extent up to the 
device sending the data. IPFIX introduces the makeup of 
these messages to the receiver with the help of special Tem­
plates. The sender is also free to use user-defined data types in 
its messages, so the protocol is freely extensible and can adapt 
to different scenarios. In one preferred embodiment, an appli­
cation identification engine described herein embodying the 
application identification function 200 of the present inven­
tion uses the encodings and extensions allowed through 
IPFIX as the protocol to communicate with the various other 
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to the management engine 184 of the appliance 180. The 
configuration engine 17 4 exchanges information and instruc­
tion messages with the appliance 180 for the purposes of 
checking the status of the appliance 180, to modify the con-

devices attempting to perform specific portions of the appli­
cation identification process. IPFIX generally uses the 
Stream Control Transmission Protocol as its Transport layer 
protocol, but also allows the use of the TCP and the UDP. 

An application identification appliance 180 including the 
application identification function 200 is represented in FIG. 
2 in a simplified way in relation to other devices of the 
network infrastructure 101 with which it communicates. The 
appliance 180 exchanges information and command signals 
with the network system control manager 125, which may be 
associated with the central policy server 103 and which may 

5 tent of an applications signatures library 185 of the appliance 
180, to add custom application identification components and 
to configure the identification engine 186. Messages are 
exchanged in any way suitable for device management 
including through, but not limited to MIBs and SNMP. That 

10 
form of information and/or instruction exchange can be used 
for other actions described herein. Outputs of the identifica­
tion engine 186 associated with the characteristics of mir­
rored frames of packets associated with one or more flows are 
forwarded to the management engine 184 by any suitable 

be embodied in one or more devices of the network infrastruc­
ture 101. An example of the control manager 125 is the 
NetSight® management system available from Enterasys 
Networks of Salem, N.H. The control manager 125 may 
include or at least control a dynamic mirroring engine used to 
mirror traffic by a network packet forwarding device as 
described more fully herein. Such a mirroring engine may 
exist in another device of the network infrastructure 101, 

20 
including the device that does the mirroring 

15 
protocol for the network exchange of information. Frames 
mirrored from the network devices to the identification 

The appliance 180 includes a management engine 184 and 
an application identification engine 186 that performs the 
application identification function 200. The appliance 180 
receives packets from other devices of the network infrastruc-

25 
ture 101, such as network entry devices 105a-c. Those pack-
ets are mirrored to the application identification engine 186 
on a regular basis or in a selectable way through dynamic 
traffic mirroring as described herein. The packets transmitted 
to the application identification engine 186 are assessed 

30 
through a plurality of mechanisms for characteristics repre­
sentative of the application associated with the packets trans­
mitted. Further, the assessed characteristics are scored, 
including the option of weighting the different mechanism 
equally or differently in the scoring, and a composite is 

35 
resolved as a specific application assessment. That assess­
ment of the characterization of the packet or flow of packets is 
transmitted as information to the management engine 184 
through IPFIX. The management engine 184 may optionally 
be configured to make a final determination of the character-

40 
ization of the application associated with the packet or flow of 
packets and transmit the final determination to the network 
system control manager 125. The appliance 180 may be fur­
ther configured with additional statistical gathering, control 
inputs and communications connections to the control man-

45 
ager 125 through the management engine 184. The informa­
tion gathered, examined and used in the application identifi­
cation as well as the output to the control manager 125 may be 
logged at the appliance 180 and/or elsewhere. The logged 
information is used to form a "history" of the applications and 

50 
other information. The history may further be used as an input 
into the process of network application identification 
described herein. More broadly, the information may be 
stored as a source of determining whether a particular appli­
cation has already been installed on a device of the network 

55 
infrastructure 101. 

The policy server 103 or another network management 
device of the network infrastructure 101 may include an 
application identification configuration engine 174 coupled 

Detection Technique Example 

TCP/UDP canonical UDP/53 -- DNS 
port values 

engine 186 may also be mirrored directly to the management 
engine 184 for transmission to the control manager 125 or 
network logging or to other functions and devices. The mir­
rored frames may also be mirrored to one or more other 
devices of the network infrastructure 101. 

The application identification engine 186 is further repre­
sented in FIG. 3. The application identification engine 186 
includes a mirrored frames interface 188, a network manage­
ment interface 190, a results output interface 192, a set of 
different analysis mechanisms or functions 194a-194h and a 
scoring analysis engine 198. The engine 186 receives infor­
mation and instructions from the configuration engine 174, 
conducts scoring analyses based on provided information and 
guidelines and outputs scoring results through port 192 to the 
control manager 125 for further analyses, decision making, 
policy changes and the like. Examples of the plurality of 
analysis mechanisms used in making a determination about 
the likely application associated with particular frames exam­
ined include, but are not limited to: a) a comparison 194a of 
one or more signatures (pattern matching) associated with 
computer applications; b) port values 194b; c) protocol values 
194c; d) statistics 194d; e) heuristics 194e; f) history 194{; g) 
installed applications 194g; and h) custom analysis 194h that 
are administrator or user dependent. The engine 186 receives 
instructions and information at the first entry port 188 and 
mirrored packets at the second entry interface 190. The mir­
rored frames are further sent or shared with each of the analy­
sis functions 194a-194h for application identification. Effec­
tive application identification typically requires the usage of 
multiple techniques for parsing and analyzing network com­
munications. While shown as a completely parallel and dis­
tinct set of operations, the operations may be serialized; they 
may happen as specialized functions partially or completely 
in specialized hardware or other devices of the network infra­
structure 101, and/or performed at separate times, and/or as 
separate functions in separate devices. These detection and 
analysis techniques range from simple port comparisons all 
the way through complex pattern matching algorithms, regu­
lar expressions, and statistics-based determinations including 
packet and flow information from other functions and 
devices. The following table describes some available appli­
cation identification mechanisms used herein and examples 
of each: 

Fingerprintable Apps. 

DNS, HTTP, SSH, 
SMTP, etc. 

Non-fingerprintab le 
Apps. 

Applications on non­
standard ports, and 
apps that dynamically 
select port values (P2P) 
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-continued 

Detection Technique Example Fingerprintable Apps. 
Non-fingerprintable 
Apps. 

IP Protocol value IP proto 47 -- GRE 

Pattern Matching HTTP/20, User-Agent: 

GRE tunnels, OSPF, 
!PIP (these aren't apps 
really - just more 
interesting than !Pv4 or 
!Pv6) 

Any application that 
leverages !Pv4 or !Pv6 

Encrypted Bittorrent, 
Skype 

Regular Expressions Hostlx2als(?:\www)?youtubelx2ecom 

HTTP, HTTPS, SSH, 
STMP, Facebook, 
Yahoo, Twitter, etc. 
Accounts for complex 
application layer 
encodings - Facebook, 
Yahoo, Twitter, etc. 
Encrypted Bittorrent, 
Skype, SSH, HTTPS, 
etc. 

Encrypted Bittorrent, 
Skype, anything that 
requires extreme 
performance 

Statistics-based 
Mechanisms 

SPID database values for SSH 
banners 

? 

The application identification engine 186 implements all of 
the above techniques including statistics-based fingerprinting 
so that "problem" protocols such as encrypted Bittorrent and 
Skype can be identified (fingerprinted). 

20 this helps to provide guidance for the generation of applica­
tion groupings. For example, Facebook and Twitter are both 
social networking applications even though the underlying 
technologies and platforms powering both are quite different. 
Hence, it is useful to place Facebook and Twitter into the It is useful to construct groups of application signatures for 

the purposes of organization and clarity, especially for out­
putting results in a useful manner to network administrators 
and to serve as input to policy driven network control. Many 
applications share a common purpose or usage pattern, and 

25 "social networks" application group along with other similar 
applications such as Google's G+ service. The table below 
outlines a set of application groupings. Others may be 
employed dependent on network management interests: 

Application Group 

Social Networking 

VPNs and Security 

Garnes 
Business Applications 
Databases 
Peer-to-Peer 
Sear ch Engines 

Software Updates 

Web Applications 

Internet Infrastructure 
Miscellaneous/Custom 

Unifying Characteristic 

Emphasis is on in-application user 
communications and interactions 
Encrypted communications 

Interactive goal oriented entertainment 
Enterprise class productivity 
Query/result model 
File and data transfer 
Web-based standard search model (to 
include indexing crawlers) 
Local OS/application querying of 
centralized software update service 
General bucket for web applications that 
do not warrant inclusion within one of 
the other groups 
Core Internet protocols 
Application does not warrant inclusion 
within one of the existing groups 

Example Applications 

Facebook, Twitter, G+, Linkedln 

SSH, Open VPN, IP SEC, Scanners (such 
as Metasploit) 
Diablo III, Online Poker 
SAP, GERS, Agile 
Oracle, MySQL, Postgres 
Bittorrent, eDonkey, Kazaa 
Google, Yahoo 

Anti-virus updates, Microsoft updates, 
Linux patches 
Google Maps, Flickr, SSL certificate 
common names for arbitrary sites 

DNS, SMTP 
Custom one-off networked application 

The following table represents a template of HTTP IPFIX 

50 
for an "appflow-spec-vl" document. This template may be 
the basis for characterizing an application flow to be used in 
identifying it wherein metadata are to be collected and gen­
erated via IPFIX. 

Set ID - 2 
Template ID - 258 
Observation point ID (observationPointld, 138) 
Export process ID (exportingProcessld, 144) 
Flow ID(flowld, 148) 
Transaction ID(transactionld, 32897) 
Enterprise ID 
Connection ID(connectionld, 32901) 
Enterprise ID 
Ipversion(ip Version, 60) 
IP protocol number(protocoldentifier,4) 
Padding(Padding, 210) 
Ipv4 SRC IP(source!Pv4Address, 8) 
Ipv4 DST IP(destinationlpv4Addres, 12) 

Set Length - 152 
Field Count - 27 
Unsigned32, 4 
Unsigned32, 4 
Unsigned64, 8 
Unsigned32, 4 

Unsigned32, 4 

Unsigned8, 1 
Unsigned8,1 
Unsigned8,2 
Ipv4address, 4 
Ipv4address, 4 
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SRC Port(tcpSourcePort, 182) 
DST Port(tcpDestinationPort,183) 
Pkt Count(packetDeltaCount, 2) 
Byte Count( octetDeltaCount, 1) 
Flag(TCP Control Bits, 6) 
Flags(flowFlags, 32900) 
Enterprise ID 

23 
-continued 

Time for first pkt in microseconds(flowStartMicroseconds, 154) 
Time for last pkt in microseconds(flowEndMicroseconds, 155) 
ingresslnterface(ingresslnterface, 10) 
egressinterface( egresslnterface, 14) 
app!D(app!D, 32919) 
Enterprise ID 
HTTP Request URL(httpReqUrl, 32898) 
Enterprise ID 
HTTP Request Cookie(httpReqCookie, 32899) 
Enterprise ID 
HTTP Request Referer(httpReqReferer, 32908) 
Enterprise ID 
HTTP Request Method(httpReqMethod, 32909) 
Enterprise ID 
HTTP Request Host(httpReqHost, 32910) 
Enterprise ID 
HTTP Request User-Agent(httpReqUserAgent, 32911) 
Enterprise ID 

US 9,172,627 B2 

Unsigned! 6, 2 
Unsigned! 6,2 
Unsigned64, 8 
Unsigned64, 8 
Unsigned8, 1 
Unsigned64,8 

dateTimeMicroseconds, 8 
dateTimeMicroseconds, 8 
Unsigned32,4 
Unsigned32,4 
Unsigned32, 4 

VariableLength,65535 

VariableLength, 65535 

VariableLength, 65535 

VariableLength, 65535 

VariableLength, 65535 

24 

A significant amount of information is included within raw 
flow records about IP addresses, protocols, and transport 
layer port numbers. Given that there are over 10,000 assigned 
applications unique port values (which are 16-bits wide in the 
TCP and UDP headers), there is always the possibility that 
that value can be derived by inferring the usage of an appli­
cation on a network just by looking at mapping port values to 
the associated IANA assigned application. That may be one 

25 ning activity. Having data exchanged is more clear cut for 
TCP services, but UDP servers are under no obligation to 
return anything to inbound attached function traffic. Also, 
although IANA has defined port numbers for 10,000+ appli-

of the analysis functions of the engine 184. For example, one 
could just take a single flow record, take a look at the source 

30 cations, not all applications are of equal importance. As a 
result, it is an option to be selective in the fingerprinting 
process. Reasonable approaches include: 1) fingerprinting 
applications based on port values for specific enterprise appli­
cations and/or 2) fingerprinting those applications that reside 

35 in certain servers. In any case, there is value in running fin­
gerprinting code that parses through application layer data 
and so the appliance 180 is configured to enable both a port­
based and a DPI-based application fingerprint be produced 

or destination port, determine whether the port is likely a 
server port or a randomly assigned source port, and then 
lookup the corresponding application in the IANA list. How­
ever, this by itself would mean that it would be possible to use 
Nmap to fool the fingerprint function into reporting that every 

40 
scanned port is an application that is in use. Hence, it may be 
desirable to see whether any data would actually be 
exchanged, and maybe even to try to rule out potential scan-

for each flow. 

The following features are examples of the types of fea­
tures that may be analyzed in the pattern matching mecha­
nism for application identification: 

Feature 

IP protocol test 

Transport layer port test 

Application layer string 
matches 

Pattern offset 

Pattern depth 

Regular Expressions 

Pattern Chaining 

Rationale 

Restrict application layer inspection 
based on IP protocol value to follow 
conventional application usages of 
the transport layer 
Applications usually communicate 
over canonical port values 
Many applications can be detected 
with some degree ofreliability 
simply by looking for a simple string 
within network traffic 
Some applications transmit 
identifiable information at certain 
offsets within payload data - the 
offset applies to a search pattern 
Some applications transmit 
identifiable information within 
certain depths of payload data - the 
depth applies to a search pattern 
In order to partially application layer 
complexity, regular expressions are 
frequently necessary 
Reliable application fingerprinting is 
enhanced with the ability to use 
multiple patterns in a single 
signature 

Example 

"tcp" 

"22" 

"SSH/2.0" 

"15" 

"100" 

''.+ASCIIl(.+SELECT'' 

"HTTP" + "application/x­
shockwave-flash" 
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Examples of application signature messages against AOL 
IM traffic are: 
14:12:11 [I] 192.168.86.109:53605 192.168.4.112:5190 n/a 
[APP:AOL] (sp=53605, dp=5190, protocol=tcp) 
14:12:11 [I] 192.168.6.49:5190 192.168.76.105:53602 n/a 5 

[APP:AOL/ICQl] (sp=5190, dp=53602) 
14:12:11 [1] 192.168.76.105:53602 192.168.6.49:5190 n/a 
[APP:AOL/ICQl] (sp=53602, dp=5190) 

26 
while they are referred to as the traffic source and the traffic 
destination, it is to be understood that each may be configured 
to transmit and receive traffic for example, in a flow between 
the two. The source and destination will have little or no 
knowledge of the traffic between them being mirrored (cop­
ied) to another device. 

One or more of the virtual portals 412 may be static in 
configuration and one or more may be dynamic in configu­
ration. A static configuration means that the mirrored traffic is 14:12:11 [1] 192.168.4.112:5190 192.168.86.109:53605 n/a 

[APP:AOL] (sp=5190, dp=53605, protocol=tcp) 
14:12:11 [I] 192.168.6.49:5190 192.168.76.105:53602 n/a 
[APP:AOL/ICQl] (sp=5190, dp=53602) 

10 always transferred to the same mirrored traffic destination 
408. On the other hand, a dynamic configuration means that 
the mirrored frames are transferred to the mirrored traffic 
destination 408 through one or more selectable configura-Outputs of the respective analysis mechanisms 194a-194f 

are shared with the scoring analysis engine 198. This engine 
198 may be located in the appliance 180, the control manager 15 

125 or other devices of the network infrastructure. It is used to 
collect the information output provided by the different 
analysis mechanisms and to combine it with other informa­
tion retrieved, derived or configured to assist in determining 
the application which the analyzed flow is based upon as used 20 

on the network system. The history of applications previously 
used on the network as well as those applications know to be 
installed on the network may also be added to the analysis as 
two additional mechanisms, including as tiebreakers or added 
weighting, particularly when the other mechanisms deliver 25 

less than certain results, but not limited thereto. 
FIGS. 4A-4C illustrate the results of using a plurality of 

mechanisms in the scoring to assess the likely application 
associated with a flow that has been mirrored to the applica­
tion identification function 200, in which scores can range 30 

from O (no knowledge of the application based on the mecha­
nism used) to 100 ( complete certainty of the application 
based on the mechanism used). It can be seen that certain 
applications are more amenable than others to certain analy-
sis mechanisms. For example, social and search applications 35 

can be detected with a high degree of confidence using sig­
nature analysis while peer-to-peer applications are difficult to 
detect using the signature approach but are detectable using 
the heuristics mechanism. The API mechanism shown in 
FIGS. 4A-4C represents the inclusion of any analysis tech- 40 

nique created for use in association with the identification 
function 200 including, but not limited to, user created cus­
tom techniques of the network infrastructure 101 of the 
present invention. The API is the interface through which 
users may add one or more analysis mechanisms to the scar- 45 

ing engine 198 dependent on their particular experiences in a 
specific network application. 

An example of the dynamic traffic mirroring function 300 
of the present invention, which may be used in conjunction 
with the application identification function 200 or indepen- 50 

dent of that function, is represented in FIG. 5, which is a 
simplified representation of a packet forwarding device 400 
configured to mirror frames of packets received on the device 
400, which may be part of the network infrastructure 101 and 
may be a network entry (edge) device of a central (core) 55 

packet forwarding device of the type previously described but 
not limited thereto. The device 400 includes the dynamic 
traffic mirroring function 300. The device 400 includes one or 
more ports 402 for receiving and transmitting packets. The 
device 400 is connected in a wired or wireless way to a traffic 60 

source 404 and a traffic destination 406. It is further con-

tions. The destination may just be a service name (Any IDS, 
for example) and the physical destination may change based 
on service discovery, availability, status, or priority and load-
ing, perhaps learned via service armouncements. Any of the 
physical ports ( 402) of the device 400 may be used for the 
transmission of the mirrored frames as required or needed by 
the virtual portal. It is to be noted that the mirrored traffic 
destination 408 may be any device of the network system 100, 
including the device 400. If the mirrored traffic destination 
408 is located within the device 400, the mirrored frames may 
be transferred by way of one of the one or more virtual portals 
412 to one of the one or more other portals 412 or the virtual 
portal may be represented simply with a shared memory or 
other frame or data passing technique. 

While the function of the portals 412 has generally been 
described herein with respect to the transfer of frames, por­
tions of frames or portions of more than one flow for the 
purpose of application identification, the use of portals of the 
type described is not limited to that specific use. It is also 
possible to transfer to other devices or to other functions, 
whether in the same or another device, related information, 
such as information about the flow or flows but not limited 
thereto. Once a portal is established to another function, such 
as the application identification engine 186, for example, the 
portal might be used to transport related or other information 
for reason of security or simple ease of use, to that destination, 
which may be a known destination and which may be logical 
or physical. Further, the portal may have been established for 
a particular destination and that same destination may be used 
by other mirrors or the same mirrors for other frames or 
different flows. It is possible to provide information, status 
and flow statics, end-of-flow information, etc. which, while 
not part of the selected frames or filtered parts of the flow of 
packets, on a network, may aid, modify or enhance the func­
tion operating at the destination of the portal in performing its 
task. This information could, in one embodiment, be sent in 
an IPFIX or IPFlX extended format but other formats and 
protocols are possible. 

Although FIG. 5 depicts a particular frame mirroring con-
figuration for the device 400, one ordinarily skilled in the art 
will recognize and appreciate that other configurations are 
possible to enable the mirroring of frames for a plurality of 
traffic sources, traffic destinations and mirrored frames des-
tinations. Moreover, the device 400 may have more or fewer 
ports than as shown (including only a single port) and more or 
fewer virtual portals than as shown. 

The device 400 includes a mirror source point 414 and the 
control engine 410 includes a mirror sending mechanism 416, 
either or both of which may be implemented as software, 
hardware, or any combination thereof. In one embodiment, 
the mirror source point 414 is associated with one of the one 

nected in a wired or wireless way to a mirrored traffic desti­
nation 408. The device 400 includes a control engine 410 
configured to, among other things, establish and/or manage 
one or more virtual portals 412 associated with the transmis­
sion of mirrored frames of a flow set up between the traffic 
source 404 and the traffic destination 406. It is to be noted that 

65 or more portals 412. The mirror source point 414 may be 
configured to copy all or a portion of network traffic, such as 
on a frame by per frame basis, transmitted and/or received on 
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a given port 402 or portal 412. The mirror source point 414 is 
configured to replicate, duplicate or otherwise copy traffic of 
the traffic source 404. In another aspect, the mirror source 
point 414 identifies the point or location of a device of the 
network infrastructure 101 or of an attached function net­
work, such as a port, queue, storage or memory location, from 
which the mirroring of frames originates, initiates, or other­
wise starts. Additionally, the mirror source point 414 may 
implement encryption of the traffic from the source 406 
before initiating frame mirroring, alternately this service and 
others may be performed by the portal. For example, the 
mirror source point 414 may include one or more mecha­
nisms to filter, encrypt, encapsulate, blank, scramble, or shave 
a frame of mirrored traffic. 

The mirror function 300 in general relies upon the packet 
forwarding function of the device 400 for service generally 
known to be performed by that device. Classification and 
packet forwarding function 420 may be relied upon to classify 
frames for forwarding as needed to other ports ( 402) of the 
device 400. This same forwarding function 420 can be used to 
classify copy and deliver frames to the mirror function. When 

28 
any of the protocol layers may be used in practicing the 
operations of the present invention as described herein. 

As noted, frames mirrored from the device 400 may be 
encapsulated. Any type and/or form of protocol and any 

5 mechanism for encapsulation may be used. The mirrored 
frames, whether encrypted or not, may be encapsulated using 
a tunneling protocol, such as a secure tunneling protocol. For 
example, the tunneling protocol used by the present invention 
may include any version and/or implementation of any of the 

10 following tunneling protocols: a Point-To-Point Tunneling 
protocol (PPTP), Point-To-Point Protocol over Ethernet (PP­
PoE), Point-To-Point Protocol over ATM (PPPoA), a Layer 2 
Tunneling Protocol (L2TP), a Generic Routing Encapsula­
tion (GRE), Internet Protocol Security (IPsec), IP in IP Tun-

15 neling, and Multi-Protocol Label Switching (MPLS). One 
ordinarily skilled in the art will recognize and appreciate that 
any bridgeable or mutable protocol may be used in practicing 
the operations of the present invention described herein. 

In one embodiment, mirrored data of an original frame in a 
20 packet becomes the data payload for a modified packet that 

includes the original frame that is to be mirrored. The frame to 
be mirrored may be encapsulated such as with a tunnel con­
figuration. Furthermore, the content of the mirrored frame a mirror is established and frames needed to be sent by one or 

more of the portals 412 via one or more of the ports of 
switching device 400 to mirror destination 408, the frames are 25 

typically handed to classification and packet forwarding 
function 420 to be classified and forwarded according to 
typical switching and routing rules to the destination as 
defined by the mirror portal established for that particular 
mirroring activity. Device 400 then transmits the frame(s) 
from the proper port(s) 402. 

may be encrypted. 
In other embodiments of the invention, the network traffic 

is tunneled to the mirror traffic destination 408 via a higher 
level protocol, such as HyperText Transfer Protocol Secure 
(HTTPS) or the Secure Socket Layer (SSL) protocol. For 
example, the mirrored network traffic may be encrypted and 

30 encapsulated via a secure web session using SSL and/or 
HTTP between the mirror source point 414 and the destina­
tion 408. The mirrored traffic destination 408 may be any function or 

device of the network infrastructure 101, including the device 
400, arranged to receive and either transfer or analyze the 
mirrored frames, including a device having the application 35 

identification function 200 described herein. The destination 

In one embodiment, a Medium Access Control (MAC) 
Layer 2 tunneling may be used. A MAC-in-MAC tunneling 
techniques encapsulates a MAC frame with another MAC 
header, or a second MAC header. FIG. 6 shows a simplified 

408 may include a function configurable to receive mirrored 
and acknowledge network traffic. The mirror destination 
point 408 may also optionally be part of the network system 
100 but as part of a network infrastructure different from the 
network infrastructure 101. The mirrored traffic destination 
408 may include a mechanism to decrypt, de-encapsulate, or 
un-scramble a received mirrored frame or frames. Further, the 
destination also contains the necessary protocol elements to 
provide flow control, frame acknowledgement and such mat­
ters as required by packet based transport as selected or used 
by the portals 412. 

As noted, the mirror source point 414 may be configured to 
copy some or all of the traffic associated with the traffic 
source 404. A portion of any frame may be configured to be 
any granularity of the frame of the network traffic. For 
example, one or more fields of one or more protocol layers of 
the frame may be configured to be mirrored. In another 
example, only the data payload of one of the protocol layers 
of the frame may be mirrored. One ordinarily skilled in the art 
will recognize and appreciate that all or any portion of net­
work traffic, such as all or any available portion of a frame, a 
packet, or any other protocol data unit, at one or more network 
protocol layers may be mirrored in practicing the operations 
of the present invention described herein. Although the 
present invention is generally discussed in relation to packets 
(frames as they appears on the network physical links) of 
network traffic, one ordinarily skilled in the art will recognize 
and appreciate that a frame is a bundle or unit of data, that may 
be in binary form, organized in a specific way for transmis­
sion. Moreover, one ordinarily skilled in the art will recognize 
and appreciate that any unit or bundle of data associated with 

illustrative example of an original frame 600 of a packet of 
network traffic to be mirrored modified in accordance with 
the technique of this particular tunneling method. Specifi-

40 cally, the frame 600 is encapsulated in a MAC-in-MAC tun­
neling protocol. A second IEEE 802.3 MAC header 602 is 
appended to the frame 600 to form a modified frame 604 that 
is mirrored. In some embodiments, all or a portion of the 
frame 600 encapsulated with the second MAC header 602 

45 may be encrypted. For example, data portion 606 of the frame 
600 may be encrypted. 

Additionally, the encapsulation of mirrored network traffic 
may be used with virtual leased line technologies and/or the 
Multiple Protocol Label Switching Standards, such as the 

50 Pseudo Wire Emulation Version 3 standard (PWE3). Further­
more, any type and/or form of custom or proprietary encap­
sulation protocol, or any type and/or form of custom or pro­
prietary encrypting and encapsulating protocol may used 
with the present invention. One ordinarily skilled in the art 

55 will recognize and appreciate the various types and/or forms 
of encapsulating or tunneling protocols that may be used for 
providing data privacy of at least a portion of mirrored net­
work traffic during communications between the mirror 
source point and the mirror destination point. The mirrored 

60 traffic may be de-encapsulated and/or de-crypted at the des­
tination 408 for further processing. 

In some embodiments of the present invention, the device 
400 or other devices including the dynamic traffic mirroring 
function 200 may support the ability to mirror network traffic 

65 remotely over a network by utilizing the IEEE 802 .1 Q VLAN 
tag/field of the frame in a virtual LAN environment (VLAN). 
VLAN environments are based on logical connectivity over-
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lay of the physical network, and as known to those ordinarily 
skilled in the art, may include any type ofVLAN, such as a 
port-based VLAN, MAC-based VLAN, a protocol-based 
VLAN, or an ATM VLAN. In a VLAN environment, 
remotely mirrored network traffic may have a specific IEEE 5 

802.lQ VLAN tag used by device 400 to help direct the 
mirrored network traffic to a specified location and to isolate 
it from other traffic. Utilizing the VLAN tag, the frame relay 
logic of the device 400 typically used for forwarding frames 
is enhanced. Network traffic mirrored in a VLAN environ- 10 

30 
field or selected fields in the packet. The selected field or 
fields may be one or more of: a) address fields; b) protocol 
fields; c) length or byte count fields; and d) fields used in 
determining the value, meaning, placement or inclusion of 
other fields in the packet. The second selection criterion may 
also be a selection of the fields in the packet to be mirrored, 
byte count of a first selected portion of the packet to be 
mirrored and/or offset of a first selected portion of the packet 
to be mirrored. Further, the third selection criterion may be: a) 
a count setting of the frames meeting the first selection crite­
rion; b) created using information contained in the packets 
mirrored or to be mirrored; c) created using information con­
tained in packets not mirrored to the selected portal where 
mirroring occurs. The application layer of the packet or series 

ment may traverse or pass through many network system 
devices before reaching the mirror destination point 408. 
Regardless of the particular mechanism for transferring mir­
rored traffic, the dynamic mirroring function 200 is arranged 
to configure one or more of the portals 412 to mirror one or 
more packets, including portions of packets, based on 
selected criteria. The configuration has several dynamic 
aspects to it and there are a plurality of criteria used in making 
a determination as part of dynamic mirroring policy of what, 
where and when to mirror. A first criterion involves selecting 
one or more received frames for mirroring, which may be a 
flow that is defined and selected. A second criterion involves 
selecting one or more portions of the frames for mirroring, 
which may include the entirety, of the frame, selected fields or 
excluded fields selected portions of a frame based on byte 
count, of each of the frames of the selected one or more of the 
received frames to be mirrored. A third criterion involves 
selecting which of the one or more portals through which to 
mirror the frames. A fourth criterion involves selecting where 

15 of packets may also be used as either or both of the first and 
second criteria. The control engine 410 is configured to 
include one or more inputs used in the analysis of what and 
when to mirror traffic from the traffic source 404. Input 
options include, but are not limited to: a) network events; b) 

20 application(s) detected; c) user authentication; d) type of 
device for the traffic source 404 or the traffic destination 406; 
e) device status (virus level); f) device ownership status 
(BYOD criteria); g) network policies; and other triggering 
conditions as noted herein. Each of the one or more portals 

25 412 may be established through the device 400 in one or more 
ways as described herein. For example, the portal 412 may be 
a tunnel to another device of the network system 100 includ­
ing, for example a TCP/IP tunnel. It may also be based on 
packet encapsulation. That data encapsulation may be a data 

30 link sub-layer encapsulation. Further, it may be based on the 
traffic destination 406. 

to mirror the frames which may determine the portal or may 
dynamically establish a new portal. A fifth criterion involves 
selecting when to stop the mirroring of the selected frames. A 
second dynamic aspect of the present invention includes a 
configuration of the control engine 410 to change the con­
figuration of the selections and/or the selected criteria for the 35 

mirror function, even during the active mirroring of frames, 
based upon the detection of a triggering event or condition. 
Examples of such triggering events or conditions have been 
described above and are incorporated herein but the invention 

The ability to detect and identify applications running on 
devices of the network infrastructure 101 enables a new type 
of application based network control. However, it comes at a 
cost of increased complexity and expense to deploy the appli­
cation identification function 200 in the network infrastruc-
ture 101. Normally, the application identification function 
200 including the engine 186 would need to be deployed 
throughout the network infrastructure 101 to insure a reason-

is not limited to those so listed. 
The portals 412 may be configured by any means known to 

those skilled in the art, such as through the use of SNMP, to 
provide the parameters needed to determine or discover the 
portal destination, path to it and the transport criteria needed. 

40 able detection of a sufficient portion of the traffic flows impor­
tant to the organization to permit reasonable control. The 
dynamic traffic mirroring function of the present invention 
dramatically eases the pain, expense and complexity of 

As an example, a mirror may have been established by the 45 

policy-based mirroring function to mirror all traffic from a 
new attached function that has joined the network system 100. 
After a period of time based on one or more of policies, on the 
output of an IDS, the output of the appliance 180 or another 
network infrastructure device including the application iden- 50 

tification function 200, and Network Access and Control 
(NAC) functions, the particular attached function might have 
the criteria for mirroring changed to reflect only mirroring, 
for example, the first 30 frames of a new flow to only the least 
loaded application identification function 200 of the network 55 

infrastructure 101. This might reflect an attached function 
now having a trusted, known, authenticated user, updated 
applications and virus detection status, and generally display­
ing good network behavior. 

It is also to be noted that the control engine 410 configured 60 

to change the mirroring dynamically may be located in one or 
more other devices of the network infrastructure 101. Further, 
the control mechanism of the traffic mirror function may be 
automatically changed during the mirroring of traffic based 
on input ofinformation to the control engine 410 that initiates 65 

a mirroring change based on network policy, mirroring poli­
cies or both. The first selection criterion may be based on a 

engine 186 deployment allowing such application identifica­
tion engines to be placed almost at will by the network admin­
istrator, with the mirrors bringing to it the necessary traffic 
from any device of interest in the network infrastructure 101. 
The dynamic mirrors are most logically located in the 
switches and other devices that are primarily packet forward­
ing devices, such as switches and routers, as the incremental 
additional cost is relatively minor and heavily leverages the 
already existing capabilities these devices have; namely, to 
classify all incoming traffic, copy traffic as needed, rapidly 
modify frames and frame headers, filter and forward frames, 
and to support encapsulations, tunneling and routing tech­
nologies. Moreover, their positions in various network 
topologies make them almost ideal for the task. 

Examples of network topology organizational options are 
shown in FIGS. 7-10. Components of the network that are 
numbered the same as in FIG. 1 remain the same for purposes 
of describing the different topology options. FIG. 7 shows a 
first network topology 700 in which transmissions from 
attached functions to the network infrastructure 101 enter 
through edge network devices and all Internet traffic is forced 
through firewall 118, which may be one or more firewalls 
scaled as desired based on the size of the network. The fire-
wall 118 performs its gate keeping function and packets that 
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substantial. Mirrors can be created on a per port or per entry 
device basis but any enforcement usually requires a mecha­
nism to track addressing back to the physical port of entry 
devices as an added step when compared to the gateway 

5 topology. The increased bandwidth of high traffic spikes may 
also force a less holistic approach to mirroring; that is, you 
cannot analyze everything during high traffic periods. A new 
policy may be needed for load shedding and establishing 
priorities for excessive traffic in the mirrors or at the destina-

are permitted to pass are transferred to the network entry 
device 105, which represents one or more network entry 
packet forwarding devices, such as switches. The network 
entry device 105 mirrors frames of the packets or portions of 
one or more received frames to the application identification 
appliance 180. The appliance 180 carries out its analysis with 
the application identification function 200 as described herein 
and passes that information to the policy server 103 or another 
network control device including the network control man­
ager 125. The policy server 103 either has established one or 
more network policies, which may include one or more mir­
roring policies and/or rules for implementing mirroring poli­
cies, on the network entry device 105 or firewall 118 for the 
purpose of allowing, blocking or restricting the transfer of 
frames from the network entry device 105 to the core switch- 15 

ing device 106 and/or access to resources of the network 
system. Dependent upon the analysis of the frames mirrored 

10 tion devices, such as application engines. Sampling flows, 
shedding trusted users, limiting the time period of examining 
all flows from a device or user are some such techniques to use 
dynamic mirroring to limit load to application identification, 
IDS and other monitoring engines. 

FIG. 8 shows another network topology 800 and may rep-
resent a typical medium size enterprise with both core and 
edge switching. Transmissions from the majority of the 
attached functions of the network infrastructure enter through 
the edge switching devices 105a and 105b. The network entry 

to the appliance 180, the policy server 103 or the manager 125 
may dynamically adjust one or more network policies or 
enforcement rules of firewall 118 or the network entry device 
105, the core switching device 106 and/or any other devices 
of the network. 

In a small business model network represented in FIG. 7, 
network entry device 105 may represent most or all the net­
work switching devices of the topology 700. In small topolo­
gies, the management, policy control, and application identi­
fication function 200 may all be located in a single server. For 
the small business office, Internet connected to the corporate 
backbone, the network control and application identification 
function may, in fact, be located at the corporate headquar­
ters. High priority mirroring may take place immediately for 
new flows while local logging and nightly transfer and analy-
sis may optimize network cost at some delay in terms of 
policy control and enforcement. As traffic grows, or a more 
responsive control is needed, local application identification 
engine could be installed as a standalone appliance, such as in 
appliance 180, or as a function of a packet forwarding device, 
perhaps sharing the load with the corporate-based primary 
application identification function 200, with the dynamic mir­
rors providing the traffic to the appropriate device based on 
mirror policy. While the point deployment of the mirrors 
would lead to no duplicate flows, if more than one switching 
device were installed in the network, some traffic in the other 
device, assuming no local mirror, would not be reviewed by 
the application identification function(s) 200.A point deploy­
ment works well where the traffic in the network is typically 
focused through a single, or a limited set of packet forwarding 
devices. Internet gateway and data center entry points are 
good examples of places where mirror deployment would see 
little duplicate traffic and a very large portion of the traffic 
flows through a single or very limited number of packet 
forwarding devices. 

20 devices 105a and 105b do not include the dynamic traffic 
mirroring function 300 or they do not utilize that function to 
mirror frames to the appliance 180. Instead, the network entry 
devices 105a and 105b forward frames in packets to the core 
device 106. The topology location of the core device 106 

25 means the vast majority of all flow in the network passes 
through that particular packet forwarding device. Any appli­
cation identification functions 200 directly attached to the 
core device do not significantly increase traffic in the network 
when mirrored to a dedicated port on the core device. The 

30 appliance 180 carries out its analysis with the application 
identification function 200 as described herein and passes that 
information to the policy server 103 or another network con­
trol device including the network control manager 125. The 
policy server 103 either has established one or more policies, 

35 including one or more mirroring policies and/or one or more 
rules for implementing mirroring policies, on the network 
core device 106 for the purpose of allowing, blocking or 
restricting the transfer of frames from the network core device 
106 to other devices of the network including attached net-

40 work functions. Dependent upon the analysis of the frames 
mirrored to the appliance 180, the policy server 103 or the 
manager 125 may dynamically adjust one or more policies, 
including mirroring policies, of the network entry device 105, 
the core switching device 106 and/or any other devices of the 

45 network. 
The network topology 900 of FIG. 9 includes network core 

focused application identification and uses the output of 
appliance 180 to assist in policy decisions for securing the 
network. Rapid policy deployment of control in the core 

50 device 106 may be followed by discovery of the flow source 
and subsequent edge deployment at either or both of network 
entry devices 105a and 105b, for example, of more targeted 
control. Where some, but limited, mirroring capability may 
exist at the network edge and/or large numbers of users exist, 

The simplest topology case to understand is the firewall or 
gateway access, such as a VPN, topology. In this topology, 
specific traffic is focused through a single point or very lim­
ited set of points when including load sharing and redun­
dancy. These single points may be easily mirrored and there is 
almost no duplication of flows to be concerned with. In addi­
tion, it is a likely a high-concern or high-risk location, but 
with limited or known bandwidth requirements. A more com­
plex topology is the edge access device topology. Those net­
work devices typically connected to one or two devices (at­
tached functions) located in every office of an enterprise, as an 
example. Low density user devices are tied to the core of the 
network using lots of ports, different locations and, typically, 65 

multiple edge devices. While a single port may not represent 
much traffic bandwidth, the aggregate of all ports can become 

55 core detection may be followed by limited mirroring with 
added detection at the edge. This may lead to duplication of 
flows and an increased requirement to de-duplicate at the 
appliance 180 or one or more other devices of the network 
infrastructure 101 that include the application identification 

60 function 200. 
FIG.10 shows another network topology 1000 suitable for 

use with a data center wherein one or more servers 175 of the 
data center are a core asset to the enterprise. Within the 
enterprise, traffic from the network entry device 105a/105b, 
which represent network entry packet forwarding devices, 
such as switches, passes eventually to a data center switch 
1002 or equivalent packet forwarding device(s). The data 
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center switch 1002 or equivalent forwarding device(s) for­
wards frames to and from a server or set of servers that 
represent a data center 1004 through the network core packet 
forwarding device 106, which may be a switch or a router and 
may be one or more devices in practice. The network entry 
devices 105a and 105b do not include the dynamic traffic 
mirroring function 300 or they do not utilize that function to 
mirror frames to the appliance 180. Instead, the network entry 
device 105a/105b forwards the frames to through the core 
switch and on to data center switch 1002. Frames are mir­
rored, if applicable, by mirror function 300a or 300b to appli­
cation identification engines of appliances 180 and 181. The 
appliances 180 and 181 carry out their analysis with the 
application identification functions 200 as described herein 
and pass that information to the policy server 103 or another 
network control device including the network control man­
ager 125. The policy server 103 either has established one or 
more policies, including for mirroring, on the network 
devices for the purpose of allowing, blocking or restricting 
the transfer of packets as required. Generally, enforcement is 
attempted first at the lower bandwidth edge devices closer to 
the entry point of potentially harmful behavior when possible, 
but in any device of the network infrastructure 101 as needed 
to support the network. Dependent upon the analysis of the 
frames mirrored to the appliance 180 and/or 181 and possibly 
others as needed, the policy server 103 or the manager 125 
may dynamically adjust one or more policies, rules, Access 
Control Lists (ACLs) or parameters of the network entry 
device 105a/105b, the core switching device 106 and/or any 
other devices of the network. 

The architecture 1000 ofFIG.10 is focused on understand­
ing the applications and usage of the data center 175 devices. 
Based on traffic mirroring at the data center switches 1002, 
the appliances 180 and 181 would receive little duplicate 
traffic. However, data center switching can be some of the 
highest volume of traffic in the network and multiple mirrors, 
links, application identification engines and servers may be 
needed to support the topology. One of the more important 
aspects of the architecture is the ability and flexibility to 
support and scale to each of the topologies as shown with a 
few pieces of basic technology and to perform this in a cost 
effective manner. A pervasive mirroring topology supports 
mirroring at all the packet forwarding devices of the network 
system. While providing unlimited access to the packet flows, 
duplication of the frames at the mirrors of each switch would 
require more intelligent control of them, perhaps mirrors that 
understand topology, or de-duplication of the flows at the 
monitors and engines receiving the mirrored frames. Addi­
tional intelligent mirror control and new policies may be 
added to help ease the duplication effect using both 
approaches. 

The network architecture supporting the various topolo­
gies described herein are examples of configurations that may 
be created where knowledge of applications and topologies 
associated with flows exist, as well as the ability to mirror 
some or all of such flows to obtain application identification 
and usage information. It is also advantageous to have the 
ability to conduct mirroring activities dynamically, including 
when to mirror, how much to mirror, which devices to use for 
mirroring and when to stop mirroring. Moreover, it is also 
advantageous to configure such topologies including the abil­
ity to modify dynamically network policies associated with 
the operation of the network as a result of events, conditions, 
status, etc., detected based on application information but not 
limited thereto. 

The application identification end-to-end network archi­
tecture of the present invention expands the control network 

34 
administrators have on existing networks. Application iden­
tification and usage data, by user, by device and network 
location can now be used to provide an added level of network 
control. However, application identification engines come at 

5 a cost, perhaps more than the cost ofIDS engines currently in 
use. The ability to embed the application identification tech­
nology into all switch devices would be prohibitively expen­
sive. Dynamic mirror technology can be used to bring the 
packets to the device having the application identification 

10 engine while also providing an elegant transition step which 
may, in fact, be the glue for the virtual placement of all types 
of monitors, IDS, application identification, data loggers, and 
even server technology well into the future. The portals 
described herein allow the mirrors to transport whole or fil-

15 tered flow data from anywhere, to anywhere in the network, 
efficiently and securely. The architecture implemented func­
tions allow the ability to start small with a single application 
identification function 200 added to a network management 
server, examine flows from throughout the network (via mir-

20 raring) and upgrade policy control based on real application 
identification data and usage, then grow to pervasive deploy­
ment where virtually all new flows could be identified and 
controlled via policy. This ability to scale across small to very 
large topologies is an aspect of the control architecture. Scal-

25 ing may be accomplished by determining a comprehensive or 
specific level of network activity that could be handled by a 
single application identification engine and mirroring frames 
to that engine. Additional application identification engines 
can then be added as needed, each time the level of network 

30 activity exceeds the capacity of the installed application iden­
tification engines. It can be seen that this can be done for a 
wide range of network sizes. As new application identifica­
tion engines are added to a network system the dynamic 
mirrors could locate the least loaded engine and new flows 

35 would automatically be sent to the least loaded engine. This 
allows near seamless upgrades as needs grow or traffic 
increases. This eliminates the limitations of piecemeal and/or 
manual control of network operations even when application 
information has been acquired. This architecture enables sub-

40 stantially complete application visibility and control. Previ­
ous technologies were cobbled together in order to achieve 
partial application visibility and control in pieces, such as 
manual Access Control List (ACLs) but that is not enough to 
maximize network efficiency and provide real security. This 

45 architecture provides: a) effective, inexpensive mirroring at 
the network ingress point for new flows, which aids in deter­
mining the source of an identified application; b) cost effi­
ciency, locating expensive application identification engines 
strategically, including at the core rather than introducing 

50 them to all or a limited set of the network packet forwarding 
devices. The ability to filter (by packets, fields, bytes, etc. as 
described herein) including through dynamic traffic mirror­
ing is useful in minimizing network traffic and application 
identification engine overload. The network operation is 

55 enhanced through this architecture because it enables effec­
tive dynamic network policy, including policy enforcement at 
an ingress point based on knowledge of a source of undesir­
able activity on the network. 

A simple example of the applicability of the architecture 
60 and its associated dynamic mirroring policy as well as traffic 

mirroring to more centralized services and application iden­
tification will help illustrate the value of the present invention. 
In this example, a new user authenticates to the network at the 
network entry device 105 using a computing device as the 

65 attached function. The user's identification is known based on 
content in a database associated with the authentication 
server 115. However, in the course of authentication, it is 
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a) one or more of the plurality of network infrastructure 
devices 101; b) one or more network services; c) a function of 
the network system 101; and d) a portal 412. The method 
further includes the step of selecting a portion of the network 

determined either through the authentication server 115 or the 
policy server 103 that the user device is an unknown one. A 
defined dynamic mirror policy has been established in the 
network entry device 105 for all unknown attached function 
devices. Based on the defined dynamic mirror policy and 
knowledge that the device is unknown, all flows associated 
with the user are automatically mirrored to an IDS for a 
specified period of time and all new flows established by that 
attached device are mirrored for the first 20 frames to the 
appliance 180. The mirroring to the IDS would be halted, 
assuming no condition exists to warrant further monitoring in 
that regard, after a set time period and that particular IDS 
could be used to monitor the traffic from another device, the 
assumption being that if no undesirable event has occurred 
within one hour, the attached device can be more trusted from 
a security perspective. At the same time, all new flows would 
continue to be monitored and analyzed by the appliance 180. 
The appliance 180 would identify applications running on the 
attached device. That information would be collected and the 
user's application usage tendencies could be characterized 
and logged over a period of time. That information and the 
actions of the network entry device with respect to mirroring 
activities may be aggregated such as in a mirror policy engine 

5 traffic to mirror. The selected portion may be any one of: a) a 
flow of packets; b) a set of packets within a flow; and c) a 
portion of one or more frames of one or more packets within 
a flow. Another optional step of the method 1100 is determin­
ing when to stop the mirroring of the network traffic. The 

10 stopping may be based on one or more of: a) one or more of 
the one or more criteria noted above; b) one or more mirror 
policies or one or more network policies; and c) one or more 
priorities of one or more other network traffic flows. The 
method 1100 also includes the optional step of securing the 

15 network traffic to be mirrored prior to mirroring. That secur­
ing may be accomplished by one or more of: a) providing a 
tunnel; b) encrypting the content of the network traffic; and c) 
providing an encrypted tunnel. Examples of mirror policies 
that may be established include, but are not limited to: a) 

20 allowing a source of the mirrored network traffic to choose the 
destination of that mirrored network traffic; b) mirroring 
selectable network traffic based on an attached function or 
user generating the network traffic to be mirrored or content 

of the manager 125. Mirroring to the appliance 180 could be 
adjusted as desired, including reducing the number of flows 25 

mirrored or selecting certain flows or types of flows to be 
mirrored. In a situation wherein there exists a mirroring or 
traffic overload at the network entry device, another network 
device (in the flow path for the attached device) may be used 
to dynamically establish a mirror for a flow or all flows that 30 

could not be accomplished in the network entry device for 
that attached function. As noted, the appliance 180 would 
learn and log the applications detected as being used by the 
user on the attached device and further network policies could 
be applied dynamically or statically based on the discovered 35 

applications in use. 
As represented in FIG. 11, a method 1100 of controlling 

dynamic traffic mirrors of the network system includes, after 
standard initial setup of one or more devices of the network 
infrastructure 101 through network administration input as is 40 

typically done in the field of the present invention, step 1110 

of the network traffic to be monitored. The mirror policies 
established may be based on one or more of: a) a role of an 
authenticated user of the network system 100; b) a device 
using the network system 100; c) a type of a device using the 
network system 100; d) local packet classification; e) time of 
day; f) other events which may be monitored; and network 
policies. The method 1100 further optionally includes the 
step of storing the one or more mirror policies in the one or 
more devices of the network infrastructure devices 101. 
Those stored one or more mirror policies may be changed. 

As represented in FIG. 12, a method 1200 is provided for 
mirroring one or more frames of one or more packets of a flow 
established in a network system signal exchange. After stan­
dard initial setup of one or more devices of the network 
infrastructure 101 through network administration input as is 
typically done in the field of the present invention, a first step 
1210 of the method 1200 is to establish a first criterion for 
selecting one or more received frames for mirroring. A second 
step 1220 is to establish a second criterion for selecting one or 
more portions of the frames for mirroring. A third step 1230 
is to establish a third criterion for selecting one or more 
portals through which to mirror the frames. A fourth step 
1240 is to establish a fourth criterion for establishing a des-
tination for the mirrored frames. A fifth step 1250 is to estab­
lish a fifth criterion for the establishment of a mirror in a 
device of the network infrastructure. The established criteria 

of providing in the one or more of the network infrastructure 
devices 101 one or more mirror policies. In step 1120, the 
network system 100 is continuously monitored for events, 
topology and status of the network system. Dependent on the 45 

information gathered in the monitoring, the method 1100 
further includes step 1130 ofinstalling, enabling, selecting or 
changing automatically one or more traffic mirrors in one or 
more of the devices of the network infrastructure 101. The 
one or more of the one or more mirror policies provided, 
installed, enabled, selected or changed implement one or 
more network policies of the network system 100 and/or one 
or more rules based on one or more network policies. The 
method 1100 further includes as part of step 1100 or in addi­
tion to step 1100 before or after that step, step 1140 of estab- 55 

lishing one or more criteria for the providing, installing, 
enabling, selecting or changing of the one or more mirror 
policies based on the one or more network policies of the 
network system 100 and/or the one or more rules based on one 

50 are used in step 1260 to create one or more portals 412 in one 
or more of the plurality of devices of the network infrastruc­
ture 101 meeting the criteria for establishing a mirror to 
mirror the selected frames. The method 1200 then includes 

or more network policies. The method 1100 optionally pro- 60 

vides under step 1130 the step of selecting one or more of the 
one or more network infrastructure devices from which to 
mirror the network traffic based on one or more of the one or 
more criteria. 

The method 1100 includes the optional step of selecting a 65 

destination for the mirrored traffic based on one or more of the 
one or more criteria. The destination may be one or more of: 

step 1270 of carrying out the mirroring of the selected frames 
through the created one or more portals 412. An optional step 
of the method 1200 is to change one or more of the criteria. 
The method 1200 further includes the optional step of estab­
lishing a sixth criterion for stopping the mirroring. The 
method 1200 includes an optional further step of modifying 
automatically the mirroring of the selected frames during 
mirroring. 

The mirroring instructions associated one or more of the 
criteria may be generated, changed, modified or otherwise 
adjusted based on one or more of: a) network events; b) 
applications detected; c) user authentication; d) type of the 
device; e) status of the device; f) ownership of an attached 
function attached to the device; and g) triggers. The method 
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1200 includes the option as part of step 1260 the step of 
establishing an encapsulation for the frames to be mirrored 
via the one or more portals 412. Portal selection may be 
carried out under the method 1200 based on one or more of: 
a) source address, destination address or both of the received 
frames; b) one or more fields in the frames to be mirrored; c) 
performance; d) network or other security; and e) location of 
the mirror, destination of the mirroring or both. 

As represented in FIG. 13, a method 1300 is provided for 
the management of operations of the network system 100. 
The method 1300 includes, after standard initial setup of one 
or more devices of the network infrastructure 101 through 
network administration input as is typically done in the field 
of the present invention, step 1310 of establishing on one or 
more packet forwarding devices of the network infrastructure 
101 one or more network policies or rules implementing one 
or more network policies for forwarding frames of received 
packets based on computer applications running or attempt­
ing to run on the network system 100. Under step 1320, the 
network system 100 is monitored continuously for computer 
applications running on the network system 100 for those that 
may trigger one or more changes in the operations of one or 
more devices of the network infrastructure 101. It further 
includes step 1330 of changing one or more of the one or more 

38 
method 1400, the information from the mechanisms may be 
weighted. The method 1400 further includes the optional 
steps of: a) scoring the comparison to assess the likely accu­
racy of the correlation between the computer application 

5 identified by the one or more signatures comparison and the 
other information; and b) generating a single output with an 
identification of the likely computer application associated 
with the received one or more frames. The method 1400 may 
also include the step of adding one or more other mecha-

10 nisms, including custom mechanisms, as part of the compari­
son. The other mechanisms may be provided through an 
application programming interface. The step 1450 of output­
ting the information may be carried out by transmitting the 
identification of the likely computer application to a network 

15 control manager. 
As represented in FIG. 15, a method 1500 is provided for 

identifying one or more computer applications running or 
attempting to run on the network system 100. The method 
1500 includes step 1510 of first receiving information of one 

20 or more frames forwarded by one or more devices of the 
network infrastructure 101, wherein the information is 
indicative of one or more computer applications. Step 1520 
involves comparing information of one or more frames for-

of the enforcement policies or rules on one or more devices of 25 

the network infrastructure 101 based on the detection of one 

warded with information of a computer applications identifi­
cation database. The information of the database is obtained 
through multiple mechanisms. In step 1530, the information 

or more computer applications running on one or more of the 
plurality of devices of the network infrastructure 101. It is 
contemplated that the network manager is able to identify the 
applications running on the network system 100 based on one 
or more frames associated with the operation of the network 
system 100, such as by using the application identification 
function 200 described herein. The one or more network 
policies and/or rules include at least one of a set of ingress 
rules, egress rules, and mirroring rules. Step 1330 includes as 
an option for changing to change the mirroring of selectable 
frames of the received packets to the application identifica­
tion appliance 180 of the network infrastructure 101. Further, 
the one or more policies to change may be one or more of, but 
not limited to: a) block a specific application flow; b) block an 
IP address; c) snipe a TCP connection; d) disable communi­
cation for an application; e) disable communications to an 
attached function; f) disable a network communication, in 
either or both of a forward path and a reverse path; g) band­
width-limit an application by a particular user; h) bandwidth­
limit an application for all users of the network system 100; i) 
log all application data; and j) honeypot the application flow. 

is used to establish a score for each computer application that 
may match the received information of the one or more 
frames. Finally, under step 1540, one or more computer appli-

30 cations are designated as being associated with the one or 
more frames based on the established score. The designation 
information provided optionally includes an indication of the 
confidence in the designation. An optional step of the method 
1500 is to weight the likely accuracy of the one or more 

35 indicators in the comparison. The indicators may not be 
weighted equally. The mechanisms used to establish the com­
puter applications information includes, but is not limited to: 
a) computer application signatures; b) TCP/UDP canonical 
port value; c) IP protocol value; d) heuristics; e) regular 

40 expression; f) history; g) applications installed on the net­
work; and h) statistics. The method 1500 optionally includes 
the step of establishing the score by combining scores for 
each type of received information. The history and installed 
applications mechanisms, for example, may be used to 

45 weight the reliability of the information obtained from the 
other mechanisms. 

A number of examples to help illustrate the invention have 
been described. Nevertheless, it will be understood that vari­
ous modifications may be made without departing from the 

50 spirit and scope of the invention. Accordingly, other embodi­
ments are within the scope of the claims appended hereto. 

As represented in FIG. 14, a method 1400 is provided for 
monitoring the network system 100 to identify one or more 
computer applications running on one or more network 
devices. The method 1400 includes a first step 1410 ofreceiv­
ing on a device of the network infrastructure 101 one or more 
packets containing one or more frames, wherein the one or 
more frames are associated with a computer application. 
Next, in step 1420, the content of the frames is examined for 55 

one or more signatures associated with the computer appli­
cation and for other information obtained from one or more 
mechanisms. In step 1430, the examined content is compared 
with computer application information of the one or more 
signatures and the other information. In step 1440, a most 60 

likely match is established for the computer application asso­
ciated with the one or more frames derived from the compari­
son. In step 1450, the match information is outputted repre­
senting an indication of a likely computer application 
associated with the examined frames based on the compari- 65 

son. The information about the likely match may include a 
level of confidence in the indication. Optionally under the 

What is claimed is: 
1. A device of a network system including a plurality of 

network infrastructure devices, the device comprising: 
a. one or more ports configured to receive packets includ­

ing frames and to send frames to one or more other 
network infrastructure devices; and 

b. a traffic mirroring function for mirroring through one or 
more portals attached to one or more of the one or more 
ports selectable ones of the frames of the received pack­
ets for mirroring and to mirror the selectable ones of the 
frames of the received packets to one or more other 
network infrastructure devices based on a plurality of 
criteria, the criteria comprising: 
1. a first criterion for selecting one or more received 

frames for mirroring; 
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ii. a second criterion for selecting one or more portions 
of the frames for mirroring; 

iii. a third criterion for selecting which of the one or more 
portals through which to mirror the frames; 

iv. a fourth criterion for establishing a destination of the 5 

mirrored frames; and 
v. a fifth criterion for stopping mirroring of the selectable 

ones of the frames based on information about an 
application associated with the received frames. 

2. The device of claim 1 wherein the first criterion is the 10 

establishment of a new flow of frames received at the device. 
3. The device of claim 1 wherein any of the one or more 

portals is one or more of the one or more ports of the device. 
4. The device of claim 1 wherein the second criterion is a 

15 
field or a portion of a field of the frames. 

40 
ping mirroring of selected frames based on information 
about an application associated with the received 
frames; 

f. creating one or more portals in one or more of the plu­
rality of network infrastructure devices meeting the cri­
terion for establishing a mirror to mirror the selected 
frames; and 

g. carrying out the mirroring of the selected frames through 
the created one or more portals. 

13. The method of claim 12 further comprising the step of 
changing one or more of the criteria. 

14. The method of claim 12 further comprising the step of 
establishing a sixth criterion for stopping the mirroring. 

15. The method of claim 12 further comprising the step of 
modifying automatically the mirroring of the selected frames 
during mirroring. 5. The device of claim 4 wherein the field or a portion of the 

field is selected from the group consisting of address fields, 
protocol fields, length fields, byte count fields, and fields used 
in determining a value, meaning, placement or inclusion of 
other fields. 

16. The method of claim 12 further comprising the step of 
generating mirroring instructions associated with one or more 

20 of the criteria based on one or more of: 

6. The device of claim 1 wherein the fifth criterion is a 
count setting of the frame meeting the first criterion. 

7. The device of claim 1 wherein the fifth criterion is a 
count or is based on information in the received frames mir- 25 

rared. 
8. The device of claim 1 configured to receive mirroring 

instructions for the device based on one or more of: 

a. network events; 
b. applications detected; 
c. user authentication; 
d. type of the device; 
e. status of the device; 
f. ownership of an attached function attached to the device; 

and 
g. triggers. 

a. network events; 
b. applications detected; 
c. user authentication; 

17. The method of claim 12 further comprising the step of 
30 changing mirroring instructions associated with one or more 

of the criteria based on one or more of: 

d. type of the device; 
e. status of the device; 
f. ownership of an attached function attached to the device; 

35 
and 

g. triggers. 
9. The device of claim 1 wherein at least one of the one or 

more portals is a turmel to another device of the network 
infrastructure. 

10. The device of claim 1 wherein the mirrored frames are 
encapsulated in a data link layer encapsulation. 

11. The device of claim 1 wherein the one or more portals 
or a type of the one or more portals is selectable based on one 
or more of: 

a. source address, destination address or both of the 
received frames; 

b. one or more fields in the frames to be mirrored; 
c. performance; 
d. security; and 
e. location of the mirror, destination of the mirroring or 

both. 

40 

45 

50 

12. A method for mirroring one or more frames of one or 
more packets of a flow established in a network system signal 
exchange, wherein the network system includes a plurality of 55 

network infrastructure devices, the method comprising the 
steps of: 

a. establishing a first criterion for selecting one or more 
received frames for mirroring; 

b. establishing a second criterion for selecting one or more 60 

portions of the frames for mirroring; 
c. establishing a third criterion for selecting one or more 

portals through which to mirror the frames; 
d. establishing a fourth criterion for establishing a destina-

tion for the mirrored frames; 65 

e. establishing a fifth criterion for the establishment of a 
mirror in a device of the network infrastructure for stop-

a. network events; 
b. applications detected; 
c. user authentication; 
d. type of the device; 
e. status of the device; 
f. ownership of an attached function attached to the device; 

and 
g. triggers. 
18. The method of claim 14 further comprising the step of 

generating mirroring instructions associated with one or more 
of the criteria based on one or more of: 

a. network events; 
b. applications detected; 
c. user authentication; 
d. type of the device; 
e. status of the device; 
f. ownership of an attached function attached to the device; 

and 
g. triggers. 
19. The method of claim 12 further comprising the step of 

modifying mirroring instructions associated with one or more 
of the criteria automatically based on one or more of: 

a. network events; 
b. applications detected; 
c. user authentication; 
d. type of the device; 
e. status of the device; 
f. ownership of an attached function attached to the device; 

and 
g. triggers. 
20. The method of claim 12 wherein the step of creating the 

portal includes the step of establishing an encapsulation for 
the frames to be mirrored. 

21. The method of claim 12 wherein the steps of creating a 
portal and carrying out the mirroring are carried out in a 
packet forwarding device of the network infrastructure. 
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22. The method of claim 12 wherein the one or more portals 
or a type of the one or more portals is selectable based on one 
or more of: 

a. source address, destination address or both of the 
received frames; 5 

b. one or more fields in the frames to be mirrored; 
c. performance; 
d. security; and 
e. location of the mirror, destination of the mirroring or 

both. 10 

* * * * * 
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