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ADAPTIVE CLASSIFICATION OF NETWORK 
TRAFFIC 

FIELD OF THE INVENTION 

0001. The invention relates to traffic management in a 
communications network, and more particularly to the clas 
sification of network traffic into various traffic classes. 

BACKGROUND OF THE INVENTION 

0002 Large communications networks, such as Sub 
Scriber-based access networks, connect many end-users (i.e., 
from hundreds of thousands to millions) to the Internet 
through various intermediate network nodes. FIG. 1 depicts 
an example of a subscriber-based network 100 in which 
end-users are connected to the Internet 102 through a 
combination of customer premises equipment (CPE) 104, 
intermediate network nodes 106, and a metropolitan area 
network (MAN) 108. The MAN includes a series of service 
provider edge devices 110 that are connected in a ring 
around the metropolitan area. The CPE for each end-user 
provides the interface between various end-user devices, 
Such as computers, telephones, and televisions and the 
intermediate network nodes. The CPE may include a 
modem, Such as a cable modem, a digital Subscriber line 
(DSL) modem, or a dial-up modem. The intermediate net 
work nodes provide aggregation and traffic management 
functions between the CPE and the service provider edge 
devices. The Service provider edge devices provide further 
aggregation and traffic management functions on the traffic 
that is received from the intermediate network nodes. 

0003. In order to provide the end-users with an accept 
able level of service within a given domain and with 
bounded resources when accessing the Internet 102, it is 
important to be able to control the traffic flow to and from 
the end-users at different points within the network. One 
technique for controlling the flow of traffic in the network is 
to assign Static bandwidth limits to each end-user. For 
example, each end-user can be assigned a certain Specified 
bandwidth limit, which cannot be exceeded at any time. By 
controlling the bandwidth of each end-user Such that each 
end-user is guaranteed a minimum Service level, a network 
manager can design a network for known peak traffic 
conditions. Although assigning Static bandwidth limits to 
each end-user works well to control the flow of traffic in a 
network and to guarantee minimum Service levels, the Static 
bandwidth limits do not take into consideration the fact that 
different traffic types have different bandwidth needs. That 
is, Some traffic, Such as voice traffic, may be delay Sensitive 
and require relatively small amounts of bandwidth while 
other traffic, Such as large file downloads, may not be 
degraded by delay but may require relatively large amounts 
of bandwidth. In addition, assigning Static bandwidth limits 
to guarantee minimum Service levels can cause bandwidth 
demand of Some users to go unsatisfied because bandwidth 
resources are being reserved to ensure the guaranteed mini 
mum Service levels to other end-users. 

0004 One technique for controlling the flow of traffic to 
meet specified bandwidth needs for different types of traffic 
is known as Differentiated Services (Diffserv). An example 
of a DiffServ architecture is described in the document 
entitled, “An Architecture for Differentiated Services.” 
(IETF Request for Comment (RFC) 2475, December 1998). 
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Referring to FIG. 2, the DiffServ architecture 214 described 
in RFC 2475 includes a classifier 216 and a traffic condi 
tioner module 218, with the traffic conditioner module 
including a meter 220, a marker 222, and a shaper/dropper 
224. The classifier identifies packets based on the content of 
packet headers according to defined classification rules. The 
meter measures the temporal properties (i.e., rate) of traffic 
streams that are identified by the classifier and the results of 
the measuring are used to affect the operation of the marker 
or the shaper/dropper. The marker sets the DiffServ code 
point in a packet header based on defined rules and the 
shaper/dropper can delay packets within a traffic Stream to 
cause the Stream to conform to a defined traffic profile or 
discard packets that are found to be outside of a defined 
traffic profile. As depicted in FIG. 2, the marker and 
shaper/dropper operate in response to information from the 
meter and the meter operates in response to information 
from the classifier. 

0005. In a large subscriber network, such as the Sub 
Scriber-based acceSS network described with reference to 
FIG. 1, DiffServ functions are often installed in the inter 
mediate network nodes 106. For example, the intermediate 
network nodes include classifiers 116 and traffic conditioner 
modules 118, as depicted in FIG. 1, for controlling the flow 
of traffic at the outputs of the intermediate network nodes. In 
order to control the flow of traffic at the outputs of the 
intermediate network nodes, classification rules that identify 
criteria for classifying incoming traffic and conditioner rules 
that control the flow rate of the classified traffic are set. 
Typically, the classification and conditioning rules are 
installed with the same Static Settings throughout the net 
work at the time that the DiffServ features are initiated. 
Although this “Set and forget' approach may work well for 
controlling the flow of traffic at the time that the DiffServ 
features are initiated, traffic patterns of end-users tend to 
change over time. For example, new applications that were 
previously unknown to the network manager may become 
popular after the classification and conditioning rules are 
installed. 

0006 Changes in the traffic patterns of end-users may 
cause the performance (i.e., as measured by overall through 
put) of the network to degrade. Performance degradation 
may result because conditioning rules are not appropriate for 
the new traffic patterns. While the conditioning rules in a 
large Subscriber-based network are typically Static, there are 
known techniques for dynamically adjusting the condition 
ing rules to account for changes in traffic patterns. Although 
dynamically adjusting conditioning rules is possible, traffic 
conditioners act on the traffic as it is classified. In known 
subscriber-based DiffServ networks, the “set and forget' 
nature of the classifiers does not provide a mechanism to 
enable the classification rules to be adapted to the changing 
nature of the traffic. If the static classification rules do not 
adequately classify the new traffic patterns, then the effec 
tiveness of dynamically adjusting conditioning rules to 
account for changes in traffic patterns is limited. For 
example, if a new application is included in a traffic class 
with other applications, it is impossible to individually 
control the new application with a conditioning rule that is 
Specific to the new application unless the new application 
can be individually identified. In addition, trying to control 
the new application that is included in a traffic class with 
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other known applications without individually classifying 
the application may have adverse implications on the other 
known applications. 

0007 AS described above, the task of adapting classifi 
cation and conditioning rules for a Single DiffServ instance 
can be cumbersome. In a Subscriber-based network with 
hundreds of thousands to millions of end-users, the task of 
adapting DiffServ instances is enormous. One example of a 
DiffServ architecture that can be adapted to a large network 
is described in the published International patent application 
entitled “Communication Network Method and Apparatus.” 
(WO 00/72516 A1, published 30 Nov. 1998). The patent 
application discloses a centralized network System for Set 
ting and distributing conditioning rules among multiple 
DiffServ instances. Although the centralized Setting and 
distributing of conditioning rules works well, as indicated 
above, the effectiveness of adapting conditioning rules 
depends on the classification of the traffic. The effectiveness 
of adapting conditioning rules degrades as traffic patterns 
change if the classification rules are not adapted to the 
changing traffic patterns. 

0008. In view of the need to control the flow of traffic in 
networks, Such as large Scale Subscriber-based networks, 
and in View of the changing nature of end-user traffic 
patterns, what is needed is a technique for adapting the 
classification of network traffic to account for changing 
traffic patterns that can be implemented in a DiffServ envi 
ronment and that can be Scaled for use in a large Subscriber 
based network. 

SUMMARY OF THE INVENTION 

0009 Rules for classifying traffic in a communications 
network are Set by collecting traffic data related to traffic that 
is input into a network node, processing the traffic data that 
is collected, and Setting classification rules in response to the 
processed traffic data, wherein the Set classification rules are 
used to classify Subsequent input traffic. In an embodiment, 
Subsequent traffic is classified according to the Set classifi 
cation rules. In another embodiment, traffic conditioning 
rules are also Set in response to the processed traffic data and 
Subsequent input traffic is conditioned according to the Set 
traffic conditioning rules. 

0010. In another embodiment, classification rules are set 
for multiple classifiers that are distributed among multiple 
network nodes in a communications network. The classifi 
cation rules are Set by collecting traffic data from traffic that 
is input into the network nodes, communicating the traffic 
data that is collected to a common classification control 
module, processing, at the common classification control 
module, the traffic data that is collected, and Setting classi 
fication rules in response to the processed traffic data, 
wherein the Set classification rules are used to classify 
Subsequent input traffic. In an embodiment, the Set classifi 
cation rules are distributed to the classifiers So that Subse 
quent traffic can be classified according to the Set classifi 
cation rules. 

0011. Other aspects and advantages of the present inven 
tion will become apparent from the following detailed 
description, taken in conjunction with the accompanying 
drawings, illustrating by way of example the principles of 
the invention. 
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BREIF DESCRIPTION OF THE DRAWINGS 

0012 FIG. 1 depicts an example of a known subscriber 
based network architecture in which end-users are connected 
to the Internet through a combination of customer premises 
equipment (CPE), intermediate network nodes, and a met 
ropolitan area network (MAN). 
0013 FIG. 2 a DiffServ architecture, as described in 
RFC 2475, that includes a classifier and a traffic conditioner, 
with the traffic conditioner including a meter, a marker, and 
a shaper/dropper. 

0014 FIG. 3 depicts a traffic control architecture in 
accordance with an embodiment of the invention that 
includes a classifier, a traffic conditioner module, and a 
classification control module in which the classifier is 
adapted in response to classification rules provided by the 
classification control module. 

0015 FIG. 4 depicts a traffic control architecture that is 
similar to FIG. 3 in which the classification control module 
includes a data collection module, a data processing module, 
and classification rules module in accordance with an 
embodiment of the invention. 

0016 FIG. 5 depicts an expanded view of an embodi 
ment of a data processing module in accordance with an 
embodiment of the invention that includes a data enhance 
ment module for enhancing traffic data, a data transforma 
tion module for transforming traffic data, a data aggregation 
module for aggregating traffic data, and a trend identification 
module for identifying trends from the traffic data. 
0017 FIG. 6 depicts an example of a traffic control 
architecture that includes multiple DiffServ instances, with 
classification control modules, that are implemented in 
parallel in accordance with an embodiment of the invention. 
0018 FIG. 7 is a logical depiction of an embodiment of 
a traffic control architecture that utilizes a common classi 
fication control to serve multiple DiffServ instances in 
accordance with an embodiment of the invention. 

0019 FIG. 8 depicts another embodiment of a traffic 
control architecture that utilizes local data collection mod 
ules and a common classification control module to Serve 
multiple DiffServ instances in accordance with an embodi 
ment of the invention. 

0020 FIG. 9 depicts an example of a traffic control 
architecture that is applied to a large Scale network, Such as 
a Subscriber-based access network that includes DiffServ 
instances at multiple network nodes and a common classi 
fication control module at a different network node that 
serves the multiple DiffServ instances in accordance with an 
embodiment of the invention. 

0021 FIG. 10 depicts a traffic control architecture that 
includes a classifier, a traffic conditioner module, and a 
classification/conditioning control module in which the clas 
sifier and the traffic conditioner module are adapted in 
response to the classification/conditioning control module in 
accordance with an embodiment of the invention. 

0022 FIG. 11 depicts a process flow diagram of a 
method for Setting classification rules for classifying traffic 
in a communications network in accordance with an 
embodiment of the invention. 
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0023 FIG. 12 depicts a process flow diagram of a 
method for Setting classification rules for a plurality of 
classifiers that are distributed among a plurality of network 
nodes in a communications network in accordance with an 
embodiment of the invention. 

DETAILED DESCRIPTION OF THE 
INVENTION 

0024 Rules for classifying traffic in a communications 
network are Set by collecting traffic data related to traffic that 
is input into a network node, processing the traffic data that 
is collected, and Setting classification rules in response to the 
processed traffic data, wherein the Set classification rules are 
used to classify Subsequent input traffic. In an embodiment, 
Subsequent traffic is classified according to the Set classifi 
cation rules. In another embodiment, traffic conditioning 
rules are also Set in response to the processed traffic data and 
Subsequent input traffic is conditioned according to the Set 
traffic conditioning rules. 

0025 FIG.3 depicts a traffic control architecture 314 that 
includes a classifier 316, a traffic conditioner module 318, 
and a classification control module 326 in which the clas 
sifier is adapted in response to classification rules provided 
by the classification control module. In the embodiment of 
FIG. 3, the classifier and traffic conditioner modules per 
form functions similar to those described in RFC 2475, 
which is incorporated by reference herein. Throughout the 
description, Similar reference numbers may be used to 
identify similar elements. 
0026. The classifier 316 classifies packets based on the 
content of packet headers according to defined classification 
rules. In an embodiment, the classifier reads the header 
information of incoming packets and applies the classifica 
tion rules to the header information. Header fields of interest 
in classifying packets include fields at layer 2 and above, 
where the layers are defined by the International Standards 
Organization (ISO) in the Open System Interconnect (OSI) 
model. Particular fields of interest that may be used to 
classify packets include layer 3 fields Such as Source IP 
address, destination IP address, protocol (i.e., TCP, UDP), 
Type of Service (TOS) and layer 4 fields such as source and 
destination port (which identify higher layer applications 
such as HTTP, FTP, RTP, and Gopher). 
0027. The traffic conditioner module 318 controls the 
flow of classified traffic to conform to certain traffic condi 
tioning rules. The traffic conditioner module may include a 
meter, a marker, and/or a shaper/dropper as described above 
with reference to FIG. 2. The meter measures the temporal 
properties (i.e., rate) of traffic streams that are identified by 
the classifier and the results of the measuring are used to 
affect the operation of the marker and/or the shaper/dropper. 
The marker sets a codepoint in packet headers (i.e., a 
DiffServ codepoint) based on defined rules. The shaper/ 
dropper can delay packets within a traffic Stream to cause the 
Stream to conform to a defined traffic profile or discard 
packets that are found to be outside of a defined traffic 
profile. As depicted in FIG. 2, the marker 222 and shaper/ 
dropper 224 operate in response to information from the 
meter 220 and the meter operates in response to information 
from the classifier. It should be noted that each instance of 
the traffic conditioner module 318 does not necessarily 
include a meter, a marker, and a shaper/dropper. For 
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example, in the case where no traffic conditioning rules are 
in effect, the traffic conditioner module may include only a 
classifier and a marker. In addition, Some metering functions 
may be performed by the classifier. That is, the classifier 
may classify traffic and measure temporal properties of the 
classified traffic Streams. 

0028. Throughout the description, the combination of the 
classifier 316 and the traffic conditioning module 318 is 
referred to generally as an “instance,” and more particularly 
as a “DiffServ instance.” In an embodiment, DiffServ 
instances are applied to physical ports on a per-port basis at 
each port where traffic control is desired. In an embodiment, 
the DiffServ instance described with reference to FIG. 3 is 
located in a DiffServ domain, where a DiffServ domain is 
formed by a contiguous set of DiffServ instances which 
operate with a common Set of Service provisioning policies 
and per-hop-behavior definitions. 

0029 Referring to FIG. 3, in accordance with an embodi 
ment of the invention, the classification control module 326 
collects traffic data from incoming traffic, processes the 
collected traffic data, and Sets classification rules in response 
to the processed traffic data. The classification rules are 
provided to the classifier 316, as indicated by communica 
tions path 328, and used by the classifier to classify subse 
quent incoming traffic. In an embodiment, the classification 
control module obtains traffic data from the classifier as 
indicated by communications path 328. In an embodiment, 
the classifier performs. Some traffic metering functions and 
the resulting traffic data is provided to the classification 
control module. In another embodiment, traffic data is 
obtained from the meter within the traffic conditioning 
module 318. Traffic data obtained from the classifier has 
typically already been classified according to the current 
classification rules unless no classification rules have been 
installed into the classifier (i.e., at classifier initiation). The 
classification control module may obtain unclassified traffic 
data directly from the incoming traffic Stream as indicated by 
communications path 330. Traffic data can be obtained 
directly from the incoming traffic Stream using, for example, 
a probe. In one implementation, the elements of the traffic 
control architecture are embodied in Software, however, 
other implementations may include a combination of Soft 
ware and hardware. 

0030 FIG. 4 depicts a traffic control architecture 414 
with an expanded View of an embodiment of a classification 
control module 420. In the embodiment of FIG. 4, the 
classification control module includes a data collection 
module 432, a data processing module 434, and a classifi 
cation rules module 436. In the embodiment of FIG. 4, the 
data collection module obtains traffic data from the classifier 
416 and performs data collection functions. The data pro 
cessing module performs data processing functions using 
traffic data from the data collection module. The data pro 
cessing module provides processed information to the clas 
sification rules module. The classification rules module uses 
the processed information from the data processing module 
to generate classification rules. 

0031. The classification rules are provided to the classi 
fier and used by the classifier to classify Subsequent traffic. 
The classification rules may include new classification rules 
and/or modifications of existing rules. In an alternative 
embodiment, the data collection module obtains traffic data 
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from a Source other than the classifier as described with 
reference to FIG. 3. The traffic control architecture depicted 
and described herein enables the classification rules to be 
intelligently adapted in response to current traffic character 
istics. 

0.032 The data collection module, the data processing 
module, and the classification rules module are described in 
detail below followed by a description of traffic control 
architectures that are applied to multiple ports and multiple 
network nodes. 

0033 Referring to FIG.4, the data collection module 432 
collects traffic data that is obtained from the classifier 416 or 
from another Source. The data collection module may collect 
traffic data for multiple different traffic parameters. In an 
embodiment, the data collection module collects traffic data, 
Such as traffic volume data, for the traffic classes that are 
identified by the classifier. For example, the data collection 
module may accumulate byte counts and/or packet counts, 
on a per-class basis, for each different traffic class that is 
identified by the classifier. In an embodiment, the data 
collection module performs functions similar to a meter (i.e., 
as defined in RFC 2475) and in some instances, the two 
elements may be integrated. In an embodiment, counters are 
used to collect traffic data in the form of byte counts and/or 
packet counts. Counters can be established for any of the 
desired traffic parameters. The byte counts can easily be 
converted into rate information by including the time period 
over which the bytes are accumulated. The data collection 
module may collect other traffic data Such as; the Source 
and/or destination IP address of the traffic, the protocol of 
the traffic, the type of service of the traffic, the source and/or 
destination port of the traffic, the Autonomous System (AS) 
number of the traffic, label switch paths (LSPs), route 
prefixes, input port identifiers, per Service level agreement 
(SLA) data, or any other data that can be gleaned from the 
traffic. Additional traffic data may include temporal charac 
teristics of the traffic. For example, information related to the 
time of day and/or day of the week of traffic may be 
collected. 

0034. In an embodiment, the data collection module 432 
collects traffic data at the network node that includes the 
classifier 416. In other embodiments the traffic data is 
collected at a remote network node, for example, a network 
node that collects traffic data for multiple network nodes. 
The detail needed for Subsequent traffic data processing may 
dictate how and where traffic data is collected. For example, 
a queue that is used by the network node to process 
incoming traffic is probably known only by the network 
node and therefore the collection of traffic data locally at the 
network node may be the most efficient way to collect traffic 
data. The data that is collected by the data collection module 
is Stored for use by the data processing module 434 and may 
be transmitted, as needed, for remote processing. 
0035. The data processing module 434 processes the 
traffic data that is collected by the data collection module 
432. Data processing functions performed by the data pro 
cessing module may include, for example, data enhance 
ment, data transformation, data aggregation, and trend iden 
tification. FIG. 5 depicts an expanded view of an 
embodiment of a data processing module 534 that includes 
a data enhancement module 538 for enhancing traffic data, 
a data transformation module 540 for transforming traffic 
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data, a data aggregation module 542 for aggregating traffic 
data, and a trend identification module 544 for identifying 
trends from the traffic data. In an embodiment, the data 
processing module is located within the network node that 
includes the data collection module, the classifier, and the 
traffic conditioner module. In another embodiment, the data 
processing module is located in a network node that is 
remote to the data collection module, the classifier, and the 
traffic conditioner module. Alternatively, Some elements of 
the data processing module may be located locally within 
the Same network node as the data collection module, the 
classifier, and the traffic conditioner module while others are 
remotely located. 
0036 Referring to FIG. 5, the data enhancement module 
538 adds additional detail to the traffic data that is collected 
by the data collection module. In an embodiment, enhanced 
traffic data is derived from the traffic data that is collected by 
the data collection module. In another embodiment, infor 
mation is obtained from listening to or participating in 
network protocols such as BGP, OSPF, RIP. The information 
may be used, for example, to learn additional traffic related 
information Such as the Autonomous System number for 
various IP prefixes. In another example, the IP address of a 
packet may be looked up in a customer database and a 
Customer ID may be added to the recorded information. The 
enhanced traffic data is Stored for use in Subsequent pro 
cessing and/or for establishing classification rules. Data 
enhancement can occur at any point after data collection. 
Traffic data may be enhanced before or after it is transformed 
and/or aggregated. 
0037. The data transformation module 540 modifies the 
traffic data. Typically, the traffic data is modified to some 
form that is advantageous for further processing, Such as 
aggregation and/or trend analysis. Examples of data trans 
formation include converting individual IP addresses into IP 
prefixes, port to service SMTP traffic type, BCST, MCST. 
Data transformation may occur at any point after data 
collection and may occur more than once on the same data 
element. For example, an IP address may initially be con 
verted into a prefix with a Classes Internet Domain Routing 
(CIDR) netmask of twenty-four and later converted into a 
prefix with a CIDR netmask of sixteen. 
0038. The data aggregation module 542 aggregates the 
traffic data according to specified aggregation rules. Data 
aggregation enables traffic data to be Summarized based on 
a Specific Set of parameters. Any of the traffic data, including 
enhanced and transformed data, can be aggregated. In an 
embodiment, any of the recorded fields, namely raw data 
fields, fields added by data enhancement, or transformed 
data fields may be chosen as part of the aggregation rule. 
Any fields not part of the aggregation rule which are not 
common to all records Summarized in the aggregated traffic 
data should be omitted. For example, if the aggregation rule 
Specifies the Source and destination IP address fields, then 
the source and destination port fields must be omitted if all 
raw data records Summarized in the aggregated traffic data 
do not share the same Source and destination port values. 
However, since the Source AS number is derived from the 
Source IP address, the source AS field may stay within the 
aggregated traffic data. The byte and packets fields of the 
collected traffic data can be Summed to get the value for the 
aggregated traffic data. Aggregation functions other than 
Summing may be applied to the collected traffic data to 
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arrive at the values for the aggregated traffic data, as long as 
a field is added to the record to indicate what function was 
used. Different aggregation rules may be applied to the same 
set of collected traffic data to produce a different set of 
aggregated traffic data. Aggregated traffic data records may 
also be aggregated. The process of aggregation may con 
tinue until only one aggregated data record is left. Aggre 
gated traffic data records may also be enhanced and/or 
transformed by the enhancement and/or data transformation 
modules. Additionally, fields of no interest may be dropped 
from an aggregated traffic data record. 

0039. The trend identification module 544 uses the traffic 
data to identify traffic trends (also referred to as traffic 
patterns) that may be used in establishing classification 
rules. The trend identification module may use any form of 
traffic data, for example, unprocessed traffic data, enhanced 
traffic data, transformed traffic data, aggregated traffic data, 
or any combination thereof to identify particular traffic 
trends. Traffic trends may be identified based on a snapshot 
of all data available at Some point in time, for example, the 
IP address that has received or transmitted the greatest 
number of packets. Traffic trends may also be identified 
based on data over a given period of time, for example, the 
IP address that has received or transmitted the greatest 
number of packets over the last hour, week, month, or year. 
Identifying traffic trends may also involve traffic compari 
Sons between one or more different time periods, for 
example, given the top IP address from the last hour, 
determine if the usage is going up or down over the next two 
hours. Identified traffic trends can be used by the classifi 
cation rules module to Set classification rules that identify 
traffic classes of interest. For example, classification rules 
can be established to identify the top IP address where the 
usage pattern has increased by more than fifty percent during 
each of the last two time periods. 

0040. Referring back to FIG. 4, the classification rules 
module 436 uses the traffic data from the data processing 
module 434 to set classification rules for the classifier 416. 
The classification rules module may use any form of traffic 
data to Set classification rules. For example, the classifica 
tion rules module may use enhanced traffic data, transformed 
traffic data, aggregated traffic data, identified trends, or any 
combination thereof to Set classification rules. The classifi 
cation rules module may also use unprocessed traffic data 
that is collected by the data collection module 432 alone or 
in combination with any other traffic data to Set classification 
rules. In an embodiment, the classification rules Set by the 
classification rules module are dynamically adjusted in 
response to new traffic data from the data processing mod 
ule. That is, the classification rules are adapted in response 
to changes in the traffic data and/or identified traffic trends. 
For example, the classification rules module may set clas 
sification rules that identify more appropriate traffic classes 
in response to current traffic trends. The dynamic adjustment 
of classification rules can in turn enable more effective traffic 
conditioning. For example, Specific traffic flows that are 
identified through dynamic adjustments of the classification 
rules can be controlled by installing traffic conditioning rules 
that target the Specific traffic flows. Specifically, classifica 
tion rules can be adapted to identify particular applications 
in a traffic Stream So that the particular applications can be 
monitored and, if necessary, conditioned. For example, an 
end-user that is generating email traffic and file transfer 
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protocol (FTP) traffic can have the FTP traffic rate limited 
while the email traffic is left alone. 

0041. In an embodiment, the dynamic adjustment of 
classification rules is a continuous process in which data 
collection, data processing, and Setting new classification 
rules is repeated in designated intervals. For example, clas 
sification rules may be adjusted at a regular time interval or 
at a regular traffic volume interval (i.e., after a specified 
volume of traffic has been received). Adjustments in traffic 
classification rules can lead to changes in traffic conditioning 
rules, which in turn can lead to changes in the nature of the 
traffic that is input to the classifier. 
0042. In an embodiment, the classification control mod 
ule 426 is managed by a network operator through an 
application programming interface (API). For example, the 
logic involved with data collection, data processing, and 
classification rules Setting are installed and modified through 
an API. 

0043. As described above with reference to FIG. 3, 
classifiers and traffic conditioner modules are typically 
implemented on a per-port basis at each port where traffic 
control is desired. In accordance with an embodiment of the 
invention, a classification control module is also imple 
mented on a per-port basis at each port where the classifier 
and traffic conditioner module are implemented. In a mul 
tiport network node and/or in a multinode network, multiple 
instances of the traffic control architecture are implemented 
in parallel. FIG. 6 depicts an example of a traffic control 
architecture 614 that includes multiple DiffServ instances 
648 that are implemented in parallel. The multiple DiffServ 
instances can be implemented at different ports within the 
Same network node and at different network nodes within a 
communications network. In the embodiment of FIG. 6, 
each DiffServ instance of the traffic control architecture 
includes a classifier 616, a traffic conditioner module 618, 
and a dedicated port-specific classification control module 
626. 

0044) In an alternative embodiment, classifiers and traffic 
conditioner modules are implemented on a per-port basis 
while one classification control module that is common to 
multiple port-specific DiffServ instances is implemented. 
FIG. 7 is a logical depiction of an embodiment of a traffic 
control architecture 714 that utilizes a common classification 
control module 726 to serve multiple DiffServ instances 748. 
In the embodiment of FIG. 7, the common classification 
control module collects and processes traffic data from 
multiple port-specific classifierS 716, Sets classification rules 
for the port-Specific classifiers in response to the processed 
traffic data, and distributes the classification rules to the 
port-specific classifiers. In an embodiment that utilizes a 
common classification control approach, the classifier and 
traffic conditioner module 718 for each port may be located 
in local network nodes where traffic classification is desired 
and the common classification control module may be 
located in a remote network node that Supports the classi 
fication control functionality for multiple ports and multiple 
network nodes. In an embodiment that utilizes a common 
classification control approach, traffic classification rules 
can be set on a per-port basis and/or on a multiple port basis 
(that is, the same classification rules can be set for multiple 
port-specific classifiers). 
004.5 FIG. 8 depicts another embodiment of a traffic 
control architecture that utilizes a common classification 
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control module 826 to serve multiple DiffServ instances 848. 
In the embodiment of FIG. 8, data collection is performed 
local to each port-specific classifier 816 while the processing 
of traffic data and the Setting of classification rules is 
performed remotely by the common classification control 
module. As depicted in FIG. 8, each DiffServ instance 
includes a local data collection module 850 that collects 
port-specific traffic data and provides the port-specific traffic 
data to the common classification control module. In an 
embodiment, the common classification control module also 
includes a data collection module, as depicted in FIG. 4, 
which collects the port-specific traffic data from the local 
data collection modules. The common classification control 
module may process the port-specific traffic data on a 
port-specific basis So that port-specific classification rules 
can be established and/or the common classification control 
module may combine the port-specific traffic data of mul 
tiple ports for processing. The processing of port-specific 
traffic from multiple ports may be used to establish classi 
fication rules that can be applied acroSS multiple ports. 
0.046 Traffic control architectures that utilize the com 
mon classification control approach, as described with ref 
erence to FIGS. 7 and 8, can be applied to large scale 
networkS Such as the Subscriber-based access networks 
described with reference to FIG. 1. FIG. 9 depicts an 
example of a traffic control architecture that is applied to a 
large-scale network 900, such as a subscriber-based access 
network. The traffic control architecture includes DiffServ 
instances (classifiers 916 and traffic conditioner modules 
918) at multiple network nodes and a common classification 
control module 926 at a different network node that serves 
the multiple DiffServ instances. In the embodiment of FIG. 
9, the DiffServ instances are located within the intermediate 
network nodes 906 (also referred to as local network nodes) 
that are located between the end-user CPE 904 and the 
metropolitan area network (MAN) 908. The common clas 
sification control module is located within the Service pro 
vider edge device 910 (also referred to as the remote 
network node), which is a node in the MAN. Although the 
traffic control architecture is depicted within the subscriber 
based network in a particular arrangement, it should be 
understood that other arrangements of the classifiers, traffic 
conditioner modules, and common classification control 
module are contemplated. In an embodiment, classifiers and 
traffic conditioner modules are installed on a per-port basis 
at the intermediate network nodes. 

0047. In an example operation of the traffic control archi 
tecture described with reference to FIG. 9, port-specific 
traffic data is collected for each DiffServ instance as indi 
cated by logical communications path 928. The port-specific 
traffic data can be collected remotely at the common clas 
sification control module 926 as described with reference to 
FIG. 7, locally at each DiffServ instance as described with 
reference to FIG. 8, or any combination thereof. Once the 
port-specific traffic data is collected at the common classi 
fication control module, the traffic data may be processed as 
described above with reference to FIG. 5. After processing 
at the common classification control module, the traffic data 
is used to establish classification rules. The classification 
rules may be port-specific classification rules, classification 
rules that apply to multiple port-specific classifiers, or any 
combination thereof. After the classification rules are estab 
lished, they are distributed from the common classification 
control module to the port-specific classifiers 916 via logical 
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communications path 928. The newly set classification rules 
are then used by the classifiers to classify Subsequent 
network traffic. Because the control of the classifiers is 
accomplished from a centralized location, the task of adapt 
ing a large number of classifiers (i.e., from thousands to tens 
of thousands) to current traffic conditions is easier to man 
age. For example, the algorithms used to process traffic data 
and Set classification rules can be managed from a single 
location. In an embodiment, the adapted classification rules 
can be used to achieve more effective traffic conditioning. 
0048. As described with reference to FIGS. 3 and 4, 
traffic data is collected and processed So that classification 
rules can be set and adapted in response to current traffic 
conditions. In addition to classification rules, traffic condi 
tioning rules can be set and adapted in response to current 
traffic conditions. That is, the data that is collected and 
processed for Setting traffic classification rules can also be 
collected and processed for Setting traffic conditioning rules. 
FIG. 10 depicts a traffic control architecture 1014 that 
includes a classifier 1016, a traffic conditioner module 1018, 
and a classification/conditioning control module 1054 in 
which the classifier and the traffic conditioner module are 
adapted in response to the classification/conditioning control 
module. Specifically, the classification/conditioning control 
module establishes traffic classification and conditioning 
rules in response to collected and processed traffic data. In 
the embodiment of FIG. 10, the classification/conditioning 
control module is similar to the classification control module 
426 that is described with reference to FIG. 4 except that the 
classification/conditioning control module includes an addi 
tional object, a traffic conditioning rules module 1056. The 
traffic conditioning rules module Sets traffic conditioning 
rules in response to traffic data that is provided by the data 
processing module. In operation, the traffic conditioning 
rules module establishes traffic conditioning rules and pro 
vides the rules to the traffic conditioner module as indicated 
by communications path 1058. Example traffic conditioning 
rules may include rate limiting via token buckets, changing 
the DiffServ codepoint (i.e., from 2 to 3), and changing the 
traffic from a high priority queue to a medium priority queue. 
The combination of the traffic conditioning rules module and 
the classification rules module enables a DiffServ instance to 
be adapted to identify particular applications in a traffic 
Stream and then control the particular applications with 
application-specific conditioning rules. The traffic control 
architecture described with reference to FIG. 10 can also be 
applied to the common classification control approach that is 
described with reference to FIGS. 7-9. 

0049. In the embodiment of FIG. 10, the traffic condi 
tioning rules are provided to the traffic conditioner module 
1018 through the meter 1020. In an embodiment, the meter 
monitors the traffic classes to which the rules apply and then 
applies the traffic conditioning rules. Application of the 
traffic conditioning rules may cause packets to be marked, 
shaped, and/or dropped. Traffic conditioning rules may be 
adapted in response to new traffic data from the data 
processing module. 
0050 FIG. 11 depicts a process flow diagram of a 
method for Setting classification rules for classifying traffic 
in a communications network. At block 1102, traffic data 
related to traffic that is input into a network node is collected. 
At block 1104, the traffic data that is collected is processed. 
At block 1106, classification rules are set in response to the 
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processed traffic data, wherein the Set classification rules are 
used to classify Subsequent input traffic. 
0051 FIG. 12 depicts a process flow diagram of a 
method for Setting classification rules for a plurality of 
classifiers that are distributed among a plurality of network 
nodes in a communications network. At block 1202, traffic 
data from traffic that is input into the plurality of network 
nodes is collected. At block 1204, the traffic data that is 
collected is communicated to a common classification con 
trol module. At block 1206, the traffic data that is collected 
is processed at the common classification control module. At 
block 1208, classification rules are set in response to the 
processed traffic data, wherein the Set classification rules are 
used to classify Subsequent input traffic. 
0.052 Although specific embodiments of the invention 
have been described and illustrated, the invention is not to 
be limited to the Specific forms or arrangements of parts as 
described and illustrated herein. The invention is limited 
only by the claims. 
What is claimed is: 

1. A method for Setting classification rules for classifying 
traffic in a communications network, Said method compris 
ing: 

collecting traffic data related to traffic that is input into a 
network node, 

processing Said traffic data that is collected; and 
Setting classification rules in response to Said processed 

traffic data, wherein said set classification rules are used 
to classify Subsequent input traffic. 

2. The method of claim 1 further including classifying 
Said Subsequent input traffic according to Said Set classifi 
cation rules. 

3. The method of claim 2 further including repeating Said 
collecting, processing, Setting, and classifying at a Subse 
quent designated interval. 

4. The method of claim 3 wherein said designated interval 
is defined in terms of time. 

5. The method of claim 3 wherein said designated interval 
is defined in terms of traffic volume. 

6. The method of claim 1 wherein collecting traffic data 
includes classifying Said traffic into traffic classes based, at 
least in part, on layer 3 information from Said traffic, where 
layer 3 is defined by the International Standards Organiza 
tion (ISO) in the Open System Interconnect (OSI) model. 

7. The method of claim 6 wherein collecting traffic data 
further includes classifying Said traffic into traffic classes 
based, at least in part, on layer 4 information from Said 
traffic, where layer 4 is defined by the International Stan 
dards Organization (ISO) in the Open System Interconnect 
(OSI) model. 

8. The method of claim 1 wherein collecting traffic data 
includes collecting traffic Volume information. 

9. The method of claim 1 further including: 
Setting traffic conditioning rules in response to Said pro 

cessed traffic data; and 
conditioning Said Subsequent input traffic according to 

Said Set traffic conditioning rules. 
10. The method of claim 1 wherein: 

collecting traffic data includes collecting traffic data 
related to multiple network nodes, 
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processing Said traffic data includes processing Said traffic 
data at a common classification control module. 

11. The method of claim 1 wherein: 

collecting traffic data includes collecting traffic data from 
multiple network nodes and forwarding Said traffic data 
to a common classification control module, and 

processing Said traffic data includes processing Said traffic 
data at Said common classification control module. 

12. The method of claim 11 further including: 
Setting classification rules for Said multiple network nodes 

at Said common class control module; and 
distributing Said Set classification rules from Said common 

classification control module to Said network nodes. 
13. The method of claim 12 wherein said multiple net 

work nodes are remote from Said common classification 
control module. 

14. The method of claim 12 further including classifying 
Said Subsequent input traffic according to Said Set classifi 
cation rules that are distributed from Said common classifi 
cation control module. 

15. The method of claim 1 further including: 
classifying traffic that is input into Said network node 

before Said traffic data is collected; and 
collecting Said traffic data from Said classified traffic. 
16. The method of claim 1 wherein said network node is 

within a differentiated Services domain. 
17. The method of claim 1 wherein processing said traffic 

data includes enhancing said traffic data. 
18. The method of claim 1 wherein processing said traffic 

data includes transforming Said traffic data. 
19. The method of claim 1 wherein processing said traffic 

data includes aggregating Said traffic data. 
20. The method of claim 1 wherein processing said traffic 

data includes identifying traffic trends from Said traffic data. 
21. The method of claim 20 wherein setting classification 

rules includes Setting Said classification rules in response to 
said identified traffic trends. 

22. The method of claim 20 further including setting 
traffic conditioning rules in response to Said identified traffic 
trends. 

23. A method for Setting classification rules for a plurality 
of classifiers that are distributed among a plurality of net 
work nodes in a communications network, Said method 
comprising: 

collecting traffic data from traffic that is input into Said 
plurality of network nodes, 

communicating Said traffic data that is collected to a 
common classification control module; 

processing, at Said common classification control module, 
Said traffic data that is collected; and 

Setting classification rules in response to Said processed 
traffic data, wherein Said Set classification rules are used 
to classify Subsequent input traffic. 

24. The method of claim 23 further including distributing 
Said Set classification rules to Said classifiers that are dis 
tributed among Said plurality of network nodes. 

25. The method of claim 24 further including classifying 
Said Subsequent input traffic according to Said Set classifi 
cation rules. 
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26. The method of claim 24 further including repeating 
Said steps of collecting, communicating, processing, Setting, 
and classifying at a Subsequent designated interval. 

27. The method of claim 26 wherein said designated 
interval is defined in terms of time. 

28. The method of claim 26 wherein said designated 
interval is defined in terms of traffic volume. 

29. The method of claim 23 further including: 
Setting traffic conditioning rules in response to Said pro 

cessed traffic data; 
distributing Said Set traffic conditioning rules to Said 

network nodes, and 
conditioning Said Subsequent input traffic according to 

Said Set traffic conditioning rules. 
30. The method of claim 23 wherein said plurality of 

network nodes are within a given differentiated Services 
domain. 

31. The method of claim 23 wherein processing said 
traffic data includes enhancing Said traffic data. 

32. The method of claim 23 wherein processing said 
traffic data includes transforming Said traffic data. 

33. The method of claim 23 wherein processing said 
traffic data includes aggregating Said traffic data. 

34. The method of claim 23 wherein processing said 
traffic data includes identifying traffic trends from said traffic 
data. 

35. The method of claim 34 wherein setting classification 
rules includes Setting Said classification rules in response to 
identified trends. 

36. The method of claim 34 further including setting 
traffic conditioning rules in response to identified trends. 

37. A System for classifying traffic in a communications 
network comprising: 

a classifier that classifies input traffic according to clas 
Sification rules, 

a classification control module, associated with Said clas 
sifier, configured to; 
collect traffic data related to traffic that is input into a 

network node, 

process Said traffic data that is collected; and 
Set classification rules in response to Said processed 

traffic data, wherein Said Set classification rules are 
used by Said classifier to classify Subsequent input 
traffic. 

38. The system of claim 37 wherein said classification 
control module includes a data enhancement module that 
enhances Said traffic data. 

39. The system of claim 37 wherein said classification 
control module includes a data transformation module that 
transforms Said traffic data. 

40. The system of claim 37 wherein said classification 
control module includes a data aggregation module that 
aggregates Said traffic data. 

41. The system of claim 37 wherein said classification 
control module includes a trend identification module that 
identifies trends in Said traffic data. 

42. The system of claim 37 further including a traffic 
conditioner module for conditioning traffic that has been 
classified by Said classifier according to traffic conditioning 
rules. 
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43. The system of claim 42 further including a traffic 
conditioning rules module for Setting traffic conditioning 
rules in response to Said processed traffic data. 

44. A system for controlling the flow of traffic in a 
communications network comprising: 

a classifier, associated with a network node, that classifies 
input traffic according to classification rules, 

a traffic conditioner module for conditioning the flow of 
Said classified traffic; 

a data collection module, asSociated with Said classifier, 
configured to collect traffic data related to traffic that is 
input into Said network node, 

a data processing module, associated with Said classifier, 
configured to proceSS Said traffic data that is collected 
by Said data collection module; and 

a classification rules module, asSociated with Said classi 
fier, configured to Set classification rules in response to 
Said processed traffic data, wherein Said Set classifica 
tion rules are used to classify Subsequent input traffic. 

45. The System of claim 44 wherein Said data processing 
module includes a data enhancement module that enhances 
Said traffic data. 

46. The System of claim 44 wherein Said data processing 
module includes a data transformation module that trans 
forms Said traffic data. 

47. The System of claim 44 wherein Said data processing 
module includes a data aggregation module that aggregates 
Said traffic data. 

48. The System of claim 44 wherein Said data processing 
module includes a trend identification module that identifies 
trends in Said traffic data. 

49. The system of claim 44 data further including a traffic 
conditioning rules module for Setting traffic conditioning 
rules in response to Said processed traffic data. 

50. A system for controlling the flow of traffic at ports of 
multiple network nodes in a communications network com 
prising: 

multiple port-Specific classifiers, 
a common classification control module configured to; 

collect traffic data from traffic that is input into said 
ports of Said multiple network nodes; 

process Said traffic data that is collected; 
Set classification rules in response to Said processed 

traffic data, wherein Said Set classification rules are 
used to classify Subsequent traffic, and 

distribute Said classification rules to Said port-specific 
classifiers. 

51. The system of claim 50 further including local data 
collection modules, associated with Said multiple port-spe 
cific classifiers, that collect port-specific traffic data and 
provide Said collected port-specific traffic data to Said com 
mon classification control module. 

52. The system of claim 50 wherein said port-specific 
classifiers are located between customer premises equip 
ment of a Subscriber-based network and an Internet back 
bone. 

53. The system of claim 50 wherein said common clas 
sification control module is located in a network node that is 
remote to Said port-specific classifiers. 
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54. The system of claim 50 wherein said common clas 
sification control module includes a data enhancement mod 
ule for enhancing Said traffic data. 

55. The system of claim 50 wherein said common clas 
sification control module includes a data transformation 
module that transforms Said traffic data. 

56. The system of claim 50 wherein said common clas 
sification control module includes a data aggregation mod 
ule that aggregates Said traffic data. 
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57. The system of claim 50 wherein said common clas 
sification control module includes a trend identification 
module that identifies trends in said traffic data. 

58. The system of claim 50 further including multiple 
port-specific traffic conditioner modules. 

59. The system of claim 58 further including a traffic 
conditioning rules module that Sets traffic conditioning rules 
in response to Said processed traffic data. 

k k k k k 
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