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PREFACE

This book is now in its fifth edition. Each edition has corresponded to a dif-
ferent phase in the way computer networks were used. When the first edition ap-
peared in 1980, networks were an academic curiosity. When the second edition
appeared in 1988, networks were used by universities and large businesses. When
the third edition appeared in 1996, computer networks, especially the Internet, had
become a daily reality for millions of people. By the fourth edition, in 2003, wire-
less networks and mobile computers had become commonplace for accessing the
Web and the Internet. Now, in the fifth edition, networks are about content dis-
tribution (especially videos using CDNs and peer-to-peer networks) and mobile
phones are small computers on the Internet.

New in the Fifth Edition
Among the many changes in this book, the most important one is the addition

of Prof. David J. Wetherall as a co-author. David brings a rich background in net-
working, having cut his teeth designing metropolitan-area networks more than 20
years ago. He has worked with the Internet and wireless networks ever since and
is a professor at the University of Washington, where he has been teaching and
doing research on computer networks and related topics for the past decade.

Of course, the book also has many changes to keep up with the: ever-changing
world of computer networks. Among these are revised and new material on

Wireless networks (802.12 and 802.16)
The 3G networks used by smart phones
RFID and sensor networks
Content distribution using CDNs
Peer-to-peer networks
Real-time media (from stored, streaming, and live sources)
Internet telephony (voice over IP)
Delay-tolerant networks

A more detailed chapter-by-chapter list follows.

xix
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xx PREFACE

Chapter 1 has the same introductory function as in the fourth edition, but the
contents have been revised and brought up to date. The Internet, mobile phone
networks, 802.11, and RFID and sensor networks are discussed as examples of
computer networks. Material on the original Ethernet—with its vampire taps—
has been removed, along with the material on ATM.

Chapter 2, which covers the physical layer, has expanded coverage of digital
modulation (including OFDM as widely used in wireless networks) and 3G net-
works (based on CDMA). New technologies are discussed, including Fiber to the
Home and power-line networking.

Chapter 3, on point-to-point links, has been improved in two ways. The mater-
ial on codes for error detection and correction has been updated, and also includes
a brief description of the modern codes that are important in practice (e.g., convo-
lutional and LDPC codes). The examples of protocols now use Packet over
SONET and ADSL. Sadly, the material on protocol verification has been removed
as it is little used.

In Chapter 4, on the MAC sublayer, the principles are timeless but the tech-
nologies have changed. Sections on the example networks have been redone
accordingly, including gigabit Ethernet, 802.11, 802.16, Bluetooth, and RFID.
Also updated is the coverage of LAN switching, including VLANs.

Chapter 5, on the network layer, covers the same ground as in the fourth edi-
tion. The revisions have been to update material and add depth, particularly for
quality of service (relevant for real-time media) and internetworking. The sec-
tions on BGP, OSPF and CIDR have been expanded, as has the treatment of
multicast routing. Anycast routing is now included.

Chapter 6, on the transport layer, has had material added, revised, and re-
moved. New material describes delay-tolerant networking and congestion control
in general. The revised material updates and expands the coverage of TCP con-
gestion control. The material removed described connection-oriented network lay-
ers, something rarely seen any more.

Chapter 7, on applications, has also been updated and enlarged. While mater-
ial on DNS and email is similar to that in the fourth edition, in the past few years
there have been many developments in the use of the Web, streaming media and
content delivery. Accordingly, sections on the Web and streaming media have
been brought up to date. A new section covers content distribution, including
CDNs and peer-to-peer networks.

Chapter 8, on security, still covers both symmetric and public-key crypto-
graphy for confidentiality and authenticity. Material on the techniques used in
practice, including firewalls and VPNs, has been updated, with new material on
802.11 security and Kerberos V5 added.

Chapter 9 contains a renewed list of suggested readings and a comprehensive
bibliography of over 300 citations to the current literature. More than half of
these are to papers and books written in 2000 or later, and the rest are citations to
classic papers.
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PREFACE xxi

List of Acronyms
Computer books are full of acronyms. This one is no exception. By the time

you are finished reading this one, the following should ring a bell: ADSL, AES,
AJAX, AODV, AP, ARP, ARQ, AS, BGP, BOC, CDMA, CDN, CGI, CIDR,
CRL, CSMA, CSS, DCT, DES, DHCP, DHT, DIFS, DMCA, DMT, DMZ, DNS,
DOCSIS, DOM, DSLAM, DTN, FCFS, FDD, FDDI, FDM, FEC, FIFO, FSK,
FTP, GPRS, GSM, HDTV, HFC, HMAC, HTTP, IAB, ICANN, ICMP, IDEA,
IETF, IMAP, IMP, IP, IPTV, IRTF, ISO, ISP, ITU, JPEG, JSP, JVM, LAN,
LATA, LEC, LEO, LLC, LSR, LTE, MAN, MFJ, MIME, MPEG, MPLS, MSC,
MTSO, MTU, NAP, NAT, NRZ, NSAP, OFDM, OSI, OSPF, PAWS, PCM, PGP,
PIM, PKI, POP, POTS, PPP, PSTN, QAM, QPSK, RED, RFC, RFID, RPC, RSA,
RTSP, SHA, SIP, SMTP, SNR, SOAP, SONET, SPE, SSL, TCP, TDD, TDM,
TSAP, UDP, UMTS, URL, VLAN, VSAT, WAN, WDM, and XML. But don’t
worry. Each will appear in boldface type and be carefully defined before it is
used. As a fun test, see how many you can identify before reading the book, write
the number in the margin, then try again after reading the book.

How to Use the Book
To help instructors use this book as a text for courses ranging in length from

quarters to semesters, we have structured the chapters into core and optional ma-
terial. The sections marked with a ‘‘*’’ in the table of contents are the optional
ones. If a major section (e.g., 2.7) is so marked, all of its subsections are optional.
They provide material on network technologies that is useful but can be omitted
from a short course without loss of continuity. Of course, students should be
encouraged to read those sections as well, to the extent they have time, as all the
material is up to date and of value.

Instructors’ Resource Materials
The following protected instructors’ resource materials are available on the

publisher’s Web site at www.pearsonhighered.com/tanenbaum. For a username
and password, please contact your local Pearson representative.

Solutions manual
PowerPoint lecture slides

Students’ Resource Materials
Resources for students are available through the open-access Companion Web

site link on www.pearsonhighered.com/tanenbaum, including

Web resources, links to tutorials, organizations, FAQs, and more
Figures, tables, and programs from the book
Steganography demo
Protocol simulators
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1
INTRODUCTION

Each of the past three centuries was dominated by a single new technology.
The 18th century was the era of the great mechanical systems accompanying the
Industrial Revolution. The 19th century was the age of the steam engine. During
the 20th century, the key technology was information gathering, processing, and
distribution. Among other developments, we saw the installation of worldwide
telephone networks, the invention of radio and television, the birth and unpre-
cedented growth of the computer industry, the launching of communication satel-
lites, and, of course, the Internet.

As a result of rapid technological progress, these areas are rapidly converging
in the 21st century and the differences between collecting, transporting, storing,
and processing information are quickly disappearing. Organizations with hun-
dreds of offices spread over a wide geographical area routinely expect to be able
to examine the current status of even their most remote outpost at the push of a
button. As our ability to gather, process, and distribute information grows, the de-
mand for ever more sophisticated information processing grows even faster.

Although the computer industry is still young compared to other industries
(e.g., automobiles and air transportation), computers have made spectacular pro-
gress in a short time. During the first two decades of their existence, computer
systems were highly centralized, usually within a single large room. Not infre-
quently, this room had glass walls, through which visitors could gawk at the great
electronic wonder inside. A medium-sized company or university might have had

1
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2 INTRODUCTION CHAP. 1

one or two computers, while very large institutions had at most a few dozen. The
idea that within forty years vastly more powerful computers smaller than postage
stamps would be mass produced by the billions was pure science fiction.

The merging of computers and communications has had a profound influence
on the way computer systems are organized. The once-dominant concept of the
‘‘computer center’’ as a room with a large computer to which users bring their
work for processing is now totally obsolete (although data centers holding thou-
sands of Internet servers are becoming common). The old model of a single com-
puter serving all of the organization’s computational needs has been replaced by
one in which a large number of separate but interconnected computers do the job.
These systems are called computer networks. The design and organization of
these networks are the subjects of this book.

Throughout the book we will use the term ‘‘computer network’’ to mean a col-
lection of autonomous computers interconnected by a single technology. Two
computers are said to be interconnected if they are able to exchange information.
The connection need not be via a copper wire; fiber optics, microwaves, infrared,
and communication satellites can also be used. Networks come in many sizes,
shapes and forms, as we will see later. They are usually connected together to
make larger networks, with the Internet being the most well-known example of a
network of networks.

There is considerable confusion in the literature between a computer network
and a distributed system. The key distinction is that in a distributed system, a
collection of independent computers appears to its users as a single coherent sys-
tem. Usually, it has a single model or paradigm that it presents to the users. Of-
ten a layer of software on top of the operating system, called middleware, is
responsible for implementing this model. A well-known example of a distributed
system is the World Wide Web. It runs on top of the Internet and presents a
model in which everything looks like a document (Web page).

In a computer network, this coherence, model, and software are absent. Users
are exposed to the actual machines, without any attempt by the system to make
the machines look and act in a coherent way. If the machines have different hard-
ware and different operating systems, that is fully visible to the users. If a user
wants to run a program on a remote machine, he† has to log onto that machine and
run it there.

In effect, a distributed system is a software system built on top of a network.
The software gives it a high degree of cohesiveness and transparency. Thus, the
distinction between a network and a distributed system lies with the software (es-
pecially the operating system), rather than with the hardware.

Nevertheless, there is considerable overlap between the two subjects. For ex-
ample, both distributed systems and computer networks need to move files
around. The difference lies in who invokes the movement, the system or the user.

† ‘‘He’’ should be read as ‘‘he or she’’ throughout this book.
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Although this book primarily focuses on networks, many of the topics are also im-
portant in distributed systems. For more information about distributed systems,
see Tanenbaum and Van Steen (2007).

1.1 USES OF COMPUTER NETWORKS

Before we start to examine the technical issues in detail, it is worth devoting
some time to pointing out why people are interested in computer networks and
what they can be used for. After all, if nobody were interested in computer net-
works, few of them would be built. We will start with traditional uses at com-
panies, then move on to home networking and recent developments regarding
mobile users, and finish with social issues.

1.1.1 Business Applications

Most companies have a substantial number of computers. For example, a
company may have a computer for each worker and use them to design products,
write brochures, and do the payroll. Initially, some of these computers may have
worked in isolation from the others, but at some point, management may have
decided to connect them to be able to distribute information throughout the com-
pany.

Put in slightly more general form, the issue here is resource sharing. The
goal is to make all programs, equipment, and especially data available to anyone
on the network without regard to the physical location of the resource or the user.
An obvious and widespread example is having a group of office workers share a
common printer. None of the individuals really needs a private printer, and a
high-volume networked printer is often cheaper, faster, and easier to maintain
than a large collection of individual printers.

However, probably even more important than sharing physical resources such
as printers, and tape backup systems, is sharing information. Companies small
and large are vitally dependent on computerized information. Most companies
have customer records, product information, inventories, financial statements, tax
information, and much more online. If all of its computers suddenly went down, a
bank could not last more than five minutes. A modern manufacturing plant, with
a computer-controlled assembly line, would not last even 5 seconds. Even a small
travel agency or three-person law firm is now highly dependent on computer net-
works for allowing employees to access relevant information and documents
instantly.

For smaller companies, all the computers are likely to be in a single office or
perhaps a single building, but for larger ones, the computers and employees may
be scattered over dozens of offices and plants in many countries. Nevertheless, a
sales person in New York might sometimes need access to a product inventory
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database in Singapore. Networks called VPNs (Virtual Private Networks) may
be used to join the individual networks at different sites into one extended net-
work. In other words, the mere fact that a user happens to be 15,000 km away
from his data should not prevent him from using the data as though they were
local. This goal may be summarized by saying that it is an attempt to end the
‘‘tyranny of geography.’’

In the simplest of terms, one can imagine a company’s information system as
consisting of one or more databases with company information and some number
of employees who need to access them remotely. In this model, the data are stor-
ed on powerful computers called servers. Often these are centrally housed and
maintained by a system administrator. In contrast, the employees have simpler
machines, called clients, on their desks, with which they access remote data, for
example, to include in spreadsheets they are constructing. (Sometimes we will
refer to the human user of the client machine as the ‘‘client,’’ but it should be
clear from the context whether we mean the computer or its user.) The client and
server machines are connected by a network, as illustrated in Fig. 1-1. Note that
we have shown the network as a simple oval, without any detail. We will use this
form when we mean a network in the most abstract sense. When more detail is
required, it will be provided.

Client

Server

Network

Figure 1-1. A network with two clients and one server.

This whole arrangement is called the client-server model. It is widely used
and forms the basis of much network usage. The most popular realization is that
of a Web application, in which the server generates Web pages based on its data-
base in response to client requests that may update the database. The client-server
model is applicable when the client and server are both in the same building (and
belong to the same company), but also when they are far apart. For example,
when a person at home accesses a page on the World Wide Web, the same model
is employed, with the remote Web server being the server and the user’s personal
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computer being the client. Under most conditions, one server can handle a large
number (hundreds or thousands) of clients simultaneously.

If we look at the client-server model in detail, we see that two processes (i.e.,
running programs) are involved, one on the client machine and one on the server
machine. Communication takes the form of the client process sending a message
over the network to the server process. The client process then waits for a reply
message. When the server process gets the request, it performs the requested
work or looks up the requested data and sends back a reply. These messages are
shown in Fig. 1-2.

Client process Server process

Client machine

Network

Reply

Request
Server machine

Figure 1-2. The client-server model involves requests and replies.

A second goal of setting up a computer network has to do with people rather
than information or even computers. A computer network can provide a powerful
communication medium among employees. Virtually every company that has
two or more computers now has email (electronic mail), which employees gener-
ally use for a great deal of daily communication. In fact, a common gripe around
the water cooler is how much email everyone has to deal with, much of it quite
meaningless because bosses have discovered that they can send the same (often
content-free) message to all their subordinates at the push of a button.

Telephone calls between employees may be carried by the computer network
instead of by the phone company. This technology is called IP telephony or
Voice over IP (VoIP) when Internet technology is used. The microphone and
speaker at each end may belong to a VoIP-enabled phone or the employee’s com-
puter. Companies find this a wonderful way to save on their telephone bills.

Other, richer forms of communication are made possible by computer net-
works. Video can be added to audio so that employees at distant locations can see
and hear each other as they hold a meeting. This technique is a powerful tool for
eliminating the cost and time previously devoted to travel. Desktop sharing lets
remote workers see and interact with a graphical computer screen. This makes it
easy for two or more people who work far apart to read and write a shared black-
board or write a report together. When one worker makes a change to an online
document, the others can see the change immediately, instead of waiting several
days for a letter. Such a speedup makes cooperation among far-flung groups of
people easy where it previously had been impossible. More ambitious forms of
remote coordination such as telemedicine are only now starting to be used (e.g.,
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remote patient monitoring) but may become much more important. It is some-
times said that communication and transportation are having a race, and which-
ever wins will make the other obsolete.

A third goal for many companies is doing business electronically, especially
with customers and suppliers. This new model is called e-commerce (electronic
commerce) and it has grown rapidly in recent years. Airlines, bookstores, and
other retailers have discovered that many customers like the convenience of shop-
ping from home. Consequently, many companies provide catalogs of their goods
and services online and take orders online. Manufacturers of automobiles, air-
craft, and computers, among others, buy subsystems from a variety of suppliers
and then assemble the parts. Using computer networks, manufacturers can place
orders electronically as needed. This reduces the need for large inventories and
enhances efficiency.

1.1.2 Home Applications

In 1977, Ken Olsen was president of the Digital Equipment Corporation, then
the number two computer vendor in the world (after IBM). When asked why Dig-
ital was not going after the personal computer market in a big way, he said:
‘‘There is no reason for any individual to have a computer in his home.’’ History
showed otherwise and Digital no longer exists. People initially bought computers
for word processing and games. Recently, the biggest reason to buy a home com-
puter was probably for Internet access. Now, many consumer electronic devices,
such as set-top boxes, game consoles, and clock radios, come with embedded
computers and computer networks, especially wireless networks, and home net-
works are broadly used for entertainment, including listening to, looking at, and
creating music, photos, and videos.

Internet access provides home users with connectivity to remote computers.
As with companies, home users can access information, communicate with other
people, and buy products and services with e-commerce. The main benefit now
comes from connecting outside of the home. Bob Metcalfe, the inventor of Ether-
net, hypothesized that the value of a network is proportional to the square of the
number of users because this is roughly the number of different connections that
may be made (Gilder, 1993). This hypothesis is known as ‘‘Metcalfe’s law.’’ It
helps to explain how the tremendous popularity of the Internet comes from its
size.

Access to remote information comes in many forms. It can be surfing the
World Wide Web for information or just for fun. Information available includes
the arts, business, cooking, government, health, history, hobbies, recreation, sci-
ence, sports, travel, and many others. Fun comes in too many ways to mention,
plus some ways that are better left unmentioned.

Many newspapers have gone online and can be personalized. For example, it
is sometimes possible to tell a newspaper that you want everything about corrupt
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politicians, big fires, scandals involving celebrities, and epidemics, but no foot-
ball, thank you. Sometimes it is possible to have the selected articles downloaded
to your computer while you sleep. As this trend continues, it will cause massive
unemployment among 12-year-old paperboys, but newspapers like it because dis-
tribution has always been the weakest link in the whole production chain. Of
course, to make this model work, they will first have to figure out how to make
money in this new world, something not entirely obvious since Internet users
expect everything to be free.

The next step beyond newspapers (plus magazines and scientific journals) is
the online digital library. Many professional organizations, such as the ACM
(www.acm.org) and the IEEE Computer Society (www.computer.org), already
have all their journals and conference proceedings online. Electronic book read-
ers and online libraries may make printed books obsolete. Skeptics should take
note of the effect the printing press had on the medieval illuminated manuscript.

Much of this information is accessed using the client-server model, but there
is different, popular model for accessing information that goes by the name of
peer-to-peer communication (Parameswaran et al., 2001). In this form, individu-
als who form a loose group can communicate with others in the group, as shown
in Fig. 1-3. Every person can, in principle, communicate with one or more other
people; there is no fixed division into clients and servers.

Figure 1-3. In a peer-to-peer system there are no fixed clients and servers.

Many peer-to-peer systems, such BitTorrent (Cohen, 2003), do not have any
central database of content. Instead, each user maintains his own database locally
and provides a list of other nearby people who are members of the system. A new
user can then go to any existing member to see what he has and get the names of
other members to inspect for more content and more names. This lookup process
can be repeated indefinitely to build up a large local database of what is out there.
It is an activity that would get tedious for people but computers excel at it.
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8 INTRODUCTION CHAP. 1

Peer-to-peer communication is often used to share music and videos. It really
hit the big time around 2000 with a music sharing service called Napster that was
shut down after what was probably the biggest copyright infringement case in all
of recorded history (Lam and Tan, 2001; and Macedonia, 2000). Legal applica-
tions for peer-to-peer communication also exist. These include fans sharing pub-
lic domain music, families sharing photos and movies, and users downloading
public software packages. In fact, one of the most popular Internet applications
of all, email, is inherently peer-to-peer. This form of communication is likely to
grow considerably in the future.

All of the above applications involve interactions between a person and a re-
mote database full of information. The second broad category of network use is
person-to-person communication, basically the 21st century’s answer to the 19th
century’s telephone. E-mail is already used on a daily basis by millions of people
all over the world and its use is growing rapidly. It already routinely contains
audio and video as well as text and pictures. Smell may take a while.

Any teenager worth his or her salt is addicted to instant messaging. This
facility, derived from the UNIX talk program in use since around 1970, allows two
people to type messages at each other in real time. There are multi-person mes-
saging services too, such as the Twitter service that lets people send short text
messages called ‘‘tweets’’ to their circle of friends or other willing audiences.

The Internet can be used by applications to carry audio (e.g., Internet radio
stations) and video (e.g., YouTube). Besides being a cheap way to call to distant
friends, these applications can provide rich experiences such as telelearning,
meaning attending 8 A.M. classes without the inconvenience of having to get out
of bed first. In the long run, the use of networks to enhance human-to-human
communication may prove more important than any of the others. It may become
hugely important to people who are geographically challenged, giving them the
same access to services as people living in the middle of a big city.

Between person-to-person communications and accessing information are
social network applications. Here, the flow of information is driven by the rela-
tionships that people declare between each other. One of the most popular social
networking sites is Facebook. It lets people update their personal profiles and
shares the updates with other people who they have declared to be their friends.
Other social networking applications can make introductions via friends of
friends, send news messages to friends such as Twitter above, and much more.

Even more loosely, groups of people can work together to create content. A
wiki, for example, is a collaborative Web site that the members of a community
edit. The most famous wiki is the Wikipedia, an encyclopedia anyone can edit,
but there are thousands of other wikis.

Our third category is electronic commerce in the broadest sense of the term.
Home shopping is already popular and enables users to inspect the online catalogs
of thousands of companies. Some of these catalogs are interactive, showing pro-
ducts from different viewpoints and in configurations that can be personalized.
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After the customer buys a product electronically but cannot figure out how to use
it, online technical support may be consulted.

Another area in which e-commerce is widely used is access to financial insti-
tutions. Many people already pay their bills, manage their bank accounts, and
handle their investments electronically. This trend will surely continue as net-
works become more secure.

One area that virtually nobody foresaw is electronic flea markets (e-flea?).
Online auctions of second-hand goods have become a massive industry. Unlike
traditional e-commerce, which follows the client-server model, online auctions
are peer-to-peer in the sense that consumers can act as both buyers and sellers.

Some of these forms of e-commerce have acquired cute little tags based on
the fact that ‘‘to’’ and ‘‘2’’ are pronounced the same. The most popular ones are
listed in Fig. 1-4.

Tag Full name Example

B2C Business-to-consumer Ordering books online

B2B Business-to-business Car manufacturer ordering tires from supplier

G2C Government-to-consumer Government distributing tax forms electronically

C2C Consumer-to-consumer Auctioning second-hand products online

P2P Peer-to-peer Music sharing

Figure 1-4. Some forms of e-commerce.

Our fourth category is entertainment. This has made huge strides in the home
in recent years, with the distribution of music, radio and television programs, and
movies over the Internet beginning to rival that of traditional mechanisms. Users
can find, buy, and download MP3 songs and DVD-quality movies and add them
to their personal collection. TV shows now reach many homes via IPTV (IP
TeleVision) systems that are based on IP technology instead of cable TV or radio
transmissions. Media streaming applications let users tune into Internet radio sta-
tions or watch recent episodes of their favorite TV shows. Naturally, all of this
content can be moved around your house between different devices, displays and
speakers, usually with a wireless network.

Soon, it may be possible to search for any movie or television program ever
made, in any country, and have it displayed on your screen instantly. New films
may become interactive, where the user is occasionally prompted for the story
direction (should Macbeth murder Duncan or just bide his time?) with alternative
scenarios provided for all cases. Live television may also become interactive,
with the audience participating in quiz shows, choosing among contestants, and so
on.

Another form of entertainment is game playing. Already we have multiperson
real-time simulation games, like hide-and-seek in a virtual dungeon, and flight
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simulators with the players on one team trying to shoot down the players on the
opposing team. Virtual worlds provide a persistent setting in which thousands of
users can experience a shared reality with three-dimensional graphics.

Our last category is ubiquitous computing, in which computing is embedded
into everyday life, as in the vision of Mark Weiser (1991). Many homes are al-
ready wired with security systems that include door and window sensors, and
there are many more sensors that can be folded in to a smart home monitor, such
as energy consumption. Your electricity, gas and water meters could also report
usage over the network. This would save money as there would be no need to
send out meter readers. And your smoke detectors could call the fire department
instead of making a big noise (which has little value if no one is home). As the
cost of sensing and communication drops, more and more measurement and re-
porting will be done with networks.

Increasingly, consumer electronic devices are networked. For example, some
high-end cameras already have a wireless network capability and use it to send
photos to a nearby display for viewing. Professional sports photographers can
also send their photos to their editors in real-time, first wirelessly to an access
point then over the Internet. Devices such as televisions that plug into the wall
can use power-line networks to send information throughout the house over the
wires that carry electricity. It may not be very surprising to have these objects on
the network, but objects that we do not think of as computers may sense and com-
municate information too. For example, your shower may record water usage,
give you visual feedback while you lather up, and report to a home environmental
monitoring application when you are done to help save on your water bill.

A technology called RFID (Radio Frequency IDentification) will push this
idea even further in the future. RFID tags are passive (i.e., have no battery) chips
the size of stamps and they can already be affixed to books, passports, pets, credit
cards, and other items in the home and out. This lets RFID readers locate and
communicate with the items over a distance of up to several meters, depending on
the kind of RFID. Originally, RFID was commercialized to replace barcodes. It
has not succeeded yet because barcodes are free and RFID tags cost a few cents.
Of course, RFID tags offer much more and their price is rapidly declining. They
may turn the real world into the Internet of things (ITU, 2005).

1.1.3 Mobile Users

Mobile computers, such as laptop and handheld computers, are one of the
fastest-growing segments of the computer industry. Their sales have already
overtaken those of desktop computers. Why would anyone want one? People on
the go often want to use their mobile devices to read and send email, tweet, watch
movies, download music, play games, or simply to surf the Web for information.
They want to do all of the things they do at home and in the office. Naturally, they
want to do them from anywhere on land, sea or in the air.
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Connectivity to the Internet enables many of these mobile uses. Since having
a wired connection is impossible in cars, boats, and airplanes, there is a lot of
interest in wireless networks. Cellular networks operated by the telephone com-
panies are one familiar kind of wireless network that blankets us with coverage
for mobile phones. Wireless hotspots based on the 802.11 standard are another
kind of wireless network for mobile computers. They have sprung up everywhere
that people go, resulting in a patchwork of coverage at cafes, hotels, airports,
schools, trains and planes. Anyone with a laptop computer and a wireless modem
can just turn on their computer on and be connected to the Internet through the
hotspot, as though the computer were plugged into a wired network.

Wireless networks are of great value to fleets of trucks, taxis, delivery vehi-
cles, and repairpersons for keeping in contact with their home base. For example,
in many cities, taxi drivers are independent businessmen, rather than being em-
ployees of a taxi company. In some of these cities, the taxis have a display the
driver can see. When a customer calls up, a central dispatcher types in the pickup
and destination points. This information is displayed on the drivers’ displays and
a beep sounds. The first driver to hit a button on the display gets the call.

Wireless networks are also important to the military. If you have to be able to
fight a war anywhere on Earth at short notice, counting on using the local net-
working infrastructure is probably not a good idea. It is better to bring your own.

Although wireless networking and mobile computing are often related, they
are not identical, as Fig. 1-5 shows. Here we see a distinction between fixed
wireless and mobile wireless networks. Even notebook computers are sometimes
wired. For example, if a traveler plugs a notebook computer into the wired net-
work jack in a hotel room, he has mobility without a wireless network.

Wireless Mobile Typical applications

No No Desktop computers in offices

No Yes A notebook computer used in a hotel room

Yes No Networks in unwired buildings

Yes Yes Store inventory with a handheld computer

Figure 1-5. Combinations of wireless networks and mobile computing.

Conversely, some wireless computers are not mobile. In the home, and in
offices or hotels that lack suitable cabling, it can be more convenient to connect
desktop computers or media players wirelessly than to install wires. Installing a
wireless network may require little more than buying a small box with some elec-
tronics in it, unpacking it, and plugging it in. This solution may be far cheaper
than having workmen put in cable ducts to wire the building.

Finally, there are also true mobile, wireless applications, such as people walk-
ing around stores with a handheld computers recording inventory. At many busy
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airports, car rental return clerks work in the parking lot with wireless mobile com-
puters. They scan the barcodes or RFID chips of returning cars, and their mobile
device, which has a built-in printer, calls the main computer, gets the rental infor-
mation, and prints out the bill on the spot.

Perhaps the key driver of mobile, wireless applications is the mobile phone.
Text messaging or texting is tremendously popular. It lets a mobile phone user
type a short message that is then delivered by the cellular network to another
mobile subscriber. Few people would have predicted ten years ago that having
teenagers tediously typing short text messages on mobile phones would be an
immense money maker for telephone companies. But texting (or Short Message
Service as it is known outside the U.S.) is very profitable since it costs the carrier
but a tiny fraction of one cent to relay a text message, a service for which they
charge far more.

The long-awaited convergence of telephones and the Internet has finally
arrived, and it will accelerate the growth of mobile applications. Smart phones,
such as the popular iPhone, combine aspects of mobile phones and mobile com-
puters. The (3G and 4G) cellular networks to which they connect can provide fast
data services for using the Internet as well as handling phone calls. Many ad-
vanced phones connect to wireless hotspots too, and automatically switch between
networks to choose the best option for the user.

Other consumer electronics devices can also use cellular and hotspot networks
to stay connected to remote computers. Electronic book readers can download a
newly purchased book or the next edition of a magazine or today’s newspaper
wherever they roam. Electronic picture frames can update their displays on cue
with fresh images.

Since mobile phones know their locations, often because they are equipped
with GPS (Global Positioning System) receivers, some services are intentionally
location dependent. Mobile maps and directions are an obvious candidate as your
GPS-enabled phone and car probably have a better idea of where you are than you
do. So, too, are searches for a nearby bookstore or Chinese restaurant, or a local
weather forecast. Other services may record location, such as annotating photos
and videos with the place at which they were made. This annotation is known as
‘‘geo-tagging.’’

An area in which mobile phones are now starting to be used is m-commerce
(mobile-commerce) (Senn, 2000). Short text messages from the mobile are used
to authorize payments for food in vending machines, movie tickets, and other
small items instead of cash and credit cards. The charge then appears on the
mobile phone bill. When equipped with NFC (Near Field Communication)
technology the mobile can act as an RFID smartcard and interact with a nearby
reader for payment. The driving forces behind this phenomenon are the mobile
device makers and network operators, who are trying hard to figure out how to get
a piece of the e-commerce pie. From the store’s point of view, this scheme may
save them most of the credit card company’s fee, which can be several percent.
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Of course, this plan may backfire, since customers in a store might use the RFID
or barcode readers on their mobile devices to check out competitors’ prices before
buying and use them to get a detailed report on where else an item can be pur-
chased nearby and at what price.

One huge thing that m-commerce has going for it is that mobile phone users
are accustomed to paying for everything (in contrast to Internet users, who expect
everything to be free). If an Internet Web site charged a fee to allow its customers
to pay by credit card, there would be an immense howling noise from the users.
If, however, a mobile phone operator its customers to pay for items in a store by
waving the phone at the cash register and then tacked on a fee for this conveni-
ence, it would probably be accepted as normal. Time will tell.

No doubt the uses of mobile and wireless computers will grow rapidly in the
future as the size of computers shrinks, probably in ways no one can now foresee.
Let us take a quick look at some possibilities. Sensor networks are made up of
nodes that gather and wirelessly relay information they sense about the state of the
physical world. The nodes may be part of familiar items such as cars or phones,
or they may be small separate devices. For example, your car might gather data
on its location, speed, vibration, and fuel efficiency from its on-board diagnostic
system and upload this information to a database (Hull et al., 2006). Those data
can help find potholes, plan trips around congested roads, and tell you if you are a
‘‘gas guzzler’’ compared to other drivers on the same stretch of road.

Sensor networks are revolutionizing science by providing a wealth of data on
behavior that could not previously be observed. One example is tracking the
migration of individual zebras by placing a small sensor on each animal (Juang et
al., 2002). Researchers have packed a wireless computer into a cube 1 mm on
edge (Warneke et al., 2001). With mobile computers this small, even small birds,
rodents, and insects can be tracked.

Even mundane uses, such as in parking meters, can be significant because
they make use of data that were not previously available. Wireless parking meters
can accept credit or debit card payments with instant verification over the wireless
link. They can also report when they are in use over the wireless network. This
would let drivers download a recent parking map to their car so they can find an
available spot more easily. Of course, when a meter expires, it might also check
for the presence of a car (by bouncing a signal off it) and report the expiration to
parking enforcement. It has been estimated that city governments in the U.S.
alone could collect an additional $10 billion this way (Harte et al., 2000).

Wearable computers are another promising application. Smart watches with
radios have been part of our mental space since their appearance in the Dick
Tracy comic strip in 1946; now you can buy them. Other such devices may be
implanted, such as pacemakers and insulin pumps. Some of these can be con-
trolled over a wireless network. This lets doctors test and reconfigure them more
easily. It could also lead to some nasty problems if the devices are as insecure as
the average PC and can be hacked easily (Halperin et al., 2008).
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1.1.4 Social Issues

Computer networks, like the printing press 500 years ago, allow ordinary
citizens to distribute and view content in ways that were not previously possible.
But along with the good comes the bad, as this new-found freedom brings with it
many unsolved social, political, and ethical issues. Let us just briefly mention a
few of them; a thorough study would require a full book, at least.

Social networks, message boards, content sharing sites, and a host of other ap-
plications allow people to share their views with like-minded individuals. As long
as the subjects are restricted to technical topics or hobbies like gardening, not too
many problems will arise.

The trouble comes with topics that people actually care about, like politics,
religion, or sex. Views that are publicly posted may be deeply offensive to some
people. Worse yet, they may not be politically correct. Furthermore, opinions
need not be limited to text; high-resolution color photographs and video clips are
easily shared over computer networks. Some people take a live-and-let-live view,
but others feel that posting certain material (e.g., verbal attacks on particular
countries or religions, pornography, etc.) is simply unacceptable and that such
content must be censored. Different countries have different and conflicting laws
in this area. Thus, the debate rages.

In the past, people have sued network operators, claiming that they are re-
sponsible for the contents of what they carry, just as newspapers and magazines
are. The inevitable response is that a network is like a telephone company or the
post office and cannot be expected to police what its users say.

It should now come only as a slight surprise to learn that some network opera-
tors block content for their own reasons. Some users of peer-to-peer applications
had their network service cut off because the network operators did not find it pro-
fitable to carry the large amounts of traffic sent by those applications. Those
same operators would probably like to treat different companies differently. If
you are a big company and pay well then you get good service, but if you are a
small-time player, you get poor service. Opponents of this practice argue that
peer-to-peer and other content should be treated in the same way because they are
all just bits to the network. This argument for communications that are not dif-
ferentiated by their content or source or who is providing the content is known as
network neutrality (Wu, 2003). It is probably safe to say that this debate will go
on for a while.

Many other parties are involved in the tussle over content. For instance, pi-
rated music and movies fueled the massive growth of peer-to-peer networks,
which did not please the copyright holders, who have threatened (and sometimes
taken) legal action. There are now automated systems that search peer-to-peer
networks and fire off warnings to network operators and users who are suspected
of infringing copyright. In the United States, these warnings are known as
DMCA takedown notices after the Digital Millennium Copyright Act. This
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search is an arms’ race because it is hard to reliably catch copyright infringement.
Even your printer might be mistaken for a culprit (Piatek et al., 2008).

Computer networks make it very easy to communicate. They also make it
easy for the people who run the network to snoop on the traffic. This sets up con-
flicts over issues such as employee rights versus employer rights. Many people
read and write email at work. Many employers have claimed the right to read and
possibly censor employee messages, including messages sent from a home com-
puter outside working hours. Not all employees agree with this, especially the lat-
ter part.

Another conflict is centered around government versus citizen’s rights. The
FBI has installed systems at many Internet service providers to snoop on all in-
coming and outgoing email for nuggets of interest. One early system was origi-
nally called Carnivore, but bad publicity caused it to be renamed to the more
innocent-sounding DCS1000 (Blaze and Bellovin, 2000; Sobel, 2001; and Zacks,
2001). The goal of such systems is to spy on millions of people in the hope of
perhaps finding information about illegal activities. Unfortunately for the spies,
the Fourth Amendment to the U.S. Constitution prohibits government searches
without a search warrant, but the government often ignores it.

Of course, the government does not have a monopoly on threatening people’s
privacy. The private sector does its bit too by profiling users. For example,
small files called cookies that Web browsers store on users’ computers allow
companies to track users’ activities in cyberspace and may also allow credit card
numbers, social security numbers, and other confidential information to leak all
over the Internet (Berghel, 2001). Companies that provide Web-based services
may maintain large amounts of personal information about their users that allows
them to study user activities directly. For example, Google can read your email
and show you advertisements based on your interests if you use its email service,
Gmail.

A new twist with mobile devices is location privacy (Beresford and Stajano,
2003). As part of the process of providing service to your mobile device the net-
work operators learn where you are at different times of day. This allows them to
track your movements. They may know which nightclub you frequent and which
medical center you visit.

Computer networks also offer the potential to increase privacy by sending
anonymous messages. In some situations, this capability may be desirable.
Beyond preventing companies from learning your habits, it provides, for example,
a way for students, soldiers, employees, and citizens to blow the whistle on illegal
behavior on the part of professors, officers, superiors, and politicians without fear
of reprisals. On the other hand, in the United States and most other democracies,
the law specifically permits an accused person the right to confront and challenge
his accuser in court so anonymous accusations cannot be used as evidence.

The Internet makes it possible to find information quickly, but a great deal of
it is ill considered, misleading, or downright wrong. That medical advice you
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plucked from the Internet about the pain in your chest may have come from a
Nobel Prize winner or from a high-school dropout.

Other information is frequently unwanted. Electronic junk mail (spam) has
become a part of life because spammers have collected millions of email address-
es and would-be marketers can cheaply send computer-generated messages to
them. The resulting flood of spam rivals the flow messages from real people.
Fortunately, filtering software is able to read and discard the spam generated by
other computers, with lesser or greater degrees of success.

Still other content is intended for criminal behavior. Web pages and email
messages containing active content (basically, programs or macros that execute on
the receiver’s machine) can contain viruses that take over your computer. They
might be used to steal your bank account passwords, or to have your computer
send spam as part of a botnet or pool of compromised machines.

Phishing messages masquerade as originating from a trustworthy party, for
example, your bank, to try to trick you into revealing sensitive information, for
example, credit card numbers. Identity theft is becoming a serious problem as
thieves collect enough information about a victim to obtain credit cards and other
documents in the victim’s name.

It can be difficult to prevent computers from impersonating people on the In-
ternet. This problem has led to the development of CAPTCHAs, in which a com-
puter asks a person to solve a short recognition task, for example, typing in the
letters shown in a distorted image, to show that they are human (von Ahn, 2001).
This process is a variation on the famous Turing test in which a person asks ques-
tions over a network to judge whether the entity responding is human.

A lot of these problems could be solved if the computer industry took com-
puter security seriously. If all messages were encrypted and authenticated, it
would be harder to commit mischief. Such technology is well established and we
will study it in detail in Chap. 8. The problem is that hardware and software ven-
dors know that putting in security features costs money and their customers are
not demanding such features. In addition, a substantial number of the problems
are caused by buggy software, which occurs because vendors keep adding more
and more features to their programs, which inevitably means more code and thus
more bugs. A tax on new features might help, but that might be a tough sell in
some quarters. A refund for defective software might be nice, except it would
bankrupt the entire software industry in the first year.

Computer networks raise new legal problems when they interact with old
laws. Electronic gambling provides an example. Computers have been simulating
things for decades, so why not simulate slot machines, roulette wheels, blackjack
dealers, and more gambling equipment? Well, because it is illegal in a lot of
places. The trouble is, gambling is legal in a lot of other places (England, for ex-
ample) and casino owners there have grasped the potential for Internet gambling.
What happens if the gambler, the casino, and the server are all in different coun-
tries, with conflicting laws? Good question.
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1.2 NETWORK HARDWARE

It is now time to turn our attention from the applications and social aspects of
networking (the dessert) to the technical issues involved in network design (the
spinach). There is no generally accepted taxonomy into which all computer net-
works fit, but two dimensions stand out as important: transmission technology and
scale. We will now examine each of these in turn.

Broadly speaking, there are two types of transmission technology that are in
widespread use: broadcast links and point-to-point links.

Point-to-point links connect individual pairs of machines. To go from the
source to the destination on a network made up of point-to-point links, short mes-
sages, called packets in certain contexts, may have to first visit one or more inter-
mediate machines. Often multiple routes, of different lengths, are possible, so
finding good ones is important in point-to-point networks. Point-to-point
transmission with exactly one sender and exactly one receiver is sometimes called
unicasting.

In contrast, on a broadcast network, the communication channel is shared by
all the machines on the network; packets sent by any machine are received by all
the others. An address field within each packet specifies the intended recipient.
Upon receiving a packet, a machine checks the address field. If the packet is in-
tended for the receiving machine, that machine processes the packet; if the packet
is intended for some other machine, it is just ignored.

A wireless network is a common example of a broadcast link, with communi-
cation shared over a coverage region that depends on the wireless channel and the
transmitting machine. As an analogy, consider someone standing in a meeting
room and shouting ‘‘Watson, come here. I want you.’’ Although the packet may
actually be received (heard) by many people, only Watson will respond; the others
just ignore it.

Broadcast systems usually also allow the possibility of addressing a packet to
all destinations by using a special code in the address field. When a packet with
this code is transmitted, it is received and processed by every machine on the net-
work. This mode of operation is called broadcasting. Some broadcast systems
also support transmission to a subset of the machines, which known as multicast-
ing.

An alternative criterion for classifying networks is by scale. Distance is im-
portant as a classification metric because different technologies are used at dif-
ferent scales.

In Fig. 1-6 we classify multiple processor systems by their rough physical
size. At the top are the personal area networks, networks that are meant for one
person. Beyond these come longer-range networks. These can be divided into
local, metropolitan, and wide area networks, each with increasing scale. Finally,
the connection of two or more networks is called an internetwork. The worldwide
Internet is certainly the best-known (but not the only) example of an internetwork.
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Soon we will have even larger internetworks with the Interplanetary Internet
that connects networks across space (Burleigh et al., 2003).
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Figure 1-6. Classification of interconnected processors by scale.

In this book we will be concerned with networks at all these scales. In the
following sections, we give a brief introduction to network hardware by scale.

1.2.1 Personal Area Networks

PANs (Personal Area Networks) let devices communicate over the range of
a person. A common example is a wireless network that connects a computer
with its peripherals. Almost every computer has an attached monitor, keyboard,
mouse, and printer. Without using wireless, this connection must be done with
cables. So many new users have a hard time finding the right cables and plugging
them into the right little holes (even though they are usually color coded) that
most computer vendors offer the option of sending a technician to the user’s home
to do it. To help these users, some companies got together to design a short-range
wireless network called Bluetooth to connect these components without wires.
The idea is that if your devices have Bluetooth, then you need no cables. You just
put them down, turn them on, and they work together. For many people, this ease
of operation is a big plus.

In the simplest form, Bluetooth networks use the master-slave paradigm of
Fig. 1-7. The system unit (the PC) is normally the master, talking to the mouse,
keyboard, etc., as slaves. The master tells the slaves what addresses to use, when
they can broadcast, how long they can transmit, what frequencies they can use,
and so on.

Bluetooth can be used in other settings, too. It is often used to connect a
headset to a mobile phone without cords and it can allow your digital music player
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Figure 1-7. Bluetooth PAN configuration.

to connect to your car merely being brought within range. A completely different
kind of PAN is formed when an embedded medical device such as a pacemaker,
insulin pump, or hearing aid talks to a user-operated remote control. We will dis-
cuss Bluetooth in more detail in Chap. 4.

PANs can also be built with other technologies that communicate over short
ranges, such as RFID on smartcards and library books. We will study RFID in
Chap. 4.

1.2.2 Local Area Networks

The next step up is the LAN (Local Area Network). A LAN is a privately
owned network that operates within and nearby a single building like a home, of-
fice or factory. LANs are widely used to connect personal computers and consu-
mer electronics to let them share resources (e.g., printers) and exchange informa-
tion. When LANs are used by companies, they are called enterprise networks.

Wireless LANs are very popular these days, especially in homes, older office
buildings, cafeterias, and other places where it is too much trouble to install
cables. In these systems, every computer has a radio modem and an antenna that
it uses to communicate with other computers. In most cases, each computer talks
to a device in the ceiling as shown in Fig. 1-8(a). This device, called an AP
(Access Point), wireless router, or base station, relays packets between the
wireless computers and also between them and the Internet. Being the AP is like
being the popular kid as school because everyone wants to talk to you. However,
if other computers are close enough, they can communicate directly with one an-
other in a peer-to-peer configuration.

There is a standard for wireless LANs called IEEE 802.11, popularly known
as WiFi, which has become very widespread. It runs at speeds anywhere from 11
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Figure 1-8. Wireless and wired LANs. (a) 802.11. (b) Switched Ethernet.

to hundreds of Mbps. (In this book we will adhere to tradition and measure line
speeds in megabits/sec, where 1 Mbps is 1,000,000 bits/sec, and gigabits/sec,
where 1 Gbps is 1,000,000,000 bits/sec.) We will discuss 802.11 in Chap. 4.

Wired LANs use a range of different transmission technologies. Most of
them use copper wires, but some use optical fiber. LANs are restricted in size,
which means that the worst-case transmission time is bounded and known in ad-
vance. Knowing these bounds helps with the task of designing network protocols.
Typically, wired LANs run at speeds of 100 Mbps to 1 Gbps, have low delay
(microseconds or nanoseconds), and make very few errors. Newer LANs can op-
erate at up to 10 Gbps. Compared to wireless networks, wired LANs exceed them
in all dimensions of performance. It is just easier to send signals over a wire or
through a fiber than through the air.

The topology of many wired LANs is built from point-to-point links. IEEE
802.3, popularly called Ethernet, is, by far, the most common type of wired
LAN. Fig. 1-8(b) shows a sample topology of switched Ethernet. Each com-
puter speaks the Ethernet protocol and connects to a box called a switch with a
point-to-point link. Hence the name. A switch has multiple ports, each of which
can connect to one computer. The job of the switch is to relay packets between
computers that are attached to it, using the address in each packet to determine
which computer to send it to.

To build larger LANs, switches can be plugged into each other using their
ports. What happens if you plug them together in a loop? Will the network still
work? Luckily, the designers thought of this case. It is the job of the protocol to
sort out what paths packets should travel to safely reach the intended computer.
We will see how this works in Chap. 4.

It is also possible to divide one large physical LAN into two smaller logical
LANs. You might wonder why this would be useful. Sometimes, the layout of the
network equipment does not match the organization’s structure. For example, the
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engineering and finance departments of a company might have computers on the
same physical LAN because they are in the same wing of the building but it might
be easier to manage the system if engineering and finance logically each had its
own network Virtual LAN or VLAN. In this design each port is tagged with a
‘‘color,’’ say green for engineering and red for finance. The switch then forwards
packets so that computers attached to the green ports are separated from the com-
puters attached to the red ports. Broadcast packets sent on a red port, for example,
will not be received on a green port, just as though there were two different
LANs. We will cover VLANs at the end of Chap. 4.

There are other wired LAN topologies too. In fact, switched Ethernet is a
modern version of the original Ethernet design that broadcast all the packets over
a single linear cable. At most one machine could successfully transmit at a time,
and a distributed arbitration mechanism was used to resolve conflicts. It used a
simple algorithm: computers could transmit whenever the cable was idle. If two
or more packets collided, each computer just waited a random time and tried later.
We will call that version classic Ethernet for clarity, and as you suspected, you
will learn about it in Chap. 4.

Both wireless and wired broadcast networks can be divided into static and
dynamic designs, depending on how the channel is allocated. A typical static al-
location would be to divide time into discrete intervals and use a round-robin al-
gorithm, allowing each machine to broadcast only when its time slot comes up.
Static allocation wastes channel capacity when a machine has nothing to say dur-
ing its allocated slot, so most systems attempt to allocate the channel dynamically
(i.e., on demand).

Dynamic allocation methods for a common channel are either centralized or
decentralized. In the centralized channel allocation method, there is a single enti-
ty, for example, the base station in cellular networks, which determines who goes
next. It might do this by accepting multiple packets and prioritizing them accord-
ing to some internal algorithm. In the decentralized channel allocation method,
there is no central entity; each machine must decide for itself whether to transmit.
You might think that this approach would lead to chaos, but it does not. Later we
will study many algorithms designed to bring order out of the potential chaos.

It is worth spending a little more time discussing LANs in the home. In the
future, it is likely that every appliance in the home will be capable of communi-
cating with every other appliance, and all of them will be accessible over the In-
ternet. This development is likely to be one of those visionary concepts that
nobody asked for (like TV remote controls or mobile phones), but once they
arrived nobody can imagine how they lived without them.

Many devices are already capable of being networked. These include com-
puters, entertainment devices such as TVs and DVDs, phones and other consumer
electronics such as cameras, appliances like clock radios, and infrastructure like
utility meters and thermostats. This trend will only continue. For instance, the
average home probably has a dozen clocks (e.g., in appliances), all of which could
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adjust to daylight savings time automatically if the clocks were on the Internet.
Remote monitoring of the home is a likely winner, as many grown children would
be willing to spend some money to help their aging parents live safely in their
own homes.

While we could think of the home network as just another LAN, it is more
likely to have different properties than other networks. First, the networked de-
vices have to be very easy to install. Wireless routers are the most returned con-
sumer electronic item. People buy one because they want a wireless network at
home, find that it does not work ‘‘out of the box,’’ and then return it rather than
listen to elevator music while on hold on the technical helpline.

Second, the network and devices have to be foolproof in operation. Air con-
ditioners used to have one knob with four settings: OFF, LOW, MEDIUM, and
HIGH. Now they have 30-page manuals. Once they are networked, expect the
chapter on security alone to be 30 pages. This is a problem because only com-
puter users are accustomed to putting up with products that do not work; the car-,
television-, and refrigerator-buying public is far less tolerant. They expect pro-
ducts to work 100% without the need to hire a geek.

Third, low price is essential for success. People will not pay a $50 premium
for an Internet thermostat because few people regard monitoring their home tem-
perature from work that important. For $5 extra, though, it might sell.

Fourth, it must be possible to start out with one or two devices and expand the
reach of the network gradually. This means no format wars. Telling consumers
to buy peripherals with IEEE 1394 (FireWire) interfaces and a few years later
retracting that and saying USB 2.0 is the interface-of-the-month and then switch-
ing that to 802.11g—oops, no, make that 802.11n—I mean 802.16 (different wire-
less networks)—is going to make consumers very skittish. The network interface
will have to remain stable for decades, like the television broadcasting standards.

Fifth, security and reliability will be very important. Losing a few files to an
email virus is one thing; having a burglar disarm your security system from his
mobile computer and then plunder your house is something quite different.

An interesting question is whether home networks will be wired or wireless.
Convenience and cost favors wireless networking because there are no wires to
fit, or worse, retrofit. Security favors wired networking because the radio waves
that wireless networks use are quite good at going through walls. Not everyone is
overjoyed at the thought of having the neighbors piggybacking on their Internet
connection and reading their email. In Chap. 8 we will study how encryption can
be used to provide security, but it is easier said than done with inexperienced
users.

A third option that may be appealing is to reuse the networks that are already
in the home. The obvious candidate is the electric wires that are installed
throughout the house. Power-line networks let devices that plug into outlets
broadcast information throughout the house. You have to plug in the TV anyway,
and this way it can get Internet connectivity at the same time. The difficulty is
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how to carry both power and data signals at the same time. Part of the answer is
that they use different frequency bands.

In short, home LANs offer many opportunities and challenges. Most of the
latter relate to the need for the networks to be easy to manage, dependable, and
secure, especially in the hands of nontechnical users, as well as low cost.

1.2.3 Metropolitan Area Networks

A MAN (Metropolitan Area Network) covers a city. The best-known ex-
amples of MANs are the cable television networks available in many cities.
These systems grew from earlier community antenna systems used in areas with
poor over-the-air television reception. In those early systems, a large antenna was
placed on top of a nearby hill and a signal was then piped to the subscribers’
houses.

At first, these were locally designed, ad hoc systems. Then companies began
jumping into the business, getting contracts from local governments to wire up en-
tire cities. The next step was television programming and even entire channels
designed for cable only. Often these channels were highly specialized, such as all
news, all sports, all cooking, all gardening, and so on. But from their inception
until the late 1990s, they were intended for television reception only.

When the Internet began attracting a mass audience, the cable TV network
operators began to realize that with some changes to the system, they could pro-
vide two-way Internet service in unused parts of the spectrum. At that point, the
cable TV system began to morph from simply a way to distribute television to a
metropolitan area network. To a first approximation, a MAN might look some-
thing like the system shown in Fig. 1-9. In this figure we see both television sig-
nals and Internet being fed into the centralized cable headend for subsequent dis-
tribution to people’s homes. We will come back to this subject in detail in Chap.
2.

Cable television is not the only MAN, though. Recent developments in high-
speed wireless Internet access have resulted in another MAN, which has been
standardized as IEEE 802.16 and is popularly known as WiMAX. We will look
at it in Chap. 4.

1.2.4 Wide Area Networks

A WAN (Wide Area Network) spans a large geographical area, often a
country or continent. We will begin our discussion with wired WANs, using the
example of a company with branch offices in different cities.

The WAN in Fig. 1-10 is a network that connects offices in Perth, Melbourne,
and Brisbane. Each of these offices contains computers intended for running user
(i.e., application) programs. We will follow traditional usage and call these ma-
chines hosts. The rest of the network that connects these hosts is then called the
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Figure 1-9. A metropolitan area network based on cable TV.

communication subnet, or just subnet for short. The job of the subnet is to carry
messages from host to host, just as the telephone system carries words (really just
sounds) from speaker to listener.

In most WANs, the subnet consists of two distinct components: transmission
lines and switching elements. Transmission lines move bits between machines.
They can be made of copper wire, optical fiber, or even radio links. Most com-
panies do not have transmission lines lying about, so instead they lease the lines
from a telecommunications company. Switching elements, or just switches, are
specialized computers that connect two or more transmission lines. When data
arrive on an incoming line, the switching element must choose an outgoing line on
which to forward them. These switching computers have been called by various
names in the past; the name router is now most commonly used. Unfortunately,
some people pronounce it ‘‘rooter’’ while others have it rhyme with ‘‘doubter.’’
Determining the correct pronunciation will be left as an exercise for the reader.
(Note: the perceived correct answer may depend on where you live.)

A short comment about the term ‘‘subnet’’ is in order here. Originally, its
only meaning was the collection of routers and communication lines that moved
packets from the source host to the destination host. Readers should be aware that
it has acquired a second, more recent meaning in conjunction with network ad-
dressing. We will discuss that meaning in Chap. 5 and stick with the original
meaning (a collection of lines and routers) until then.

The WAN as we have described it looks similar to a large wired LAN, but
there are some important differences that go beyond long wires. Usually in a
WAN, the hosts and subnet are owned and operated by different people. In our
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Figure 1-10. WAN that connects three branch offices in Australia.

example, the employees might be responsible for their own computers, while the
company’s IT department is in charge of the rest of the network. We will see
clearer boundaries in the coming examples, in which the network provider or tele-
phone company operates the subnet. Separation of the pure communication
aspects of the network (the subnet) from the application aspects (the hosts) greatly
simplifies the overall network design.

A second difference is that the routers will usually connect different kinds of
networking technology. The networks inside the offices may be switched Ether-
net, for example, while the long-distance transmission lines may be SONET links
(which we will cover in Chap. 2). Some device needs to join them. The astute
reader will notice that this goes beyond our definition of a network. This means
that many WANs will in fact be internetworks , or composite networks that are
made up of more than one network. We will have more to say about internet-
works in the next section.

A final difference is in what is connected to the subnet. This could be indivi-
dual computers, as was the case for connecting to LANs, or it could be entire
LANs. This is how larger networks are built from smaller ones. As far as the sub-
net is concerned, it does the same job.

We are now in a position to look at two other varieties of WANs. First, rather
than lease dedicated transmission lines, a company might connect its offices to the
Internet This allows connections to be made between the offices as virtual links
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that use the underlying capacity of the Internet. This arrangement, shown in
Fig. 1-11, is called a VPN (Virtual Private Network). Compared to the dedi-
cated arrangement, a VPN has the usual advantage of virtualization, which is that
it provides flexible reuse of a resource (Internet connectivity). Consider how easy
it is to add a fourth office to see this. A VPN also has the usual disadvantage of
virtualization, which is a lack of control over the underlying resources. With a
dedicated line, the capacity is clear. With a VPN your mileage may vary with
your Internet service.

Internet

Perth

Brisbane

Melbourne

Link via the
internet

Figure 1-11. WAN using a virtual private network.

The second variation is that the subnet may be run by a different company.
The subnet operator is known as a network service provider and the offices are
its customers. This structure is shown in Fig. 1-12. The subnet operator will con-
nect to other customers too, as long as they can pay and it can provide service.
Since it would be a disappointing network service if the customers could only
send packets to each other, the subnet operator will also connect to other networks
that are part of the Internet. Such a subnet operator is called an ISP (Internet
Service Provider) and the subnet is an ISP network. Its customers who connect
to the ISP receive Internet service.

We can use the ISP network to preview some key issues that we will study in
later chapters. In most WANs, the network contains many transmission lines,
each connecting a pair of routers. If two routers that do not share a transmission
line wish to communicate, they must do this indirectly, via other routers. There
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ISP network
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Transmission
line
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network

Figure 1-12. WAN using an ISP network.

may be many paths in the network that connect these two routers. How the net-
work makes the decision as to which path to use is called the routing algorithm.
Many such algorithms exist. How each router makes the decision as to where to
send a packet next is called the forwarding algorithm. Many of them exist too.
We will study some of both types in detail in Chap. 5.

Other kinds of WANs make heavy use of wireless technologies. In satellite
systems, each computer on the ground has an antenna through which it can send
data to and receive data from to a satellite in orbit. All computers can hear the
output from the satellite, and in some cases they can also hear the upward
transmissions of their fellow computers to the satellite as well. Satellite networks
are inherently broadcast and are most useful when the broadcast property is im-
portant.

The cellular telephone network is another example of a WAN that uses wire-
less technology. This system has already gone through three generations and a
fourth one is on the horizon. The first generation was analog and for voice only.
The second generation was digital and for voice only. The third generation is dig-
ital and is for both voice and data. Each cellular base station covers a distance
much larger than a wireless LAN, with a range measured in kilometers rather than
tens of meters. The base stations are connected to each other by a backbone net-
work that is usually wired. The data rates of cellular networks are often on the
order of 1 Mbps, much smaller than a wireless LAN that can range up to on the
order of 100 Mbps. We will have a lot to say about these networks in Chap. 2.
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1.2.5 Internetworks

Many networks exist in the world, often with different hardware and software.
People connected to one network often want to communicate with people attached
to a different one. The fulfillment of this desire requires that different, and fre-
quently incompatible, networks be connected. A collection of interconnected net-
works is called an internetwork or internet. These terms will be used in a gen-
eric sense, in contrast to the worldwide Internet (which is one specific internet),
which we will always capitalize. The Internet uses ISP networks to connect en-
terprise networks, home networks, and many other networks. We will look at the
Internet in great detail later in this book.

Subnets, networks, and internetworks are often confused. The term ‘‘subnet’’
makes the most sense in the context of a wide area network, where it refers to the
collection of routers and communication lines owned by the network operator. As
an analogy, the telephone system consists of telephone switching offices connect-
ed to one another by high-speed lines, and to houses and businesses by low-speed
lines. These lines and equipment, owned and managed by the telephone com-
pany, form the subnet of the telephone system. The telephones themselves (the
hosts in this analogy) are not part of the subnet.

A network is formed by the combination of a subnet and its hosts. However,
the word ‘‘network’’ is often used in a loose sense as well. A subnet might be de-
scribed as a network, as in the case of the ‘‘ISP network’’ of Fig. 1-12. An inter-
network might also be described as a network, as in the case of the WAN in
Fig. 1-10. We will follow similar practice, and if we are distinguishing a network
from other arrangements, we will stick with our original definition of a collection
of computers interconnected by a single technology.

Let us say more about what constitutes an internetwork. We know that an in-
ternet is formed when distinct networks are interconnected. In our view, connect-
ing a LAN and a WAN or connecting two LANs is the usual way to form an inter-
network, but there is little agreement in the industry over terminology in this area.
There are two rules of thumb that are useful. First, if different organizations have
paid to construct different parts of the network and each maintains its part, we
have an internetwork rather than a single network. Second, if the underlying tech-
nology is different in different parts (e.g., broadcast versus point-to-point and
wired versus wireless), we probably have an internetwork.

To go deeper, we need to talk about how two different networks can be con-
nected. The general name for a machine that makes a connection between two or
more networks and provides the necessary translation, both in terms of hardware
and software, is a gateway. Gateways are distinguished by the layer at which
they operate in the protocol hierarchy. We will have much more to say about lay-
ers and protocol hierarchies starting in the next section, but for now imagine that
higher layers are more tied to applications, such as the Web, and lower layers are
more tied to transmission links, such as Ethernet.
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Since the benefit of forming an internet is to connect computers across net-
works, we do not want to use too low-level a gateway or we will be unable to
make connections between different kinds of networks. We do not want to use
too high-level a gateway either, or the connection will only work for particular ap-
plications. The level in the middle that is ‘‘just right’’ is often called the network
layer, and a router is a gateway that switches packets at the network layer. We
can now spot an internet by finding a network that has routers.

1.3 NETWORK SOFTWARE

The first computer networks were designed with the hardware as the main
concern and the software as an afterthought. This strategy no longer works. Net-
work software is now highly structured. In the following sections we examine the
software structuring technique in some detail. The approach described here forms
the keystone of the entire book and will occur repeatedly later on.

1.3.1 Protocol Hierarchies

To reduce their design complexity, most networks are organized as a stack of
layers or levels, each one built upon the one below it. The number of layers, the
name of each layer, the contents of each layer, and the function of each layer dif-
fer from network to network. The purpose of each layer is to offer certain ser-
vices to the higher layers while shielding those layers from the details of how the
offered services are actually implemented. In a sense, each layer is a kind of vir-
tual machine, offering certain services to the layer above it.

This concept is actually a familiar one and is used throughout computer sci-
ence, where it is variously known as information hiding, abstract data types, data
encapsulation, and object-oriented programming. The fundamental idea is that a
particular piece of software (or hardware) provides a service to its users but keeps
the details of its internal state and algorithms hidden from them.

When layer n on one machine carries on a conversation with layer n on anoth-
er machine, the rules and conventions used in this conversation are collectively
known as the layer n protocol. Basically, a protocol is an agreement between the
communicating parties on how communication is to proceed. As an analogy,
when a woman is introduced to a man, she may choose to stick out her hand. He,
in turn, may decide to either shake it or kiss it, depending, for example, on wheth-
er she is an American lawyer at a business meeting or a European princess at a
formal ball. Violating the protocol will make communication more difficult, if
not completely impossible.

A five-layer network is illustrated in Fig. 1-13. The entities comprising the
corresponding layers on different machines are called peers. The peers may be

Patent Owner Centripetal Networks, Inc. - Ex. 2008, p. 53



30 INTRODUCTION CHAP. 1

software processes, hardware devices, or even human beings. In other words, it is
the peers that communicate by using the protocol to talk to each other.

Layer 5

Layer 4

Layer 3

Layer 2

Layer 1

Host 1

Layer 4/5 interface

Layer 3/4 interface

Layer 2/3 interface

Layer 1/2 interface

Layer 5 protocol
Layer 5

Layer 4

Layer 3

Layer 2

Layer 1

Host 2

Layer 4 protocol

Layer 3 protocol

Layer 2 protocol

Layer 1 protocol

Physical medium

Figure 1-13. Layers, protocols, and interfaces.

In reality, no data are directly transferred from layer n on one machine to
layer n on another machine. Instead, each layer passes data and control infor-
mation to the layer immediately below it, until the lowest layer is reached. Below
layer 1 is the physical medium through which actual communication occurs. In
Fig. 1-13, virtual communication is shown by dotted lines and physical communi-
cation by solid lines.

Between each pair of adjacent layers is an interface. The interface defines
which primitive operations and services the lower layer makes available to the
upper one. When network designers decide how many layers to include in a net-
work and what each one should do, one of the most important considerations is
defining clean interfaces between the layers. Doing so, in turn, requires that each
layer perform a specific collection of well-understood functions. In addition to
minimizing the amount of information that must be passed between layers, clear-
cut interfaces also make it simpler to replace one layer with a completely different
protocol or implementation (e.g., replacing all the telephone lines by satellite
channels) because all that is required of the new protocol or implementation is
that it offer exactly the same set of services to its upstairs neighbor as the old one
did. It is common that different hosts use different implementations of the same
protocol (often written by different companies). In fact, the protocol itself can
change in some layer without the layers above and below it even noticing.
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A set of layers and protocols is called a network architecture . The specif-
ication of an architecture must contain enough information to allow an imple-
menter to write the program or build the hardware for each layer so that it will
correctly obey the appropriate protocol. Neither the details of the implementation
nor the specification of the interfaces is part of the architecture because these are
hidden away inside the machines and not visible from the outside. It is not even
necessary that the interfaces on all machines in a network be the same, provided
that each machine can correctly use all the protocols. A list of the protocols used
by a certain system, one protocol per layer, is called a protocol stack. Network
architectures, protocol stacks, and the protocols themselves are the principal sub-
jects of this book.

An analogy may help explain the idea of multilayer communication. Imagine
two philosophers (peer processes in layer 3), one of whom speaks Urdu and
English and one of whom speaks Chinese and French. Since they have no com-
mon language, they each engage a translator (peer processes at layer 2), each of
whom in turn contacts a secretary (peer processes in layer 1). Philosopher 1
wishes to convey his affection for oryctolagus cuniculus to his peer. To do so, he
passes a message (in English) across the 2/3 interface to his translator, saying ‘‘I
like rabbits,’’ as illustrated in Fig. 1-14. The translators have agreed on a neutral
language known to both of them, Dutch, so the message is converted to ‘‘Ik vind
konijnen leuk.’’ The choice of the language is the layer 2 protocol and is up to the
layer 2 peer processes.

The translator then gives the message to a secretary for transmission, for ex-
ample, by email (the layer 1 protocol). When the message arrives at the other
secretary, it is passed to the local translator, who translates it into French and
passes it across the 2/3 interface to the second philosopher. Note that each proto-
col is completely independent of the other ones as long as the interfaces are not
changed. The translators can switch from Dutch to, say, Finnish, at will, provided
that they both agree and neither changes his interface with either layer 1 or layer
3. Similarly, the secretaries can switch from email to telephone without disturb-
ing (or even informing) the other layers. Each process may add some information
intended only for its peer. This information is not passed up to the layer above.

Now consider a more technical example: how to provide communication to
the top layer of the five-layer network in Fig. 1-15. A message, M, is produced by
an application process running in layer 5 and given to layer 4 for transmission.
Layer 4 puts a header in front of the message to identify the message and passes
the result to layer 3. The header includes control information, such as addresses,
to allow layer 4 on the destination machine to deliver the message. Other ex-
amples of control information used in some layers are sequence numbers (in case
the lower layer does not preserve message order), sizes, and times.

In many networks, no limit is placed on the size of messages transmitted in
the layer 4 protocol but there is nearly always a limit imposed by the layer 3 pro-
tocol. Consequently, layer 3 must break up the incoming messages into smaller
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Figure 1-14. The philosopher-translator-secretary architecture.

units, packets, prepending a layer 3 header to each packet. In this example, M is
split into two parts, M 1 and M 2, that will be transmitted separately.

Layer 3 decides which of the outgoing lines to use and passes the packets to
layer 2. Layer 2 adds to each piece not only a header but also a trailer, and gives
the resulting unit to layer 1 for physical transmission. At the receiving machine
the message moves upward, from layer to layer, with headers being stripped off as
it progresses. None of the headers for layers below n are passed up to layer n.

The important thing to understand about Fig. 1-15 is the relation between the
virtual and actual communication and the difference between protocols and inter-
faces. The peer processes in layer 4, for example, conceptually think of their
communication as being ‘‘horizontal,’’ using the layer 4 protocol. Each one is
likely to have procedures called something like SendToOtherSide and GetFrom-
OtherSide, even though these procedures actually communicate with lower layers
across the 3/4 interface, and not with the other side.
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Figure 1-15. Example information flow supporting virtual communication in
layer 5.

The peer process abstraction is crucial to all network design. Using it, the
unmanageable task of designing the complete network can be broken into several
smaller, manageable design problems, namely, the design of the individual layers.

Although Sec. 1.3 is called ‘‘Network Software,’’ it is worth pointing out that
the lower layers of a protocol hierarchy are frequently implemented in hardware
or firmware. Nevertheless, complex protocol algorithms are involved, even if
they are embedded (in whole or in part) in hardware.

1.3.2 Design Issues for the Layers

Some of the key design issues that occur in computer networks will come up
in layer after layer. Below, we will briefly mention the more important ones.

Reliability is the design issue of making a network that operates correctly
even though it is made up of a collection of components that are themselves
unreliable. Think about the bits of a packet traveling through the network. There
is a chance that some of these bits will be received damaged (inverted) due to
fluke electrical noise, random wireless signals, hardware flaws, software bugs and
so on. How is it possible that we find and fix these errors?

One mechanism for finding errors in received information uses codes for er-
ror detection. Information that is incorrectly received can then be retransmitted
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until it is received correctly. More powerful codes allow for error correction,
where the correct message is recovered from the possibly incorrect bits that were
originally received. Both of these mechanisms work by adding redundant infor-
mation. They are used at low layers, to protect packets sent over individual links,
and high layers, to check that the right contents were received.

Another reliability issue is finding a working path through a network. Often
there are multiple paths between a source and destination, and in a large network,
there may be some links or routers that are broken. Suppose that the network is
down in Germany. Packets sent from London to Rome via Germany will not get
through, but we could instead send packets from London to Rome via Paris. The
network should automatically make this decision. This topic is called routing.

A second design issue concerns the evolution of the network. Over time, net-
works grow larger and new designs emerge that need to be connected to the exist-
ing network. We have recently seen the key structuring mechanism used to sup-
port change by dividing the overall problem and hiding implementation details:
protocol layering. There are many other strategies as well.

Since there are many computers on the network, every layer needs a mechan-
ism for identifying the senders and receivers that are involved in a particular mes-
sage. This mechanism is called addressing or naming, in the low and high lay-
ers, respectively.

An aspect of growth is that different network technologies often have dif-
ferent limitations. For example, not all communication channels preserve the
order of messages sent on them, leading to solutions that number messages. An-
other example is differences in the maximum size of a message that the networks
can transmit. This leads to mechanisms for disassembling, transmitting, and then
reassembling messages. This overall topic is called internetworking .

When networks get large, new problems arise. Cities can have traffic jams, a
shortage of telephone numbers, and it is easy to get lost. Not many people have
these problems in their own neighborhood, but citywide they may be a big issue.
Designs that continue to work well when the network gets large are said to be
scalable.

A third design issue is resource allocation. Networks provide a service to
hosts from their underlying resources, such as the capacity of transmission lines.
To do this well, they need mechanisms that divide their resources so that one host
does not interfere with another too much.

Many designs share network bandwidth dynamically, according to the short-
term needs of hosts, rather than by giving each host a fixed fraction of the band-
width that it may or may not use. This design is called statistical multiplexing,
meaning sharing based on the statistics of demand. It can be applied at low layers
for a single link, or at high layers for a network or even applications that use the
network.

An allocation problem that occurs at every level is how to keep a fast sender
from swamping a slow receiver with data. Feedback from the receiver to the
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sender is often used. This subject is called flow control. Sometimes the problem
is that the network is oversubscribed because too many computers want to send
too much traffic, and the network cannot deliver it all. This overloading of the
network is called congestion. One strategy is for each computer to reduce its de-
mand when it experiences congestion. It, too, can be used in all layers.

It is interesting to observe that the network has more resources to offer than
simply bandwidth. For uses such as carrying live video, the timeliness of delivery
matters a great deal. Most networks must provide service to applications that want
this real-time delivery at the same time that they provide service to applications
that want high throughput. Quality of service is the name given to mechanisms
that reconcile these competing demands.

The last major design issue is to secure the network by defending it against
different kinds of threats. One of the threats we have mentioned previously is that
of eavesdropping on communications. Mechanisms that provide confidentiality
defend against this threat, and they are used in multiple layers. Mechanisms for
authentication prevent someone from impersonating someone else. They might
be used to tell fake banking Web sites from the real one, or to let the cellular net-
work check that a call is really coming from your phone so that you will pay the
bill. Other mechanisms for integrity prevent surreptitious changes to messages,
such as altering ‘‘debit my account $10’’ to ‘‘debit my account $1000.’’ All of
these designs are based on cryptography, which we shall study in Chap. 8.

1.3.3 Connection-Oriented Versus Connectionless Service

Layers can offer two different types of service to the layers above them: con-
nection-oriented and connectionless. In this section we will look at these two
types and examine the differences between them.

Connection-oriented service is modeled after the telephone system. To talk
to someone, you pick up the phone, dial the number, talk, and then hang up. Simi-
larly, to use a connection-oriented network service, the service user first estab-
lishes a connection, uses the connection, and then releases the connection. The
essential aspect of a connection is that it acts like a tube: the sender pushes objects
(bits) in at one end, and the receiver takes them out at the other end. In most
cases the order is preserved so that the bits arrive in the order they were sent.

In some cases when a connection is established, the sender, receiver, and sub-
net conduct a negotiation about the parameters to be used, such as maximum
message size, quality of service required, and other issues. Typically, one side
makes a proposal and the other side can accept it, reject it, or make a counter-
proposal. A circuit is another name for a connection with associated resources,
such as a fixed bandwidth. This dates from the telephone network in which a cir-
cuit was a path over copper wire that carried a phone conversation.

In contrast to connection-oriented service, connectionless service is modeled
after the postal system. Each message (letter) carries the full destination address,
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and each one is routed through the intermediate nodes inside the system indepen-
dent of all the subsequent messages. There are different names for messages in
different contexts; a packet is a message at the network layer. When the inter-
mediate nodes receive a message in full before sending it on to the next node, this
is called store-and-forward switching. The alternative, in which the onward
transmission of a message at a node starts before it is completely received by the
node, is called cut-through switching. Normally, when two messages are sent to
the same destination, the first one sent will be the first one to arrive. However, it
is possible that the first one sent can be delayed so that the second one arrives
first.

Each kind of service can further be characterized by its reliability. Some ser-
vices are reliable in the sense that they never lose data. Usually, a reliable service
is implemented by having the receiver acknowledge the receipt of each message
so the sender is sure that it arrived. The acknowledgement process introduces
overhead and delays, which are often worth it but are sometimes undesirable.

A typical situation in which a reliable connection-oriented service is appropri-
ate is file transfer. The owner of the file wants to be sure that all the bits arrive
correctly and in the same order they were sent. Very few file transfer customers
would prefer a service that occasionally scrambles or loses a few bits, even if it is
much faster.

Reliable connection-oriented service has two minor variations: message se-
quences and byte streams. In the former variant, the message boundaries are pre-
served. When two 1024-byte messages are sent, they arrive as two distinct 1024-
byte messages, never as one 2048-byte message. In the latter, the connection is
simply a stream of bytes, with no message boundaries. When 2048 bytes arrive at
the receiver, there is no way to tell if they were sent as one 2048-byte message,
two 1024-byte messages, or 2048 1-byte messages. If the pages of a book are sent
over a network to a phototypesetter as separate messages, it might be important to
preserve the message boundaries. On the other hand, to download a DVD movie,
a byte stream from the server to the user’s computer is all that is needed. Mes-
sage boundaries within the movie are not relevant.

For some applications, the transit delays introduced by acknowledgements are
unacceptable. One such application is digitized voice traffic for voice over IP. It
is less disruptive for telephone users to hear a bit of noise on the line from time to
time than to experience a delay waiting for acknowledgements. Similarly, when
transmitting a video conference, having a few pixels wrong is no problem, but
having the image jerk along as the flow stops and starts to correct errors is irritat-
ing.

Not all applications require connections. For example, spammers send elec-
tronic junk-mail to many recipients. The spammer probably does not want to go
to the trouble of setting up and later tearing down a connection to a recipient just
to send them one item. Nor is 100 percent reliable delivery essential, especially if
it costs more. All that is needed is a way to send a single message that has a high
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probability of arrival, but no guarantee. Unreliable (meaning not acknowledged)
connectionless service is often called datagram service, in analogy with telegram
service, which also does not return an acknowledgement to the sender. Despite it
being unreliable, it is the dominant form in most networks for reasons that will
become clear later

In other situations, the convenience of not having to establish a connection to
send one message is desired, but reliability is essential. The acknowledged
datagram service can be provided for these applications. It is like sending a reg-
istered letter and requesting a return receipt. When the receipt comes back, the
sender is absolutely sure that the letter was delivered to the intended party and not
lost along the way. Text messaging on mobile phones is an example.

Still another service is the request-reply service. In this service the sender
transmits a single datagram containing a request; the reply contains the answer.
Request-reply is commonly used to implement communication in the client-server
model: the client issues a request and the server responds to it. For example, a
mobile phone client might send a query to a map server to retrieve the map data
for the current location. Figure 1-16 summarizes the types of services discussed
above.

Reliable message stream

Reliable byte stream

Unreliable connection

Unreliable datagram

Acknowledged datagram

Request-reply

Service

Connection-
oriented

Connection-
less

Sequence of pages

Movie download

Voice over IP

Electronic junk mail

Text messaging

Database query

Example

Figure 1-16. Six different types of service.

The concept of using unreliable communication may be confusing at first.
After all, why would anyone actually prefer unreliable communication to reliable
communication? First of all, reliable communication (in our sense, that is,
acknowledged) may not be available in a given layer. For example, Ethernet does
not provide reliable communication. Packets can occasionally be damaged in
transit. It is up to higher protocol levels to recover from this problem. In particu-
lar, many reliable services are built on top of an unreliable datagram service. Sec-
ond, the delays inherent in providing a reliable service may be unacceptable, espe-
cially in real-time applications such as multimedia. For these reasons, both reli-
able and unreliable communication coexist.
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1.3.4 Service Primitives

A service is formally specified by a set of primitives (operations) available to
user processes to access the service. These primitives tell the service to perform
some action or report on an action taken by a peer entity. If the protocol stack is
located in the operating system, as it often is, the primitives are normally system
calls. These calls cause a trap to kernel mode, which then turns control of the ma-
chine over to the operating system to send the necessary packets.

The set of primitives available depends on the nature of the service being pro-
vided. The primitives for connection-oriented service are different from those of
connectionless service. As a minimal example of the service primitives that
might provide a reliable byte stream, consider the primitives listed in Fig. 1-17.
They will be familiar to fans of the Berkeley socket interface, as the primitives are
a simplified version of that interface.

Primitive Meaning

LISTEN Block waiting for an incoming connection

CONNECT Establish a connection with a waiting peer

ACCEPT Accept an incoming connection from a peer

RECEIVE Block waiting for an incoming message

SEND Send a message to the peer

DISCONNECT Terminate a connection

Figure 1-17. Six service primitives that provide a simple connection-oriented
service.

These primitives might be used for a request-reply interaction in a client-ser-
ver environment. To illustrate how, We sketch a simple protocol that implements
the service using acknowledged datagrams.

First, the server executes LISTEN to indicate that it is prepared to accept in-
coming connections. A common way to implement LISTEN is to make it a block-
ing system call. After executing the primitive, the server process is blocked until
a request for connection appears.

Next, the client process executes CONNECT to establish a connection with the
server. The CONNECT call needs to specify who to connect to, so it might have a
parameter giving the server’s address. The operating system then typically sends
a packet to the peer asking it to connect, as shown by (1) in Fig. 1-18. The client
process is suspended until there is a response.

When the packet arrives at the server, the operating system sees that the pack-
et is requesting a connection. It checks to see if there is a listener, and if so it
unblocks the listener. The server process can then establish the connection with
the ACCEPT call. This sends a response (2) back to the client process to accept the
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Figure 1-18. A simple client-server interaction using acknowledged datagrams.

connection. The arrival of this response then releases the client. At this point the
client and server are both running and they have a connection established.

The obvious analogy between this protocol and real life is a customer (client)
calling a company’s customer service manager. At the start of the day, the service
manager sits next to his telephone in case it rings. Later, a client places a call.
When the manager picks up the phone, the connection is established.

The next step is for the server to execute RECEIVE to prepare to accept the first
request. Normally, the server does this immediately upon being released from the
LISTEN, before the acknowledgement can get back to the client. The RECEIVE call
blocks the server.

Then the client executes SEND to transmit its request (3) followed by the ex-
ecution of RECEIVE to get the reply. The arrival of the request packet at the server
machine unblocks the server so it can handle the request. After it has done the
work, the server uses SEND to return the answer to the client (4). The arrival of
this packet unblocks the client, which can now inspect the answer. If the client
has additional requests, it can make them now.

When the client is done, it executes DISCONNECT to terminate the connection
(5). Usually, an initial DISCONNECT is a blocking call, suspending the client and
sending a packet to the server saying that the connection is no longer needed.
When the server gets the packet, it also issues a DISCONNECT of its own, ack-
nowledging the client and releasing the connection (6). When the server’s packet
gets back to the client machine, the client process is released and the connection is
broken. In a nutshell, this is how connection-oriented communication works.

Of course, life is not so simple. Many things can go wrong here. The timing
can be wrong (e.g., the CONNECT is done before the LISTEN), packets can get lost,
and much more. We will look at these issues in great detail later, but for the
moment, Fig. 1-18 briefly summarizes how client-server communication might
work with acknowledged datagrams so that we can ignore lost packets.

Given that six packets are required to complete this protocol, one might
wonder why a connectionless protocol is not used instead. The answer is that in a
perfect world it could be, in which case only two packets would be needed: one
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for the request and one for the reply. However, in the face of large messages in
either direction (e.g., a megabyte file), transmission errors, and lost packets, the
situation changes. If the reply consisted of hundreds of packets, some of which
could be lost during transmission, how would the client know if some pieces were
missing? How would the client know whether the last packet actually received
was really the last packet sent? Suppose the client wanted a second file. How
could it tell packet 1 from the second file from a lost packet 1 from the first file
that suddenly found its way to the client? In short, in the real world, a simple re-
quest-reply protocol over an unreliable network is often inadequate. In Chap. 3
we will study a variety of protocols in detail that overcome these and other prob-
lems. For the moment, suffice it to say that having a reliable, ordered byte stream
between processes is sometimes very convenient.

1.3.5 The Relationship of Services to Protocols

Services and protocols are distinct concepts. This distinction is so important
that we emphasize it again here. A service is a set of primitives (operations) that
a layer provides to the layer above it. The service defines what operations the
layer is prepared to perform on behalf of its users, but it says nothing at all about
how these operations are implemented. A service relates to an interface between
two layers, with the lower layer being the service provider and the upper layer
being the service user.

A protocol, in contrast, is a set of rules governing the format and meaning of
the packets, or messages that are exchanged by the peer entities within a layer.
Entities use protocols to implement their service definitions. They are free to
change their protocols at will, provided they do not change the service visible to
their users. In this way, the service and the protocol are completely decoupled.
This is a key concept that any network designer should understand well.

To repeat this crucial point, services relate to the interfaces between layers, as
illustrated in Fig. 1-19. In contrast, protocols relate to the packets sent between
peer entities on different machines. It is very important not to confuse the two
concepts.

An analogy with programming languages is worth making. A service is like
an abstract data type or an object in an object-oriented language. It defines opera-
tions that can be performed on an object but does not specify how these operations
are implemented. In contrast, a protocol relates to the implementation of the ser-
vice and as such is not visible to the user of the service.

Many older protocols did not distinguish the service from the protocol. In ef-
fect, a typical layer might have had a service primitive SEND PACKET with the user
providing a pointer to a fully assembled packet. This arrangement meant that all
changes to the protocol were immediately visible to the users. Most network de-
signers now regard such a design as a serious blunder.
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Figure 1-19. The relationship between a service and a protocol.

1.4 REFERENCE MODELS

Now that we have discussed layered networks in the abstract, it is time to look
at some examples. We will discuss two important network architectures: the OSI
reference model and the TCP/IP reference model. Although the protocols associ-
ated with the OSI model are not used any more, the model itself is actually quite
general and still valid, and the features discussed at each layer are still very im-
portant. The TCP/IP model has the opposite properties: the model itself is not of
much use but the protocols are widely used. For this reason we will look at both
of them in detail. Also, sometimes you can learn more from failures than from
successes.

1.4.1 The OSI Reference Model

The OSI model (minus the physical medium) is shown in Fig. 1-20. This
model is based on a proposal developed by the International Standards Organiza-
tion (ISO) as a first step toward international standardization of the protocols used
in the various layers (Day and Zimmermann, 1983). It was revised in 1995 (Day,
1995). The model is called the ISO OSI (Open Systems Interconnection) Ref-
erence Model because it deals with connecting open systems—that is, systems
that are open for communication with other systems. We will just call it the OSI
model for short.

The OSI model has seven layers. The principles that were applied to arrive at
the seven layers can be briefly summarized as follows:

1. A layer should be created where a different abstraction is needed.

2. Each layer should perform a well-defined function.

3. The function of each layer should be chosen with an eye toward
defining internationally standardized protocols.
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Figure 1-20. The OSI reference model.

4. The layer boundaries should be chosen to minimize the information
flow across the interfaces.

5. The number of layers should be large enough that distinct functions
need not be thrown together in the same layer out of necessity and
small enough that the architecture does not become unwieldy.

Below we will discuss each layer of the model in turn, starting at the bottom
layer. Note that the OSI model itself is not a network architecture because it does
not specify the exact services and protocols to be used in each layer. It just tells
what each layer should do. However, ISO has also produced standards for all the
layers, although these are not part of the reference model itself. Each one has
been published as a separate international standard. The model (in part) is widely
used although the associated protocols have been long forgotten.
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The Physical Layer

The physical layer is concerned with transmitting raw bits over a communi-
cation channel. The design issues have to do with making sure that when one side
sends a 1 bit it is received by the other side as a 1 bit, not as a 0 bit. Typical ques-
tions here are what electrical signals should be used to represent a 1 and a 0, how
many nanoseconds a bit lasts, whether transmission may proceed simultaneously
in both directions, how the initial connection is established, how it is torn down
when both sides are finished, how many pins the network connector has, and what
each pin is used for. These design issues largely deal with mechanical, electrical,
and timing interfaces, as well as the physical transmission medium, which lies
below the physical layer.

The Data Link Layer

The main task of the data link layer is to transform a raw transmission facil-
ity into a line that appears free of undetected transmission errors. It does so by
masking the real errors so the network layer does not see them. It accomplishes
this task by having the sender break up the input data into data frames (typically
a few hundred or a few thousand bytes) and transmit the frames sequentially. If
the service is reliable, the receiver confirms correct receipt of each frame by send-
ing back an acknowledgement frame.

Another issue that arises in the data link layer (and most of the higher layers
as well) is how to keep a fast transmitter from drowning a slow receiver in data.
Some traffic regulation mechanism may be needed to let the transmitter know
when the receiver can accept more data.

Broadcast networks have an additional issue in the data link layer: how to
control access to the shared channel. A special sublayer of the data link layer, the
medium access control sublayer, deals with this problem.

The Network Layer

The network layer controls the operation of the subnet. A key design issue is
determining how packets are routed from source to destination. Routes can be
based on static tables that are ‘‘wired into’’ the network and rarely changed, or
more often they can be updated automatically to avoid failed components. They
can also be determined at the start of each conversation, for example, a terminal
session, such as a login to a remote machine. Finally, they can be highly dynam-
ic, being determined anew for each packet to reflect the current network load.

If too many packets are present in the subnet at the same time, they will get in
one another’s way, forming bottlenecks. Handling congestion is also a responsi-
bility of the network layer, in conjunction with higher layers that adapt the load
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they place on the network. More generally, the quality of service provided (delay,
transit time, jitter, etc.) is also a network layer issue.

When a packet has to travel from one network to another to get to its destina-
tion, many problems can arise. The addressing used by the second network may
be different from that used by the first one. The second one may not accept the
packet at all because it is too large. The protocols may differ, and so on. It is up
to the network layer to overcome all these problems to allow heterogeneous net-
works to be interconnected.

In broadcast networks, the routing problem is simple, so the network layer is
often thin or even nonexistent.

The Transport Layer

The basic function of the transport layer is to accept data from above it, split
it up into smaller units if need be, pass these to the network layer, and ensure that
the pieces all arrive correctly at the other end. Furthermore, all this must be done
efficiently and in a way that isolates the upper layers from the inevitable changes
in the hardware technology over the course of time.

The transport layer also determines what type of service to provide to the ses-
sion layer, and, ultimately, to the users of the network. The most popular type of
transport connection is an error-free point-to-point channel that delivers messages
or bytes in the order in which they were sent. However, other possible kinds of
transport service exist, such as the transporting of isolated messages with no guar-
antee about the order of delivery, and the broadcasting of messages to multiple
destinations. The type of service is determined when the connection is esta-
blished. (As an aside, an error-free channel is completely impossible to achieve;
what people really mean by this term is that the error rate is low enough to ignore
in practice.)

The transport layer is a true end-to-end layer; it carries data all the way from
the source to the destination. In other words, a program on the source machine
carries on a conversation with a similar program on the destination machine, using
the message headers and control messages. In the lower layers, each protocols is
between a machine and its immediate neighbors, and not between the ultimate
source and destination machines, which may be separated by many routers. The
difference between layers 1 through 3, which are chained, and layers 4 through 7,
which are end-to-end, is illustrated in Fig. 1-20.

The Session Layer

The session layer allows users on different machines to establish sessions be-
tween them. Sessions offer various services, including dialog control (keeping
track of whose turn it is to transmit), token management (preventing two parties
from attempting the same critical operation simultaneously), and synchronization

Patent Owner Centripetal Networks, Inc. - Ex. 2008, p. 68



SEC. 1.4 REFERENCE MODELS 45

(checkpointing long transmissions to allow them to pick up from where they left
off in the event of a crash and subsequent recovery).

The Presentation Layer

Unlike the lower layers, which are mostly concerned with moving bits around,
the presentation layer is concerned with the syntax and semantics of the infor-
mation transmitted. In order to make it possible for computers with different in-
ternal data representations to communicate, the data structures to be exchanged
can be defined in an abstract way, along with a standard encoding to be used ‘‘on
the wire.’’ The presentation layer manages these abstract data structures and al-
lows higher-level data structures (e.g., banking records) to be defined and
exchanged.

The Application Layer

The application layer contains a variety of protocols that are commonly
needed by users. One widely used application protocol is HTTP (HyperText
Transfer Protocol), which is the basis for the World Wide Web. When a
browser wants a Web page, it sends the name of the page it wants to the server
hosting the page using HTTP. The server then sends the page back. Other appli-
cation protocols are used for file transfer, electronic mail, and network news.

1.4.2 The TCP/IP Reference Model

Let us now turn from the OSI reference model to the reference model used in
the grandparent of all wide area computer networks, the ARPANET, and its suc-
cessor, the worldwide Internet. Although we will give a brief history of the
ARPANET later, it is useful to mention a few key aspects of it now. The
ARPANET was a research network sponsored by the DoD (U.S. Department of
Defense). It eventually connected hundreds of universities and government instal-
lations, using leased telephone lines. When satellite and radio networks were
added later, the existing protocols had trouble interworking with them, so a new
reference architecture was needed. Thus, from nearly the beginning, the ability to
connect multiple networks in a seamless way was one of the major design goals.
This architecture later became known as the TCP/IP Reference Model, after its
two primary protocols. It was first described by Cerf and Kahn (1974), and later
refined and defined as a standard in the Internet community (Braden, 1989). The
design philosophy behind the model is discussed by Clark (1988).

Given the DoD’s worry that some of its precious hosts, routers, and internet-
work gateways might get blown to pieces at a moment’s notice by an attack from
the Soviet Union, another major goal was that the network be able to survive loss
of subnet hardware, without existing conversations being broken off. In other
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words, the DoD wanted connections to remain intact as long as the source and
destination machines were functioning, even if some of the machines or transmis-
sion lines in between were suddenly put out of operation. Furthermore, since ap-
plications with divergent requirements were envisioned, ranging from transferring
files to real-time speech transmission, a flexible architecture was needed.

The Link Layer

All these requirements led to the choice of a packet-switching network based
on a connectionless layer that runs across different networks. The lowest layer in
the model, the link layer describes what links such as serial lines and classic Eth-
ernet must do to meet the needs of this connectionless internet layer. It is not
really a layer at all, in the normal sense of the term, but rather an interface be-
tween hosts and transmission links. Early material on the TCP/IP model has little
to say about it.

The Internet Layer

The internet layer is the linchpin that holds the whole architecture together.
It is shown in Fig. 1-21 as corresponding roughly to the OSI network layer. Its
job is to permit hosts to inject packets into any network and have them travel in-
dependently to the destination (potentially on a different network). They may
even arrive in a completely different order than they were sent, in which case it is
the job of higher layers to rearrange them, if in-order delivery is desired. Note
that ‘‘internet’’ is used here in a generic sense, even though this layer is present in
the Internet.
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Figure 1-21. The TCP/IP reference model.

The analogy here is with the (snail) mail system. A person can drop a se-
quence of international letters into a mailbox in one country, and with a little luck,
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most of them will be delivered to the correct address in the destination country.
The letters will probably travel through one or more international mail gateways
along the way, but this is transparent to the users. Furthermore, that each country
(i.e., each network) has its own stamps, preferred envelope sizes, and delivery
rules is hidden from the users.

The internet layer defines an official packet format and protocol called IP
(Internet Protocol), plus a companion protocol called ICMP (Internet Control
Message Protocol) that helps it function. The job of the internet layer is to
deliver IP packets where they are supposed to go. Packet routing is clearly a
major issue here, as is congestion (though IP has not proven effective at avoiding
congestion).

The Transport Layer

The layer above the internet layer in the TCP/IP model is now usually called
the transport layer. It is designed to allow peer entities on the source and desti-
nation hosts to carry on a conversation, just as in the OSI transport layer. Two
end-to-end transport protocols have been defined here. The first one, TCP
(Transmission Control Protocol), is a reliable connection-oriented protocol that
allows a byte stream originating on one machine to be delivered without error on
any other machine in the internet. It segments the incoming byte stream into
discrete messages and passes each one on to the internet layer. At the destination,
the receiving TCP process reassembles the received messages into the output
stream. TCP also handles flow control to make sure a fast sender cannot swamp a
slow receiver with more messages than it can handle.

The second protocol in this layer, UDP (User Datagram Protocol), is an
unreliable, connectionless protocol for applications that do not want TCP’s
sequencing or flow control and wish to provide their own. It is also widely used
for one-shot, client-server-type request-reply queries and applications in which
prompt delivery is more important than accurate delivery, such as transmitting
speech or video. The relation of IP, TCP, and UDP is shown in Fig. 1-22. Since
the model was developed, IP has been implemented on many other networks.

The Application Layer

The TCP/IP model does not have session or presentation layers. No need for
them was perceived. Instead, applications simply include any session and pres-
entation functions that they require. Experience with the OSI model has proven
this view correct: these layers are of little use to most applications.

On top of the transport layer is the application layer. It contains all the high-
er-level protocols. The early ones included virtual terminal (TELNET), file trans-
fer (FTP), and electronic mail (SMTP). Many other protocols have been added to
these over the years. Some important ones that we will study, shown in Fig. 1-22,
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Figure 1-22. The TCP/IP model with some protocols we will study.

include the Domain Name System (DNS), for mapping host names onto their net-
work addresses, HTTP, the protocol for fetching pages on the World Wide Web,
and RTP, the protocol for delivering real-time media such as voice or movies.

1.4.3 The Model Used in This Book

As mentioned earlier, the strength of the OSI reference model is the model it-
self (minus the presentation and session layers), which has proven to be ex-
ceptionally useful for discussing computer networks. In contrast, the strength of
the TCP/IP reference model is the protocols, which have been widely used for
many years. Since computer scientists like to have their cake and eat it, too, we
will use the hybrid model of Fig. 1-23 as the framework for this book.

5 Application

4 Transport

3 Network

2 Link

1 Physical

Figure 1-23. The reference model used in this book.

This model has five layers, running from the physical layer up through the
link, network and transport layers to the application layer. The physical layer
specifies how to transmit bits across different kinds of media as electrical (or
other analog) signals. The link layer is concerned with how to send finite-length
messages between directly connected computers with specified levels of reliabil-
ity. Ethernet and 802.11 are examples of link layer protocols.
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The network layer deals with how to combine multiple links into networks,
and networks of networks, into internetworks so that we can send packets between
distant computers. This includes the task of finding the path along which to send
the packets. IP is the main example protocol we will study for this layer. The
transport layer strengthens the delivery guarantees of the Network layer, usually
with increased reliability, and provide delivery abstractions, such as a reliable
byte stream, that match the needs of different applications. TCP is an important
example of a transport layer protocol.

Finally, the application layer contains programs that make use of the network.
Many, but not all, networked applications have user interfaces, such as a Web
browser. Our concern, however, is with the portion of the program that uses the
network. This is the HTTP protocol in the case of the Web browser. There are
also important support programs in the application layer, such as the DNS, that
are used by many applications.

Our chapter sequence is based on this model. In this way, we retain the value
of the OSI model for understanding network architectures, but concentrate pri-
marily on protocols that are important in practice, from TCP/IP and related proto-
cols to newer ones such as 802.11, SONET, and Bluetooth.

1.4.4 A Comparison of the OSI and TCP/IP Reference Models

The OSI and TCP/IP reference models have much in common. Both are
based on the concept of a stack of independent protocols. Also, the functionality
of the layers is roughly similar. For example, in both models the layers up
through and including the transport layer are there to provide an end-to-end, net-
work-independent transport service to processes wishing to communicate. These
layers form the transport provider. Again in both models, the layers above tran-
sport are application-oriented users of the transport service.

Despite these fundamental similarities, the two models also have many dif-
ferences. In this section we will focus on the key differences between the two ref-
erence models. It is important to note that we are comparing the reference models
here, not the corresponding protocol stacks. The protocols themselves will be dis-
cussed later. For an entire book comparing and contrasting TCP/IP and OSI, see
Piscitello and Chapin (1993).

Three concepts are central to the OSI model:

1. Services.

2. Interfaces.

3. Protocols.

Probably the biggest contribution of the OSI model is that it makes the distinction
between these three concepts explicit. Each layer performs some services for the
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layer above it. The service definition tells what the layer does, not how entities
above it access it or how the layer works. It defines the layer’s semantics.

A layer’s interface tells the processes above it how to access it. It specifies
what the parameters are and what results to expect. It, too, says nothing about
how the layer works inside.

Finally, the peer protocols used in a layer are the layer’s own business. It can
use any protocols it wants to, as long as it gets the job done (i.e., provides the
offered services). It can also change them at will without affecting software in
higher layers.

These ideas fit very nicely with modern ideas about object-oriented pro-
gramming. An object, like a layer, has a set of methods (operations) that proc-
esses outside the object can invoke. The semantics of these methods define the set
of services that the object offers. The methods’ parameters and results form the
object’s interface. The code internal to the object is its protocol and is not visible
or of any concern outside the object.

The TCP/IP model did not originally clearly distinguish between services, in-
terfaces, and protocols, although people have tried to retrofit it after the fact to
make it more OSI-like. For example, the only real services offered by the internet
layer are SEND IP PACKET and RECEIVE IP PACKET. As a consequence, the proto-
cols in the OSI model are better hidden than in the TCP/IP model and can be
replaced relatively easily as the technology changes. Being able to make such
changes transparently is one of the main purposes of having layered protocols in
the first place.

The OSI reference model was devised before the corresponding protocols
were invented. This ordering meant that the model was not biased toward one
particular set of protocols, a fact that made it quite general. The downside of this
ordering was that the designers did not have much experience with the subject and
did not have a good idea of which functionality to put in which layer.

For example, the data link layer originally dealt only with point-to-point net-
works. When broadcast networks came around, a new sublayer had to be hacked
into the model. Furthermore, when people started to build real networks using the
OSI model and existing protocols, it was discovered that these networks did not
match the required service specifications (wonder of wonders), so convergence
sublayers had to be grafted onto the model to provide a place for papering over
the differences. Finally, the committee originally expected that each country
would have one network, run by the government and using the OSI protocols, so
no thought was given to internetworking. To make a long story short, things did
not turn out that way.

With TCP/IP the reverse was true: the protocols came first, and the model was
really just a description of the existing protocols. There was no problem with the
protocols fitting the model. They fit perfectly. The only trouble was that the
model did not fit any other protocol stacks. Consequently, it was not especially
useful for describing other, non-TCP/IP networks.
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Turning from philosophical matters to more specific ones, an obvious dif-
ference between the two models is the number of layers: the OSI model has seven
layers and the TCP/IP model has four. Both have (inter)network, transport, and
application layers, but the other layers are different.

Another difference is in the area of connectionless versus connection-oriented
communication. The OSI model supports both connectionless and connection-
oriented communication in the network layer, but only connection-oriented com-
munication in the transport layer, where it counts (because the transport service is
visible to the users). The TCP/IP model supports only one mode in the network
layer (connectionless) but both in the transport layer, giving the users a choice.
This choice is especially important for simple request-response protocols.

1.4.5 A Critique of the OSI Model and Protocols

Neither the OSI model and its protocols nor the TCP/IP model and its proto-
cols are perfect. Quite a bit of criticism can be, and has been, directed at both of
them. In this section and the next one, we will look at some of these criticisms.
We will begin with OSI and examine TCP/IP afterward.

At the time the second edition of this book was published (1989), it appeared
to many experts in the field that the OSI model and its protocols were going to
take over the world and push everything else out of their way. This did not hap-
pen. Why? A look back at some of the reasons may be useful. They can be sum-
marized as:

1. Bad timing.

2. Bad technology.

3. Bad implementations.

4. Bad politics.

Bad Timing

First let us look at reason one: bad timing. The time at which a standard is
established is absolutely critical to its success. David Clark of M.I.T. has a theory
of standards that he calls the apocalypse of the two elephants, which is illustrated
in Fig. 1-24.

This figure shows the amount of activity surrounding a new subject. When
the subject is first discovered, there is a burst of research activity in the form of
discussions, papers, and meetings. After a while this activity subsides, corpora-
tions discover the subject, and the billion-dollar wave of investment hits.

It is essential that the standards be written in the trough in between the two
‘‘elephants.’’ If they are written too early (before the research results are well
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Figure 1-24. The apocalypse of the two elephants.

established), the subject may still be poorly understood; the result is a bad stan-
dard. If they are written too late, so many companies may have already made ma-
jor investments in different ways of doing things that the standards are effectively
ignored. If the interval between the two elephants is very short (because everyone
is in a hurry to get started), the people developing the standards may get crushed.

It now appears that the standard OSI protocols got crushed. The competing
TCP/IP protocols were already in widespread use by research universities by the
time the OSI protocols appeared. While the billion-dollar wave of investment had
not yet hit, the academic market was large enough that many vendors had begun
cautiously offering TCP/IP products. When OSI came around, they did not want
to support a second protocol stack until they were forced to, so there were no ini-
tial offerings. With every company waiting for every other company to go first,
no company went first and OSI never happened.

Bad Technology

The second reason that OSI never caught on is that both the model and the
protocols are flawed. The choice of seven layers was more political than techni-
cal, and two of the layers (session and presentation) are nearly empty, whereas
two other ones (data link and network) are overfull.

The OSI model, along with its associated service definitions and protocols, is
extraordinarily complex. When piled up, the printed standards occupy a signifi-
cant fraction of a meter of paper. They are also difficult to implement and ineffi-
cient in operation. In this context, a riddle posed by Paul Mockapetris and cited
by Rose (1993) comes to mind:

Q: What do you get when you cross a mobster with an international standard?
A: Someone who makes you an offer you can’t understand.
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In addition to being incomprehensible, another problem with OSI is that some
functions, such as addressing, flow control, and error control, reappear again and
again in each layer. Saltzer et al. (1984), for example, have pointed out that to be
effective, error control must be done in the highest layer, so that repeating it over
and over in each of the lower layers is often unnecessary and inefficient.

Bad Implementations

Given the enormous complexity of the model and the protocols, it will come
as no surprise that the initial implementations were huge, unwieldy, and slow.
Everyone who tried them got burned. It did not take long for people to associate
‘‘OSI’’ with ‘‘poor quality.’’ Although the products improved in the course of
time, the image stuck.

In contrast, one of the first implementations of TCP/IP was part of Berkeley
UNIX and was quite good (not to mention, free). People began using it quickly,
which led to a large user community, which led to improvements, which led to an
even larger community. Here the spiral was upward instead of downward.

Bad Politics

On account of the initial implementation, many people, especially in
academia, thought of TCP/IP as part of UNIX, and UNIX in the 1980s in academia
was not unlike parenthood (then incorrectly called motherhood) and apple pie.

OSI, on the other hand, was widely thought to be the creature of the European
telecommunication ministries, the European Community, and later the U.S. Gov-
ernment. This belief was only partly true, but the very idea of a bunch of govern-
ment bureaucrats trying to shove a technically inferior standard down the throats
of the poor researchers and programmers down in the trenches actually develop-
ing computer networks did not aid OSI’s cause. Some people viewed this de-
velopment in the same light as IBM announcing in the 1960s that PL/I was the
language of the future, or the DoD correcting this later by announcing that it was
actually Ada.

1.4.6 A Critique of the TCP/IP Reference Model

The TCP/IP model and protocols have their problems too. First, the model
does not clearly distinguish the concepts of services, interfaces, and protocols.
Good software engineering practice requires differentiating between the specif-
ication and the implementation, something that OSI does very carefully, but
TCP/IP does not. Consequently, the TCP/IP model is not much of a guide for de-
signing new networks using new technologies.

Second, the TCP/IP model is not at all general and is poorly suited to describ-
ing any protocol stack other than TCP/IP. Trying to use the TCP/IP model to
describe Bluetooth, for example, is completely impossible.
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Third, the link layer is not really a layer at all in the normal sense of the term
as used in the context of layered protocols. It is an interface (between the network
and data link layers). The distinction between an interface and a layer is crucial,
and one should not be sloppy about it.

Fourth, the TCP/IP model does not distinguish between the physical and data
link layers. These are completely different. The physical layer has to do with the
transmission characteristics of copper wire, fiber optics, and wireless communica-
tion. The data link layer’s job is to delimit the start and end of frames and get
them from one side to the other with the desired degree of reliability. A proper
model should include both as separate layers. The TCP/IP model does not do this.

Finally, although the IP and TCP protocols were carefully thought out and
well implemented, many of the other protocols were ad hoc, generally produced
by a couple of graduate students hacking away until they got tired. The protocol
implementations were then distributed free, which resulted in their becoming
widely used, deeply entrenched, and thus hard to replace. Some of them are a bit
of an embarrassment now. The virtual terminal protocol, TELNET, for example,
was designed for a ten-character-per-second mechanical Teletype terminal. It
knows nothing of graphical user interfaces and mice. Nevertheless, it is still in
use some 30 years later.

1.5 EXAMPLE NETWORKS

The subject of computer networking covers many different kinds of networks,
large and small, well known and less well known. They have different goals,
scales, and technologies. In the following sections, we will look at some ex-
amples, to get an idea of the variety one finds in the area of computer networking.

We will start with the Internet, probably the best known network, and look at
its history, evolution, and technology. Then we will consider the mobile phone
network. Technically, it is quite different from the Internet, contrasting nicely
with it. Next we will introduce IEEE 802.11, the dominant standard for wireless
LANs. Finally, we will look at RFID and sensor networks, technologies that ex-
tend the reach of the network to include the physical world and everyday objects.

1.5.1 The Internet

The Internet is not really a network at all, but a vast collection of different
networks that use certain common protocols and provide certain common ser-
vices. It is an unusual system in that it was not planned by anyone and is not con-
trolled by anyone. To better understand it, let us start from the beginning and see
how it has developed and why. For a wonderful history of the Internet, John
Naughton’s (2000) book is highly recommended. It is one of those rare books that
is not only fun to read, but also has 20 pages of ibid.’s and op. cit.’s for the serious
historian. Some of the material in this section is based on this book.
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Of course, countless technical books have been written about the Internet and
its protocols as well. For more information, see, for example, Maufer (1999).

The ARPANET

The story begins in the late 1950s. At the height of the Cold War, the U.S.
DoD wanted a command-and-control network that could survive a nuclear war.
At that time, all military communications used the public telephone network,
which was considered vulnerable. The reason for this belief can be gleaned from
Fig. 1-25(a). Here the black dots represent telephone switching offices, each of
which was connected to thousands of telephones. These switching offices were,
in turn, connected to higher-level switching offices (toll offices), to form a
national hierarchy with only a small amount of redundancy. The vulnerability of
the system was that the destruction of a few key toll offices could fragment it into
many isolated islands.

(a)

Toll
office

Switching
office

(b)

Figure 1-25. (a) Structure of the telephone system. (b) Baran’s proposed dis-
tributed switching system.

Around 1960, the DoD awarded a contract to the RAND Corporation to find a
solution. One of its employees, Paul Baran, came up with the highly distributed
and fault-tolerant design of Fig. 1-25(b). Since the paths between any two switch-
ing offices were now much longer than analog signals could travel without distor-
tion, Baran proposed using digital packet-switching technology. Baran wrote sev-
eral reports for the DoD describing his ideas in detail (Baran, 1964). Officials at
the Pentagon liked the concept and asked AT&T, then the U.S.’ national tele-
phone monopoly, to build a prototype. AT&T dismissed Baran’s ideas out of
hand. The biggest and richest corporation in the world was not about to allow
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some young whippersnapper tell it how to build a telephone system. They said
Baran’s network could not be built and the idea was killed.

Several years went by and still the DoD did not have a better command-and-
control system. To understand what happened next, we have to go back all the
way to October 1957, when the Soviet Union beat the U.S. into space with the
launch of the first artificial satellite, Sputnik. When President Eisenhower tried to
find out who was asleep at the switch, he was appalled to find the Army, Navy,
and Air Force squabbling over the Pentagon’s research budget. His immediate
response was to create a single defense research organization, ARPA, the
Advanced Research Projects Agency. ARPA had no scientists or laboratories;
in fact, it had nothing more than an office and a small (by Pentagon standards)
budget. It did its work by issuing grants and contracts to universities and com-
panies whose ideas looked promising to it.

For the first few years, ARPA tried to figure out what its mission should be.
In 1967, the attention of Larry Roberts, a program manager at ARPA who was
trying to figure out how to provide remote access to computers, turned to net-
working. He contacted various experts to decide what to do. One of them, Wes-
ley Clark, suggested building a packet-switched subnet, connecting each host to
its own router.

After some initial skepticism, Roberts bought the idea and presented a some-
what vague paper about it at the ACM SIGOPS Symposium on Operating System
Principles held in Gatlinburg, Tennessee in late 1967 (Roberts, 1967). Much to
Roberts’ surprise, another paper at the conference described a similar system that
had not only been designed but actually fully implemented under the direction of
Donald Davies at the National Physical Laboratory in England. The NPL system
was not a national system (it just connected several computers on the NPL
campus), but it demonstrated that packet switching could be made to work. Fur-
thermore, it cited Baran’s now discarded earlier work. Roberts came away from
Gatlinburg determined to build what later became known as the ARPANET.

The subnet would consist of minicomputers called IMPs (Interface Message
Processors) connected by 56-kbps transmission lines. For high reliability, each
IMP would be connected to at least two other IMPs. The subnet was to be a
datagram subnet, so if some lines and IMPs were destroyed, messages could be
automatically rerouted along alternative paths.

Each node of the network was to consist of an IMP and a host, in the same
room, connected by a short wire. A host could send messages of up to 8063 bits
to its IMP, which would then break these up into packets of at most 1008 bits and
forward them independently toward the destination. Each packet was received in
its entirety before being forwarded, so the subnet was the first electronic store-
and-forward packet-switching network.

ARPA then put out a tender for building the subnet. Twelve companies bid
for it. After evaluating all the proposals, ARPA selected BBN, a consulting firm
based in Cambridge, Massachusetts, and in December 1968 awarded it a contract
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to build the subnet and write the subnet software. BBN chose to use specially
modified Honeywell DDP-316 minicomputers with 12K 16-bit words of core
memory as the IMPs. The IMPs did not have disks, since moving parts were con-
sidered unreliable. The IMPs were interconnected by 56-kbps lines leased from
telephone companies. Although 56 kbps is now the choice of teenagers who can-
not afford DSL or cable, it was then the best money could buy.

The software was split into two parts: subnet and host. The subnet software
consisted of the IMP end of the host-IMP connection, the IMP-IMP protocol, and
a source IMP to destination IMP protocol designed to improve reliability. The
original ARPANET design is shown in Fig. 1-26.

Host-IMP
protocol

Host-host protocol

Source IMP to destination IMP protocol

IMP-IMP protocol
IMP-IMP

protocol

Host

IMP

Subnet

Figure 1-26. The original ARPANET design.

Outside the subnet, software was also needed, namely, the host end of the
host-IMP connection, the host-host protocol, and the application software. It soon
became clear that BBN was of the opinion that when it had accepted a message on
a host-IMP wire and placed it on the host-IMP wire at the destination, its job was
done.

Roberts had a problem, though: the hosts needed software too. To deal with
it, he convened a meeting of network researchers, mostly graduate students, at
Snowbird, Utah, in the summer of 1969. The graduate students expected some
network expert to explain the grand design of the network and its software to them
and then assign each of them the job of writing part of it. They were astounded
when there was no network expert and no grand design. They had to figure out
what to do on their own.

Nevertheless, somehow an experimental network went online in December
1969 with four nodes: at UCLA, UCSB, SRI, and the University of Utah. These
four were chosen because all had a large number of ARPA contracts, and all had
different and completely incompatible host computers (just to make it more fun).
The first host-to-host message had been sent two months earlier from the UCLA
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node by a team led by Len Kleinrock (a pioneer of the theory of packet switching)
to the SRI node. The network grew quickly as more IMPs were delivered and
installed; it soon spanned the United States. Figure 1-27 shows how rapidly the
ARPANET grew in the first 3 years.
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Figure 1-27. Growth of the ARPANET. (a) December 1969. (b) July 1970.
(c) March 1971. (d) April 1972. (e) September 1972.

In addition to helping the fledgling ARPANET grow, ARPA also funded re-
search on the use of satellite networks and mobile packet radio networks. In one
now famous demonstration, a truck driving around in California used the packet
radio network to send messages to SRI, which were then forwarded over the
ARPANET to the East Coast, where they were shipped to University College in
London over the satellite network. This allowed a researcher in the truck to use a
computer in London while driving around in California.

This experiment also demonstrated that the existing ARPANET protocols
were not suitable for running over different networks. This observation led to
more research on protocols, culminating with the invention of the TCP/IP model
and protocols (Cerf and Kahn, 1974). TCP/IP was specifically designed to handle
communication over internetworks, something becoming increasingly important
as more and more networks were hooked up to the ARPANET.
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To encourage adoption of these new protocols, ARPA awarded several con-
tracts to implement TCP/IP on different computer platforms, including IBM,
DEC, and HP systems, as well as for Berkeley UNIX. Researchers at the Univer-
sity of California at Berkeley rewrote TCP/IP with a new programming interface
called sockets for the upcoming 4.2BSD release of Berkeley UNIX. They also
wrote many application, utility, and management programs to show how con-
venient it was to use the network with sockets.

The timing was perfect. Many universities had just acquired a second or third
VAX computer and a LAN to connect them, but they had no networking software.
When 4.2BSD came along, with TCP/IP, sockets, and many network utilities, the
complete package was adopted immediately. Furthermore, with TCP/IP, it was
easy for the LANs to connect to the ARPANET, and many did.

During the 1980s, additional networks, especially LANs, were connected to
the ARPANET. As the scale increased, finding hosts became increasingly expen-
sive, so DNS (Domain Name System) was created to organize machines into do-
mains and map host names onto IP addresses. Since then, DNS has become a
generalized, distributed database system for storing a variety of information relat-
ed to naming. We will study it in detail in Chap. 7.

NSFNET

By the late 1970s, NSF (the U.S. National Science Foundation) saw the enor-
mous impact the ARPANET was having on university research, allowing scien-
tists across the country to share data and collaborate on research projects. How-
ever, to get on the ARPANET a university had to have a research contract with
the DoD. Many did not have a contract. NSF’s initial response was to fund the
Computer Science Network (CSNET) in 1981. It connected computer science de-
partments and industrial research labs to the ARPANET via dial-up and leased
lines. In the late 1980s, the NSF went further and decided to design a successor to
the ARPANET that would be open to all university research groups.

To have something concrete to start with, NSF decided to build a backbone
network to connect its six supercomputer centers, in San Diego, Boulder, Cham-
paign, Pittsburgh, Ithaca, and Princeton. Each supercomputer was given a little
brother, consisting of an LSI-11 microcomputer called a fuzzball. The fuzzballs
were connected with 56-kbps leased lines and formed the subnet, the same hard-
ware technology the ARPANET used. The software technology was different
however: the fuzzballs spoke TCP/IP right from the start, making it the first
TCP/IP WAN.

NSF also funded some (eventually about 20) regional networks that connected
to the backbone to allow users at thousands of universities, research labs, libraries,
and museums to access any of the supercomputers and to communicate with one
another. The complete network, including backbone and the regional networks,
was called NSFNET. It connected to the ARPANET through a link between an
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IMP and a fuzzball in the Carnegie-Mellon machine room. The first NSFNET
backbone is illustrated in Fig. 1-28 superimposed on a map of the U.S.

NSF Supercomputer center

NSF Midlevel network

Both

Figure 1-28. The NSFNET backbone in 1988.

NSFNET was an instantaneous success and was overloaded from the word go.
NSF immediately began planning its successor and awarded a contract to the
Michigan-based MERIT consortium to run it. Fiber optic channels at 448 kbps
were leased from MCI (since merged with WorldCom) to provide the version 2
backbone. IBM PC-RTs were used as routers. This, too, was soon overwhelmed,
and by 1990, the second backbone was upgraded to 1.5 Mbps.

As growth continued, NSF realized that the government could not continue
financing networking forever. Furthermore, commercial organizations wanted to
join but were forbidden by NSF’s charter from using networks NSF paid for.
Consequently, NSF encouraged MERIT, MCI, and IBM to form a nonprofit cor-
poration, ANS (Advanced Networks and Services), as the first step along the
road to commercialization. In 1990, ANS took over NSFNET and upgraded the
1.5-Mbps links to 45 Mbps to form ANSNET. This network operated for 5 years
and was then sold to America Online. But by then, various companies were offer-
ing commercial IP service and it was clear the government should now get out of
the networking business.

To ease the transition and make sure every regional network could communi-
cate with every other regional network, NSF awarded contracts to four different
network operators to establish a NAP (Network Access Point). These operators
were PacBell (San Francisco), Ameritech (Chicago), MFS (Washington, D.C.),
and Sprint (New York City, where for NAP purposes, Pennsauken, New Jersey
counts as New York City). Every network operator that wanted to provide back-
bone service to the NSF regional networks had to connect to all the NAPs.
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This arrangement meant that a packet originating on any regional network had
a choice of backbone carriers to get from its NAP to the destination’s NAP. Con-
sequently, the backbone carriers were forced to compete for the regional net-
works’ business on the basis of service and price, which was the idea, of course.
As a result, the concept of a single default backbone was replaced by a commer-
cially driven competitive infrastructure. Many people like to criticize the Federal
Government for not being innovative, but in the area of networking, it was DoD
and NSF that created the infrastructure that formed the basis for the Internet and
then handed it over to industry to operate.

During the 1990s, many other countries and regions also built national re-
search networks, often patterned on the ARPANET and NSFNET. These in-
cluded EuropaNET and EBONE in Europe, which started out with 2-Mbps lines
and then upgraded to 34-Mbps lines. Eventually, the network infrastructure in
Europe was handed over to industry as well.

The Internet has changed a great deal since those early days. It exploded in
size with the emergence of the World Wide Web (WWW) in the early 1990s.
Recent data from the Internet Systems Consortium puts the number of visible In-
ternet hosts at over 600 million. This guess is only a low-ball estimate, but it far
exceeds the few million hosts that were around when the first conference on the
WWW was held at CERN in 1994.

The way we use the Internet has also changed radically. Initially, applications
such as email-for-academics, newsgroups, remote login, and file transfer dom-
inated. Later it switched to email-for-everyman, then the Web and peer-to-peer
content distribution, such as the now-shuttered Napster. Now real-time media dis-
tribution, social networks (e.g., Facebook), and microblogging (e.g., Twitter) are
taking off. These switches brought richer kinds of media to the Internet and hence
much more traffic. In fact, the dominant traffic on the Internet seems to change
with some regularity as, for example, new and better ways to work with music or
movies can become very popular very quickly.

Architecture of the Internet

The architecture of the Internet has also changed a great deal as it has grown
explosively. In this section, we will attempt to give a brief overview of what it
looks like today. The picture is complicated by continuous upheavals in the
businesses of telephone companies (telcos), cable companies and ISPs that often
make it hard to tell who is doing what. One driver of these upheavals is telecom-
munications convergence, in which one network is used for previously different
uses. For example, in a ‘‘triple play’’ one company sells you telephony, TV, and
Internet service over the same network connection on the assumption that this will
save you money. Consequently, the description given here will be of necessity
somewhat simpler than reality. And what is true today may not be true tomorrow.
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The big picture is shown in Fig. 1-29. Let us examine this figure piece by
piece, starting with a computer at home (at the edges of the figure). To join the
Internet, the computer is connected to an Internet Service Provider, or simply
ISP, from who the user purchases Internet access or connectivity. This lets the
computer exchange packets with all of the other accessible hosts on the Internet.
The user might send packets to surf the Web or for any of a thousand other uses, it
does not matter. There are many kinds of Internet access, and they are usually
distinguished by how much bandwidth they provide and how much they cost, but
the most important attribute is connectivity.

Data
center

Fiber
(FTTH)

DSL

Dialup
Cable

3G mobile
phone

Tier 1 ISP

Other
ISPs

Peering
at IXP

POP
Data
path

Router

Cable
modem

CMTS

Backbone

DSLAM

DSL modem

Figure 1-29. Overview of the Internet architecture.

A common way to connect to an ISP is to use the phone line to your house, in
which case your phone company is your ISP. DSL, short for Digital Subscriber
Line, reuses the telephone line that connects to your house for digital data
transmission. The computer is connected to a device called a DSL modem that
converts between digital packets and analog signals that can pass unhindered over
the telephone line. At the other end, a device called a DSLAM (Digital Sub-
scriber Line Access Multiplexer) converts between signals and packets.

Several other popular ways to connect to an ISP are shown in Fig. 1-29. DSL
is a higher-bandwidth way to use the local telephone line than to send bits over a
traditional telephone call instead of a voice conversation. That is called dial-up
and done with a different kind of modem at both ends. The word modem is short
for ‘‘modulator demodulator’’ and refers to any device that converts between digi-
tal bits and analog signals.

Another method is to send signals over the cable TV system. Like DSL, this
is a way to reuse existing infrastructure, in this case otherwise unused cable TV
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channels. The device at the home end is called a cable modem and the device at
the cable headend is called the CMTS (Cable Modem Termination System).

DSL and cable provide Internet access at rates from a small fraction of a
megabit/sec to multiple megabit/sec, depending on the system. These rates are
much greater than dial-up rates, which are limited to 56 kbps because of the nar-
row bandwidth used for voice calls. Internet access at much greater than dial-up
speeds is called broadband. The name refers to the broader bandwidth that is
used for faster networks, rather than any particular speed.

The access methods mentioned so far are limited by the bandwidth of the
‘‘last mile’’ or last leg of transmission. By running optical fiber to residences, fast-
er Internet access can be provided at rates on the order of 10 to 100 Mbps. This
design is called FTTH (Fiber to the Home). For businesses in commercial
areas, it may make sense to lease a high-speed transmission line from the offices
to the nearest ISP. For example, in North America, a T3 line runs at roughly 45
Mbps.

Wireless is used for Internet access too. An example we will explore shortly is
that of 3G mobile phone networks. They can provide data delivery at rates of 1
Mbps or higher to mobile phones and fixed subscribers in the coverage area.

We can now move packets between the home and the ISP. We call the loca-
tion at which customer packets enter the ISP network for service the ISP’s POP
(Point of Presence). We will next explain how packets are moved between the
POPs of different ISPs. From this point on, the system is fully digital and packet
switched.

ISP networks may be regional, national, or international in scope. We have
already seen that their architecture is made up of long-distance transmission lines
that interconnect routers at POPs in the different cities that the ISPs serve. This
equipment is called the backbone of the ISP. If a packet is destined for a host
served directly by the ISP, that packet is routed over the backbone and delivered
to the host. Otherwise, it must be handed over to another ISP.

ISPs connect their networks to exchange traffic at IXPs (Internet eXchange
Points). The connected ISPs are said to peer with each other. There are many
IXPs in cities around the world. They are drawn vertically in Fig. 1-29 because
ISP networks overlap geographically. Basically, an IXP is a room full of routers,
at least one per ISP. A LAN in the room connects all the routers, so packets can
be forwarded from any ISP backbone to any other ISP backbone. IXPs can be
large and independently owned facilities. One of the largest is the Amsterdam In-
ternet Exchange, to which hundreds of ISPs connect and through which they
exchange hundreds of gigabits/sec of traffic.

The peering that happens at IXPs depends on the business relationships be-
tween ISPs. There are many possible relationships. For example, a small ISP
might pay a larger ISP for Internet connectivity to reach distant hosts, much as a
customer purchases service from an Internet provider. In this case, the small ISP
is said to pay for transit. Alternatively, two large ISPs might decide to exchange
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traffic so that each ISP can deliver some traffic to the other ISP without having to
pay for transit. One of the many paradoxes of the Internet is that ISPs who pub-
licly compete with one another for customers often privately cooperate to do peer-
ing (Metz, 2001).

The path a packet takes through the Internet depends on the peering choices of
the ISPs. If the ISP delivering a packet peers with the destination ISP, it might
deliver the packet directly to its peer. Otherwise, it might route the packet to the
nearest place at which it connects to a paid transit provider so that provider can
deliver the packet. Two example paths across ISPs are drawn in Fig. 1-29. Often,
the path a packet takes will not be the shortest path through the Internet.

At the top of the food chain are a small handful of companies, like AT&T and
Sprint, that operate large international backbone networks with thousands of rout-
ers connected by high-bandwidth fiber optic links. These ISPs do not pay for
transit. They are usually called tier 1 ISPs and are said to form the backbone of
the Internet, since everyone else must connect to them to be able to reach the en-
tire Internet.

Companies that provide lots of content, such as Google and Yahoo!, locate
their computers in data centers that are well connected to the rest of the Internet.
These data centers are designed for computers, not humans, and may be filled
with rack upon rack of machines called a server farm. Colocation or hosting
data centers let customers put equipment such as servers at ISP POPs so that
short, fast connections can be made between the servers and the ISP backbones.
The Internet hosting industry has become increasingly virtualized so that it is now
common to rent a virtual machine that is run on a server farm instead of installing
a physical computer. These data centers are so large (tens or hundreds of
thousands of machines) that electricity is a major cost, so data centers are some-
times built in areas where electricity is cheap.

This ends our quick tour of the Internet. We will have a great deal to say
about the individual components and their design, algorithms, and protocols in
subsequent chapters. One further point worth mentioning here is that what it
means to be on the Internet is changing. It used to be that a machine was on the
Internet if it: (1) ran the TCP/IP protocol stack; (2) had an IP address; and (3)
could send IP packets to all the other machines on the Internet. However, ISPs
often reuse IP addresses depending on which computers are in use at the moment,
and home networks often share one IP address between multiple computers. This
practice undermines the second condition. Security measures such as firewalls
can also partly block computers from receiving packets, undermining the third
condition. Despite these difficulties, it makes sense to regard such machines as
being on the Internet while they are connected to their ISPs.

Also worth mentioning in passing is that some companies have interconnected
all their existing internal networks, often using the same technology as the Inter-
net. These intranets are typically accessible only on company premises or from
company notebooks but otherwise work the same way as the Internet.
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1.5.2 Third-Generation Mobile Phone Networks

People love to talk on the phone even more than they like to surf the Internet,
and this has made the mobile phone network the most successful network in the
world. It has more than four billion subscribers worldwide. To put this number in
perspective, it is roughly 60% of the world’s population and more than the number
of Internet hosts and fixed telephone lines combined (ITU, 2009).

The architecture of the mobile phone network has changed greatly over the
past 40 years along with its tremendous growth. First-generation mobile phone
systems transmitted voice calls as continuously varying (analog) signals rather
than sequences of (digital) bits. AMPS (Advanced Mobile Phone System),
which was deployed in the United States in 1982, was a widely used first-
generation system. Second-generation mobile phone systems switched to trans-
mitting voice calls in digital form to increase capacity, improve security, and offer
text messaging. GSM (Global System for Mobile communications), which was
deployed starting in 1991 and has become the most widely used mobile phone
system in the world, is a 2G system.

The third generation, or 3G, systems were initially deployed in 2001 and offer
both digital voice and broadband digital data services. They also come with a lot
of jargon and many different standards to choose from. 3G is loosely defined by
the ITU (an international standards body we will discuss in the next section) as
providing rates of at least 2 Mbps for stationary or walking users and 384 kbps in
a moving vehicle. UMTS (Universal Mobile Telecommunications System),
also called WCDMA (Wideband Code Division Multiple Access), is the main
3G system that is being rapidly deployed worldwide. It can provide up to 14
Mbps on the downlink and almost 6 Mbps on the uplink. Future releases will use
multiple antennas and radios to provide even greater speeds for users.

The scarce resource in 3G systems, as in 2G and 1G systems before them, is
radio spectrum. Governments license the right to use parts of the spectrum to the
mobile phone network operators, often using a spectrum auction in which network
operators submit bids. Having a piece of licensed spectrum makes it easier to de-
sign and operate systems, since no one else is allowed transmit on that spectrum,
but it often costs a serious amount of money. In the UK in 2000, for example, five
3G licenses were auctioned for a total of about $40 billion.

It is the scarcity of spectrum that led to the cellular network design shown in
Fig. 1-30 that is now used for mobile phone networks. To manage the radio
interference between users, the coverage area is divided into cells. Within a cell,
users are assigned channels that do not interfere with each other and do not cause
too much interference for adjacent cells. This allows for good reuse of the spec-
trum, or frequency reuse, in the neighboring cells, which increases the capacity
of the network. In 1G systems, which carried each voice call on a specific fre-
quency band, the frequencies were carefully chosen so that they did not conflict
with neighboring cells. In this way, a given frequency might only be reused once
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in several cells. Modern 3G systems allow each cell to use all frequencies, but in
a way that results in a tolerable level of interference to the neighboring cells.
There are variations on the cellular design, including the use of directional or sec-
tored antennas on cell towers to further reduce interference, but the basic idea is
the same.

Cells
Base station

Figure 1-30. Cellular design of mobile phone networks.

The architecture of the mobile phone network is very different than that of the
Internet. It has several parts, as shown in the simplified version of the UMTS ar-
chitecture in Fig. 1-31. First, there is the air interface. This term is a fancy name
for the radio communication protocol that is used over the air between the mobile
device (e.g., the cell phone) and the cellular base station. Advances in the air in-
terface over the past decades have greatly increased wireless data rates. The
UMTS air interface is based on Code Division Multiple Access (CDMA), a tech-
nique that we will study in Chap. 2.

The cellular base station together with its controller forms the radio access
network. This part is the wireless side of the mobile phone network. The con-
troller node or RNC (Radio Network Controller) controls how the spectrum is
used. The base station implements the air interface. It is called Node B, a tem-
porary label that stuck.

The rest of the mobile phone network carries the traffic for the radio access
network. It is called the core network. The UMTS core network evolved from
the core network used for the 2G GSM system that came before it. However,
something surprising is happening in the UMTS core network.

Since the beginning of networking, a war has been going on between the peo-
ple who support packet networks (i.e., connectionless subnets) and the people who
support circuit networks (i.e., connection-oriented subnets). The main proponents
of packets come from the Internet community. In a connectionless design, every
packet is routed independently of every other packet. As a consequence, if some
routers go down during a session, no harm will be done as long as the system can
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Figure 1-31. Architecture of the UMTS 3G mobile phone network.

dynamically reconfigure itself so that subsequent packets can find some route to
the destination, even if it is different from that which previous packets used.

The circuit camp comes from the world of telephone companies. In the tele-
phone system, a caller must dial the called party’s number and wait for a connec-
tion before talking or sending data. This connection setup establishes a route
through the telephone system that is maintained until the call is terminated. All
words or packets follow the same route. If a line or switch on the path goes down,
the call is aborted, making it less fault tolerant than a connectionless design.

The advantage of circuits is that they can support quality of service more easi-
ly. By setting up a connection in advance, the subnet can reserve resources such
as link bandwidth, switch buffer space, and CPU. If an attempt is made to set up
a call and insufficient resources are available, the call is rejected and the caller
gets a kind of busy signal. In this way, once a connection has been set up, the
connection will get good service.

With a connectionless network, if too many packets arrive at the same router
at the same moment, the router will choke and probably lose packets. The sender
will eventually notice this and resend them, but the quality of service will be jerky
and unsuitable for audio or video unless the network is lightly loaded. Needless to
say, providing adequate audio quality is something telephone companies care
about very much, hence their preference for connections.

The surprise in Fig. 1-31 is that there is both packet and circuit switched
equipment in the core network. This shows the mobile phone network in transi-
tion, with mobile phone companies able to implement one or sometimes both of
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the alternatives. Older mobile phone networks used a circuit-switched core in the
style of the traditional phone network to carry voice calls. This legacy is seen in
the UMTS network with the MSC (Mobile Switching Center), GMSC (Gate-
way Mobile Switching Center), and MGW (Media Gateway) elements that set
up connections over a circuit-switched core network such as the PSTN (Public
Switched Telephone Network).

Data services have become a much more important part of the mobile phone
network than they used to be, starting with text messaging and early packet data
services such as GPRS (General Packet Radio Service) in the GSM system.
These older data services ran at tens of kbps, but users wanted more. Newer mo-
bile phone networks carry packet data at rates of multiple Mbps. For comparison,
a voice call is carried at a rate of 64 kbps, typically 3–4x less with compression.

To carry all this data, the UMTS core network nodes connect directly to a
packet-switched network. The SGSN (Serving GPRS Support Node) and the
GGSN (Gateway GPRS Support Node) deliver data packets to and from
mobiles and interface to external packet networks such as the Internet.

This transition is set to continue in the mobile phone networks that are now
being planned and deployed. Internet protocols are even used on mobiles to set up
connections for voice calls over a packet data network, in the manner of voice-
over-IP. IP and packets are used all the way from the radio access through to the
core network. Of course, the way that IP networks are designed is also changing
to support better quality of service. If it did not, then problems with chopped-up
audio and jerky video would not impress paying customers. We will return to this
subject in Chap. 5.

Another difference between mobile phone networks and the traditional Inter-
net is mobility. When a user moves out of the range of one cellular base station
and into the range of another one, the flow of data must be re-routed from the old
to the new cell base station. This technique is known as handover or handoff,
and it is illustrated in Fig. 1-32.

(a) (b)

Figure 1-32. Mobile phone handover (a) before, (b) after.

Either the mobile device or the base station may request a handover when the
quality of the signal drops. In some cell networks, usually those based on CDMA
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technology, it is possible to connect to the new base station before disconnecting
from the old base station. This improves the connection quality for the mobile be-
cause there is no break in service; the mobile is actually connected to two base
stations for a short while. This way of doing a handover is called a soft handover
to distinguish it from a hard handover, in which the mobile disconnects from the
old base station before connecting to the new one.

A related issue is how to find a mobile in the first place when there is an in-
coming call. Each mobile phone network has a HSS (Home Subscriber Server)
in the core network that knows the location of each subscriber, as well as other
profile information that is used for authentication and authorization. In this way,
each mobile can be found by contacting the HSS.

A final area to discuss is security. Historically, phone companies have taken
security much more seriously than Internet companies for a long time because of
the need to bill for service and avoid (payment) fraud. Unfortunately that is not
saying much. Nevertheless, in the evolution from 1G through 3G technologies,
mobile phone companies have been able to roll out some basic security mechan-
isms for mobiles.

Starting with the 2G GSM system, the mobile phone was divided into a
handset and a removable chip containing the subscriber’s identity and account
information. The chip is informally called a SIM card, short for Subscriber
Identity Module. SIM cards can be switched to different handsets to activate
them, and they provide a basis for security. When GSM customers travel to other
countries on vacation or business, they often bring their handsets but buy a new
SIM card for few dollars upon arrival in order to make local calls with no roaming
charges.

To reduce fraud, information on SIM cards is also used by the mobile phone
network to authenticate subscribers and check that they are allowed to use the net-
work. With UMTS, the mobile also uses the information on the SIM card to
check that it is talking to a legitimate network.

Another aspect of security is privacy. Wireless signals are broadcast to all
nearby receivers, so to make it difficult to eavesdrop on conversations, crypto-
graphic keys on the SIM card are used to encrypt transmissions. This approach
provides much better privacy than in 1G systems, which were easily tapped, but is
not a panacea due to weaknesses in the encryption schemes.

Mobile phone networks are destined to play a central role in future networks.
They are now more about mobile broadband applications than voice calls, and this
has major implications for the air interfaces, core network architecture, and secu-
rity of future networks. 4G technologies that are faster and better are on the draw-
ing board under the name of LTE (Long Term Evolution), even as 3G design
and deployment continues. Other wireless technologies also offer broadband In-
ternet access to fixed and mobile clients, notably 802.16 networks under the com-
mon name of WiMAX. It is entirely possible that LTE and WiMAX are on a col-
lision course with each other and it is hard to predict what will happen to them.
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1.5.3 Wireless LANs: 802.11

Almost as soon as laptop computers appeared, many people had a dream of
walking into an office and magically having their laptop computer be connected to
the Internet. Consequently, various groups began working on ways to accomplish
this goal. The most practical approach is to equip both the office and the laptop
computers with short-range radio transmitters and receivers to allow them to talk.

Work in this field rapidly led to wireless LANs being marketed by a variety of
companies. The trouble was that no two of them were compatible. The prolifera-
tion of standards meant that a computer equipped with a brand X radio would not
work in a room equipped with a brand Y base station. In the mid 1990s, the indus-
try decided that a wireless LAN standard might be a good idea, so the IEEE com-
mittee that had standardized wired LANs was given the task of drawing up a wire-
less LAN standard.

The first decision was the easiest: what to call it. All the other LAN standards
had numbers like 802.1, 802.2, and 802.3, up to 802.10, so the wireless LAN stan-
dard was dubbed 802.11. A common slang name for it is WiFi but it is an impor-
tant standard and deserves respect, so we will call it by its proper name, 802.11.

The rest was harder. The first problem was to find a suitable frequency band
that was available, preferably worldwide. The approach taken was the opposite of
that used in mobile phone networks. Instead of expensive, licensed spectrum,
802.11 systems operate in unlicensed bands such as the ISM (Industrial, Scien-
tific, and Medical) bands defined by ITU-R (e.g., 902-928 MHz, 2.4-2.5 GHz,
5.725-5.825 GHz). All devices are allowed to use this spectrum provided that
they limit their transmit power to let different devices coexist. Of course, this
means that 802.11 radios may find themselves competing with cordless phones,
garage door openers, and microwave ovens.

802.11 networks are made up of clients, such as laptops and mobile phones,
and infrastructure called APs (access points) that is installed in buildings. Access
points are sometimes called base stations. The access points connect to the wired
network, and all communication between clients goes through an access point. It
is also possible for clients that are in radio range to talk directly, such as two com-
puters in an office without an access point. This arrangement is called an ad hoc
network. It is used much less often than the access point mode. Both modes are
shown in Fig. 1-33.

802.11 transmission is complicated by wireless conditions that vary with even
small changes in the environment. At the frequencies used for 802.11, radio sig-
nals can be reflected off solid objects so that multiple echoes of a transmission
may reach a receiver along different paths. The echoes can cancel or reinforce
each other, causing the received signal to fluctuate greatly. This phenomenon is
called multipath fading, and it is shown in Fig. 1-34.

The key idea for overcoming variable wireless conditions is path diversity,
or the sending of information along multiple, independent paths. In this way, the
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(a) (b)

To wired networkAccess
point

Figure 1-33. (a) Wireless network with an access point. (b) Ad hoc network.

information is likely to be received even if one of the paths happens to be poor
due to a fade. These independent paths are typically built into the digital modula-
tion scheme at the physical layer. Options include using different frequencies a-
cross the allowed band, following different spatial paths between different pairs of
antennas, or repeating bits over different periods of time.

Faded signalReflector

Wireless
transmitter

Non-faded signal

Multiple paths

Wireless
receiver

Figure 1-34. Multipath fading.

Different versions of 802.11 have used all of these techniques. The initial
(1997) standard defined a wireless LAN that ran at either 1 Mbps or 2 Mbps by
hopping between frequencies or spreading the signal across the allowed spectrum.
Almost immediately, people complained that it was too slow, so work began on
faster standards. The spread spectrum design was extended and became the
(1999) 802.11b standard running at rates up to 11 Mbps. The 802.11a (1999) and
802.11g (2003) standards switched to a different modulation scheme called
OFDM (Orthogonal Frequency Division Multiplexing). It divides a wide band
of spectrum into many narrow slices over which different bits are sent in parallel.
This improved scheme, which we will study in Chap. 2, boosted the 802.11a/g bit
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rates up to 54 Mbps. That is a significant increase, but people still wanted more
throughput to support more demanding uses. The latest version is 802.11n (2009).
It uses wider frequency bands and up to four antennas per computer to achieve
rates up to 450 Mbps.

Since wireless is inherently a broadcast medium, 802.11 radios also have to
deal with the problem that multiple transmissions that are sent at the same time
will collide, which may interfere with reception. To handle this problem, 802.11
uses a CSMA (Carrier Sense Multiple Access) scheme that draws on ideas from
classic wired Ethernet, which, ironically, drew from an early wireless network
developed in Hawaii and called ALOHA. Computers wait for a short random
interval before transmitting, and defer their transmissions if they hear that some-
one else is already transmitting. This scheme makes it less likely that two com-
puters will send at the same time. It does not work as well as in the case of wired
networks, though. To see why, examine Fig. 1-35. Suppose that computer A is
transmitting to computer B, but the radio range of A’s transmitter is too short to
reach computer C. If C wants to transmit to B it can listen before starting, but the
fact that it does not hear anything does not mean that its transmission will
succeed. The inability of C to hear A before starting causes some collisions to oc-
cur. After any collision, the sender then waits another, longer, random delay and
retransmits the packet. Despite this and some other issues, the scheme works well
enough in practice.

A CB

Range
of A's
radio

Range
of C's
radio

Figure 1-35. The range of a single radio may not cover the entire system.

Another problem is that of mobility. If a mobile client is moved away from
the access point it is using and into the range of a different access point, some way
of handing it off is needed. The solution is that an 802.11 network can consist of
multiple cells, each with its own access point, and a distribution system that con-
nects the cells. The distribution system is often switched Ethernet, but it can use
any technology. As the clients move, they may find another access point with a
better signal than the one they are currently using and change their association.
From the outside, the entire system looks like a single wired LAN.
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That said, mobility in 802.11 has been of limited value so far compared to
mobility in the mobile phone network. Typically, 802.11 is used by nomadic cli-
ents that go from one fixed location to another, rather than being used on-the-go.
Mobility is not really needed for nomadic usage. Even when 802.11 mobility is
used, it extends over a single 802.11 network, which might cover at most a large
building. Future schemes will need to provide mobility across different networks
and across different technologies (e.g., 802.21).

Finally, there is the problem of security. Since wireless transmissions are
broadcast, it is easy for nearby computers to receive packets of information that
were not intended for them. To prevent this, the 802.11 standard included an en-
cryption scheme known as WEP (Wired Equivalent Privacy). The idea was to
make wireless security like that of wired security. It is a good idea, but unfor-
tunately the scheme was flawed and soon broken (Borisov et al., 2001). It has
since been replaced with newer schemes that have different cryptographic details
in the 802.11i standard, also called WiFi Protected Access, initially called WPA
but now replaced by WPA2.

802.11 has caused a revolution in wireless networking that is set to continue.
Beyond buildings, it is starting to be installed in trains, planes, boats, and automo-
biles so that people can surf the Internet wherever they go. Mobile phones and all
manner of consumer electronics, from game consoles to digital cameras, can com-
municate with it. We will come back to it in detail in Chap. 4.

1.5.4 RFID and Sensor Networks

The networks we have studied so far are made up of computing devices that
are easy to recognize, from computers to mobile phones. With Radio Frequency
IDentification (RFID), everyday objects can also be part of a computer network.

An RFID tag looks like a postage stamp-sized sticker that can be affixed to
(or embedded in) an object so that it can be tracked. The object might be a cow, a
passport, a book or a shipping pallet. The tag consists of a small microchip with a
unique identifier and an antenna that receives radio transmissions. RFID readers
installed at tracking points find tags when they come into range and interrogate
them for their information as shown in Fig. 1-36. Applications include checking
identities, managing the supply chain, timing races, and replacing barcodes.

There are many kinds of RFID, each with different properties, but perhaps the
most fascinating aspect of RFID technology is that most RFID tags have neither
an electric plug nor a battery. Instead, all of the energy needed to operate them is
supplied in the form of radio waves by RFID readers. This technology is called
passive RFID to distinguish it from the (less common) active RFID in which
there is a power source on the tag.

One common form of RFID is UHF RFID (Ultra-High Frequency RFID).
It is used on shipping pallets and some drivers licenses. Readers send signals in
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Figure 1-36. RFID used to network everyday objects.

the 902-928 MHz band in the United States. Tags communicate at distances of
several meters by changing the way they reflect the reader signals; the reader is
able to pick up these reflections. This way of operating is called backscatter.

Another popular kind of RFID is HF RFID (High Frequency RFID). It
operates at 13.56 MHz and is likely to be in your passport, credit cards, books,
and noncontact payment systems. HF RFID has a short range, typically a meter
or less, because the physical mechanism is based on induction rather than back-
scatter. There are also other forms of RFID using other frequencies, such as LF
RFID (Low Frequency RFID), which was developed before HF RFID and used
for animal tracking. It is the kind of RFID likely to be in your cat.

RFID readers must somehow solve the problem of dealing with multiple tags
within reading range. This means that a tag cannot simply respond when it hears
a reader, or the signals from multiple tags may collide. The solution is similar to
the approach taken in 802.11: tags wait for a short random interval before re-
sponding with their identification, which allows the reader to narrow down indivi-
dual tags and interrogate them further.

Security is another problem. The ability of RFID readers to easily track an ob-
ject, and hence the person who uses it, can be an invasion of privacy. Unfor-
tunately, it is difficult to secure RFID tags because they lack the computation and
communication power to run strong cryptographic algorithms. Instead, weak
measures like passwords (which can easily be cracked) are used. If an identity
card can be remotely read by an official at a border, what is to stop the same card
from being tracked by other people without your knowledge? Not much.

RFID tags started as identification chips, but are rapidly turning into full-
fledged computers. For example, many tags have memory that can be updated and
later queried, so that information about what has happened to the tagged object
can be stored with it. Rieback et al. (2006) demonstrated that this means that all
of the usual problems of computer malware apply, only now your cat or your
passport might be used to spread an RFID virus.

A step up in capability from RFID is the sensor network. Sensor networks
are deployed to monitor aspects of the physical world. So far, they have mostly
been used for scientific experimentation, such as monitoring bird habitats, vol-
canic activity, and zebra migration, but business applications including healthcare,
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monitoring equipment for vibration, and tracking of frozen, refrigerated, or other-
wise perishable goods cannot be too far behind.

Sensor nodes are small computers, often the size of a key fob, that have tem-
perature, vibration, and other sensors. Many nodes are placed in the environment
that is to be monitored. Typically, they have batteries, though they may scavenge
energy from vibrations or the sun. As with RFID, having enough energy is a key
challenge, and the nodes must communicate carefully to be able to deliver their
sensor information to an external collection point. A common strategy is for the
nodes to self-organize to relay messages for each other, as shown in Fig. 1-37.
This design is called a multihop network.

Data
collection

point

Sensor
node

Wireless
hop

Figure 1-37. Multihop topology of a sensor network.

RFID and sensor networks are likely to become much more capable and per-
vasive in the future. Researchers have already combined the best of both technolo-
gies by prototyping programmable RFID tags with light, movement, and other
sensors (Sample et al., 2008).

1.6 NETWORK STANDARDIZATION

Many network vendors and suppliers exist, each with its own ideas of how
things should be done. Without coordination, there would be complete chaos, and
users would get nothing done. The only way out is to agree on some network
standards. Not only do good standards allow different computers to communicate,
but they also increase the market for products adhering to the standards. A larger
market leads to mass production, economies of scale in manufacturing, better im-
plementations, and other benefits that decrease price and further increase ac-
ceptance.

In this section we will take a quick look at the important but little-known,
world of international standardization. But let us first discuss what belongs in a
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standard. A reasonable person might assume that a standard tells you how a pro-
tocol should work so that you can do a good job of implementing it. That person
would be wrong.

Standards define what is needed for interoperability: no more, no less. That
lets the larger market emerge and also lets companies compete on the basis of
how good their products are. For example, the 802.11 standard defines many
transmission rates but does not say when a sender should use which rate, which is
a key factor in good performance. That is up to whoever makes the product.
Often getting to interoperability this way is difficult, since there are many imple-
mentation choices and standards usually define many options. For 802.11, there
were so many problems that, in a strategy that has become common practice, a
trade group called the WiFi Alliance was started to work on interoperability with-
in the 802.11 standard.

Similarly, a protocol standard defines the protocol over the wire but not the
service interface inside the box, except to help explain the protocol. Real service
interfaces are often proprietary. For example, the way TCP interfaces to IP within
a computer does not matter for talking to a remote host. It only matters that the re-
mote host speaks TCP/IP. In fact, TCP and IP are commonly implemented toget-
her without any distinct interface. That said, good service interfaces, like good
APIs, are valuable for getting protocols used, and the best ones (such as Berkeley
sockets) can become very popular.

Standards fall into two categories: de facto and de jure. De facto (Latin for
‘‘from the fact’’) standards are those that have just happened, without any formal
plan. HTTP, the protocol on which the Web runs, started life as a de facto stan-
dard. It was part of early WWW browsers developed by Tim Berners-Lee at
CERN, and its use took off with the growth of the Web. Bluetooth is another ex-
ample. It was originally developed by Ericsson but now everyone is using it.

De jure (Latin for ‘‘by law’’) standards, in contrast, are adopted through the
rules of some formal standardization body. International standardization authori-
ties are generally divided into two classes: those established by treaty among
national governments, and those comprising voluntary, nontreaty organizations.
In the area of computer network standards, there are several organizations of each
type, notably ITU, ISO, IETF and IEEE, all of which we will discuss below.

In practice, the relationships between standards, companies, and stan-
dardization bodies are complicated. De facto standards often evolve into de jure
standards, especially if they are successful. This happened in the case of HTTP,
which was quickly picked up by IETF. Standards bodies often ratify each others’
standards, in what looks like patting one another on the back, to increase the
market for a technology. These days, many ad hoc business alliances that are
formed around particular technologies also play a significant role in developing
and refining network standards. For example, 3GPP (Third Generation
Partnership Project) is a collaboration between telecommunications associations
that drives the UMTS 3G mobile phone standards.
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1.6.1 Who’s Who in the Telecommunications World

The legal status of the world’s telephone companies varies considerably from
country to country. At one extreme is the United States, which has over 2000 sep-
arate, (mostly very small) privately owned telephone companies. A few more
were added with the breakup of AT&T in 1984 (which was then the world’s larg-
est corporation, providing telephone service to about 80 percent of America’s
telephones), and the Telecommunications Act of 1996 that overhauled regulation
to foster competition.

At the other extreme are countries in which the national government has a
complete monopoly on all communication, including the mail, telegraph, tele-
phone, and often radio and television. Much of the world falls into this category.
In some cases the telecommunication authority is a nationalized company, and in
others it is simply a branch of the government, usually known as the PTT (Post,
Telegraph & Telephone administration). Worldwide, the trend is toward liberal-
ization and competition and away from government monopoly. Most European
countries have now (partially) privatized their PTTs, but elsewhere the process is
still only slowly gaining steam.

With all these different suppliers of services, there is clearly a need to provide
compatibility on a worldwide scale to ensure that people (and computers) in one
country can call their counterparts in another one. Actually, this need has existed
for a long time. In 1865, representatives from many European governments met
to form the predecessor to today’s ITU (International Telecommunication
Union). Its job was to standardize international telecommunications, which in
those days meant telegraphy. Even then it was clear that if half the countries used
Morse code and the other half used some other code, there was going to be a prob-
lem. When the telephone was put into international service, ITU took over the job
of standardizing telephony (pronounced te-LEF-ony) as well. In 1947, ITU
became an agency of the United Nations.

ITU has about 200 governmental members, including almost every member of
the United Nations. Since the United States does not have a PTT, somebody else
had to represent it in ITU. This task fell to the State Department, probably on the
grounds that ITU had to do with foreign countries, the State Department’s spe-
cialty. ITU also has more than 700 sector and associate members. They include
telephone companies (e.g., AT&T, Vodafone, Sprint), telecom equipment manu-
facturers (e.g., Cisco, Nokia, Nortel), computer vendors (e.g., Microsoft, Agilent,
Toshiba), chip manufacturers (e.g., Intel, Motorola, TI), and other interested com-
panies (e.g., Boeing, CBS, VeriSign).

ITU has three main sectors. We will focus primarily on ITU-T, the Telecom-
munications Standardization Sector, which is concerned with telephone and data
communication systems. Before 1993, this sector was called CCITT, which is an
acronym for its French name, Comité Consultatif International Télégraphique et
Téléphonique. ITU-R, the Radiocommunications Sector, is concerned with
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coordinating the use by competing interest groups of radio frequencies worldwide.
The other sector is ITU-D, the Development Sector. It promotes the development
of information and communication technologies to narrow the ‘‘digital divide’’
between countries with effective access to the information technologies and coun-
tries with limited access.

ITU-T’s task is to make technical recommendations about telephone, tele-
graph, and data communication interfaces. These often become internationally
recognized standards, though technically the recommendations are only sugges-
tions that governments can adopt or ignore, as they wish (because governments
are like 13-year-old boys—they do not take kindly to being given orders). In
practice, a country that wishes to adopt a telephone standard different from that
used by the rest of the world is free to do so, but at the price of cutting itself off
from everyone else. This might work for North Korea, but elsewhere it would be
a real problem.

The real work of ITU-T is done in its Study Groups. There are currently 10
Study Groups, often as large as 400 people, that cover topics ranging from tele-
phone billing to multimedia services to security. SG 15, for example, standardizes
the DSL technologies popularly used to connect to the Internet. In order to make
it possible to get anything at all done, the Study Groups are divided into Working
Parties, which are in turn divided into Expert Teams, which are in turn divided
into ad hoc groups. Once a bureaucracy, always a bureaucracy.

Despite all this, ITU-T actually does get things done. Since its inception, it
has produced more than 3000 recommendations, many of which are widely used
in practice. For example, Recommendation H.264 (also an ISO standard known
as MPEG-4 AVC) is widely used for video compression, and X.509 public key
certificates are used for secure Web browsing and digitally signed email.

As the field of telecommunications completes the transition started in the
1980s from being entirely national to being entirely global, standards will become
increasingly important, and more and more organizations will want to become
involved in setting them. For more information about ITU, see Irmer (1994).

1.6.2 Who’s Who in the International Standards World

International standards are produced and published by ISO (International
Standards Organization†), a voluntary nontreaty organization founded in 1946.
Its members are the national standards organizations of the 157 member countries.
These members include ANSI (U.S.), BSI (Great Britain), AFNOR (France), DIN
(Germany), and 153 others.

ISO issues standards on a truly vast number of subjects, ranging from nuts and
bolts (literally) to telephone pole coatings [not to mention cocoa beans (ISO
2451), fishing nets (ISO 1530), women’s underwear (ISO 4416) and quite a few

† For the purist, ISO’s true name is the International Organization for Standardization.
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other subjects one might not think were subject to standardization]. On issues of
telecommunication standards, ISO and ITU-T often cooperate (ISO is a member
of ITU-T) to avoid the irony of two official and mutually incompatible interna-
tional standards.

Over 17,000 standards have been issued, including the OSI standards. ISO
has over 200 Technical Committees (TCs), numbered in the order of their crea-
tion, each dealing with a specific subject. TC1 deals with the nuts and bolts (stan-
dardizing screw thread pitches). JTC1 deals with information technology, includ-
ing networks, computers, and software. It is the first (and so far only) Joint
Technical Committee, created in 1987 by merging TC97 with activities in IEC,
yet another standardization body. Each TC has subcommittees (SCs) divided into
working groups (WGs).

The real work is done largely in the WGs by over 100,000 volunteers world-
wide. Many of these ‘‘volunteers’’ are assigned to work on ISO matters by their
employers, whose products are being standardized. Others are government offi-
cials keen on having their country’s way of doing things become the international
standard. Academic experts also are active in many of the WGs.

The procedure used by ISO for adopting standards has been designed to
achieve as broad a consensus as possible. The process begins when one of the
national standards organizations feels the need for an international standard in
some area. A working group is then formed to come up with a CD (Committee
Draft). The CD is then circulated to all the member bodies, which get 6 months
to criticize it. If a substantial majority approves, a revised document, called a DIS
(Draft International Standard) is produced and circulated for comments and
voting. Based on the results of this round, the final text of the IS (International
Standard) is prepared, approved, and published. In areas of great controversy, a
CD or DIS may have to go through several versions before acquiring enough
votes, and the whole process can take years.

NIST (National Institute of Standards and Technology) is part of the U.S.
Department of Commerce. It used to be called the National Bureau of Standards.
It issues standards that are mandatory for purchases made by the U.S. Govern-
ment, except for those of the Department of Defense, which defines its own stan-
dards.

Another major player in the standards world is IEEE (Institute of Electrical
and Electronics Engineers), the largest professional organization in the world.
In addition to publishing scores of journals and running hundreds of conferences
each year, IEEE has a standardization group that develops standards in the area of
electrical engineering and computing. IEEE’s 802 committee has standardized
many kinds of LANs. We will study some of its output later in this book. The ac-
tual work is done by a collection of working groups, which are listed in Fig. 1-38.
The success rate of the various 802 working groups has been low; having an 802.x
number is no guarantee of success. Still, the impact of the success stories (espe-
cially 802.3 and 802.11) on the industry and the world has been enormous.
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Number Topic

802.1 Overview and architecture of LANs

802.2 ↓ Logical link control

802.3 * Ethernet

802.4 ↓ Token bus (was briefly used in manufacturing plants)

802.5 Token ring (IBM’s entry into the LAN world)

802.6 ↓ Dual queue dual bus (early metropolitan area network)

802.7 ↓ Technical advisory group on broadband technologies

802.8 † Technical advisory group on fiber optic technologies

802.9 ↓ Isochronous LANs (for real-time applications)

802.10 ↓ Virtual LANs and security

802.11 * Wireless LANs (WiFi)

802.12 ↓ Demand priority (Hewlett-Packard’s AnyLAN)

802.13 Unlucky number; nobody wanted it

802.14 ↓ Cable modems (defunct: an industry consortium got there first)

802.15 * Personal area networks (Bluetooth, Zigbee)

802.16 * Broadband wireless (WiMAX)

802.17 Resilient packet ring

802.18 Technical advisory group on radio regulatory issues

802.19 Technical advisory group on coexistence of all these standards

802.20 Mobile broadband wireless (similar to 802.16e)

802.21 Media independent handoff (for roaming over technologies)

802.22 Wireless regional area network

Figure 1-38. The 802 working groups. The important ones are marked with *.
The ones marked with ↓ are hibernating. The one marked with † gave up and
disbanded itself.

1.6.3 Who’s Who in the Internet Standards World

The worldwide Internet has its own standardization mechanisms, very dif-
ferent from those of ITU-T and ISO. The difference can be crudely summed up
by saying that the people who come to ITU or ISO standardization meetings wear
suits, while the people who come to Internet standardization meetings wear jeans
(except when they meet in San Diego, when they wear shorts and T-shirts).

ITU-T and ISO meetings are populated by corporate officials and government
civil servants for whom standardization is their job. They regard standardization
as a Good Thing and devote their lives to it. Internet people, on the other hand,
prefer anarchy as a matter of principle. However, with hundreds of millions of

Patent Owner Centripetal Networks, Inc. - Ex. 2008, p. 104



SEC. 1.6 NETWORK STANDARDIZATION 81

people all doing their own thing, little communication can occur. Thus, standards,
however regrettable, are sometimes needed. In this context, David Clark of
M.I.T. once made a now-famous remark about Internet standardization consisting
of ‘‘rough consensus and running code.’’

When the ARPANET was set up, DoD created an informal committee to
oversee it. In 1983, the committee was renamed the IAB (Internet Activities
Board) and was given a slighter broader mission, namely, to keep the researchers
involved with the ARPANET and the Internet pointed more or less in the same
direction, an activity not unlike herding cats. The meaning of the acronym
‘‘IAB’’ was later changed to Internet Architecture Board.

Each of the approximately ten members of the IAB headed a task force on
some issue of importance. The IAB met several times a year to discuss results
and to give feedback to the DoD and NSF, which were providing most of the
funding at this time. When a standard was needed (e.g., a new routing algorithm),
the IAB members would thrash it out and then announce the change so the gradu-
ate students who were the heart of the software effort could implement it. Com-
munication was done by a series of technical reports called RFCs (Request For
Comments). RFCs are stored online and can be fetched by anyone interested in
them from www.ietf.org/rfc. They are numbered in chronological order of crea-
tion. Over 5000 now exist. We will refer to many RFCs in this book.

By 1989, the Internet had grown so large that this highly informal style no
longer worked. Many vendors by then offered TCP/IP products and did not want
to change them just because ten researchers had thought of a better idea. In the
summer of 1989, the IAB was reorganized again. The researchers were moved to
the IRTF (Internet Research Task Force), which was made subsidiary to IAB,
along with the IETF (Internet Engineering Task Force). The IAB was repopu-
lated with people representing a broader range of organizations than just the re-
search community. It was initially a self-perpetuating group, with members serv-
ing for a 2-year term and new members being appointed by the old ones. Later,
the Internet Society was created, populated by people interested in the Internet.
The Internet Society is thus in a sense comparable to ACM or IEEE. It is
governed by elected trustees who appoint the IAB’s members.

The idea of this split was to have the IRTF concentrate on long-term research
while the IETF dealt with short-term engineering issues. The IETF was divided
up into working groups, each with a specific problem to solve. The chairmen of
these working groups initially met as a steering committee to direct the engineer-
ing effort. The working group topics include new applications, user information,
OSI integration, routing and addressing, security, network management, and stan-
dards. Eventually, so many working groups were formed (more than 70) that they
were grouped into areas and the area chairmen met as the steering committee.

In addition, a more formal standardization process was adopted, patterned
after ISOs. To become a Proposed Standard, the basic idea must be explained
in an RFC and have sufficient interest in the community to warrant consideration.
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To advance to the Draft Standard stage, a working implementation must have
been rigorously tested by at least two independent sites for at least 4 months. If
the IAB is convinced that the idea is sound and the software works, it can declare
the RFC to be an Internet Standard. Some Internet Standards have become
DoD standards (MIL-STD), making them mandatory for DoD suppliers.

For Web standards, the World Wide Web Consortium (W3C) develops pro-
tocols and guidelines to facilitate the long-term growth of the Web. It is an indus-
try consortium led by Tim Berners-Lee and set up in 1994 as the Web really
begun to take off. W3C now has more than 300 members from around the world
and has produced more than 100 W3C Recommendations, as its standards are
called, covering topics such as HTML and Web privacy.

1.7 METRIC UNITS

To avoid any confusion, it is worth stating explicitly that in this book, as in
computer science in general, metric units are used instead of traditional English
units (the furlong-stone-fortnight system). The principal metric prefixes are listed
in Fig. 1-39. The prefixes are typically abbreviated by their first letters, with the
units greater than 1 capitalized (KB, MB, etc.). One exception (for historical rea-
sons) is kbps for kilobits/sec. Thus, a 1-Mbps communication line transmits 106

bits/sec and a 100-psec (or 100-ps) clock ticks every 10−10 seconds. Since milli
and micro both begin with the letter ‘‘m,’’ a choice had to be made. Normally,
‘‘m’’ is used for milli and ‘‘μ’’ (the Greek letter mu) is used for micro.

Exp. Explicit Prefix Exp. Explicit Prefix

10−3 0.001 milli 103 1,000 Kilo

10−6 0.000001 micro 106 1,000,000 Mega

10−9 0.000000001 nano 109 1,000,000,000 Giga

10−12 0.000000000001 pico 1012 1,000,000,000,000 Tera

10−15 0.000000000000001 femto 1015 1,000,000,000,000,000 Peta

10−18 0.0000000000000000001 atto 1018 1,000,000,000,000,000,000 Exa

10−21 0.0000000000000000000001 zepto 1021 1,000,000,000,000,000,000,000 Zetta

10−24 0.0000000000000000000000001 yocto 1024 1,000,000,000,000,000,000,000,000 Yotta

Figure 1-39. The principal metric prefixes.

It is also worth pointing out that for measuring memory, disk, file, and data-
base sizes, in common industry practice, the units have slightly different mean-
ings. There, kilo means 210 (1024) rather than 103 (1000) because memories are
always a power of two. Thus, a 1-KB memory contains 1024 bytes, not 1000
bytes. Note also the capital ‘‘B’’ in that usage to mean ‘‘bytes’’ (units of eight
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bits), instead of a lowercase ‘‘b’’ that means ‘‘bits.’’ Similarly, a 1-MB memory
contains 220 (1,048,576) bytes, a 1-GB memory contains 230 (1,073,741,824)
bytes, and a 1-TB database contains 240 (1,099,511,627,776) bytes. However, a
1-kbps communication line transmits 1000 bits per second and a 10-Mbps LAN
runs at 10,000,000 bits/sec because these speeds are not powers of two. Unfor-
tunately, many people tend to mix up these two systems, especially for disk sizes.
To avoid ambiguity, in this book, we will use the symbols KB, MB, GB, and TB
for 210, 220, 230, and 240 bytes, respectively, and the symbols kbps, Mbps, Gbps,
and Tbps for 103, 106, 109, and 1012 bits/sec, respectively.

1.8 OUTLINE OF THE REST OF THE BOOK

This book discusses both the principles and practice of computer networking.
Most chapters start with a discussion of the relevant principles, followed by a
number of examples that illustrate these principles. These examples are usually
taken from the Internet and wireless networks such as the mobile phone network
since these are both important and very different. Other examples will be given
where relevant.

The book is structured according to the hybrid model of Fig. 1-23. Starting
with Chap. 2, we begin working our way up the protocol hierarchy beginning at
the bottom. We provide some background in the field of data communication that
covers both wired and wireless transmission systems. This material is concerned
with how to deliver information over physical channels, although we cover only
the architectural rather than the hardware aspects. Several examples of the physi-
cal layer, such as the public switched telephone network, the mobile telephone
network, and the cable television network are also discussed.

Chapters 3 and 4 discuss the data link layer in two parts. Chap. 3 looks at the
problem of how to send packets across a link, including error detection and cor-
rection. We look at DSL (used for broadband Internet access over phone lines) as
a real-world example of a data link protocol.

In Chap. 4, we examine the medium access sublayer. This is the part of the
data link layer that deals with how to share a channel between multiple com-
puters. The examples we look at include wireless, such as 802.11 and RFID, and
wired LANs such as classic Ethernet. Link layer switches that connect LANs,
such as switched Ethernet, are also discussed here.

Chapter 5 deals with the network layer, especially routing. Many routing algo-
rithms, both static and dynamic, are covered. Even with good routing algorithms,
though, if more traffic is offered than the network can handle, some packets will
be delayed or discarded. We discuss this issue from how to prevent congestion to
how to guarantee a certain quality of service. Connecting heterogeneous net-
works to form internetworks also leads to numerous problems that are discussed
here. The network layer in the Internet is given extensive coverage.
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Chapter 6 deals with the transport layer. Much of the emphasis is on connec-
tion-oriented protocols and reliability, since many applications need these. Both
Internet transport protocols, UDP and TCP, are covered in detail, as are their per-
formance issues.

Chapter 7 deals with the application layer, its protocols, and its applications.
The first topic is DNS, which is the Internet’s telephone book. Next comes email,
including a discussion of its protocols. Then we move on to the Web, with de-
tailed discussions of static and dynamic content, and what happens on the client
and server sides. We follow this with a look at networked multimedia, including
streaming audio and video. Finally, we discuss content-delivery networks, includ-
ing peer-to-peer technology.

Chapter 8 is about network security. This topic has aspects that relate to all
layers, so it is easiest to treat it after all the layers have been thoroughly explain-
ed. The chapter starts with an introduction to cryptography. Later, it shows how
cryptography can be used to secure communication, email, and the Web. The
chapter ends with a discussion of some areas in which security collides with
privacy, freedom of speech, censorship, and other social issues.

Chapter 9 contains an annotated list of suggested readings arranged by chap-
ter. It is intended to help those readers who would like to pursue their study of
networking further. The chapter also has an alphabetical bibliography of all the
references cited in this book.

The authors’ Web site at Pearson:

http://www.pearsonhighered.com/tanenbaum

has a page with links to many tutorials, FAQs, companies, industry consortia, pro-
fessional organizations, standards organizations, technologies, papers, and more.

1.9 SUMMARY

Computer networks have many uses, both for companies and for individuals,
in the home and while on the move. Companies use networks of computers to
share corporate information, typically using the client-server model with
employee desktops acting as clients accessing powerful servers in the machine
room. For individuals, networks offer access to a variety of information and
entertainment resources, as well as a way to buy and sell products and services.
Individuals often access the Internet via their phone or cable providers at home,
though increasingly wireless access is used for laptops and phones. Technology
advances are enabling new kinds of mobile applications and networks with com-
puters embedded in appliances and other consumer devices. The same advances
raise social issues such as privacy concerns.

Roughly speaking, networks can be divided into LANs, MANs, WANs, and
internetworks. LANs typical cover a building and operate at high speeds. MANs
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usually cover a city. An example is the cable television system, which is now used
by many people to access the Internet. WANs may cover a country or a continent.
Some of the technologies used to build these networks are point-to-point (e.g., a
cable) while others are broadcast (e.g.,wireless). Networks can be interconnected
with routers to form internetworks, of which the Internet is the largest and best
known example. Wireless networks, for example 802.11 LANs and 3G mobile
telephony, are also becoming extremely popular.

Network software is built around protocols, which are rules by which proc-
esses communicate. Most networks support protocol hierarchies, with each layer
providing services to the layer above it and insulating them from the details of the
protocols used in the lower layers. Protocol stacks are typically based either on
the OSI model or on the TCP/IP model. Both have link, network, transport, and
application layers, but they differ on the other layers. Design issues include
reliability, resource allocation, growth, security, and more. Much of this book
deals with protocols and their design.

Networks provide various services to their users. These services can range
from connectionless best-efforts packet delivery to connection-oriented guaran-
teed delivery. In some networks, connectionless service is provided in one layer
and connection-oriented service is provided in the layer above it.

Well-known networks include the Internet, the 3G mobile telephone network,
and 802.11 LANs. The Internet evolved from the ARPANET, to which other net-
works were added to form an internetwork. The present-day Internet is actually a
collection of many thousands of networks that use the TCP/IP protocol stack. The
3G mobile telephone network provides wireless and mobile access to the Internet
at speeds of multiple Mbps, and, of course, carries voice calls as well. Wireless
LANs based on the IEEE 802.11 standard are deployed in many homes and cafes
and can provide connectivity at rates in excess of 100 Mbps. New kinds of net-
works are emerging too, such as embedded sensor networks and networks based
on RFID technology.

Enabling multiple computers to talk to each other requires a large amount of
standardization, both in the hardware and software. Organizations such as ITU-T,
ISO, IEEE, and IAB manage different parts of the standardization process.

PROBLEMS

1. Imagine that you have trained your St. Bernard, Bernie, to carry a box of three 8-mm
tapes instead of a flask of brandy. (When your disk fills up, you consider that an
emergency.) These tapes each contain 7 gigabytes. The dog can travel to your side,
wherever you may be, at 18 km/hour. For what range of distances does Bernie have a
higher data rate than a transmission line whose data rate (excluding overhead) is 150
Mbps? How does your answer change if (i) Bernie’s speed is doubled; (ii) each tape
capacity is doubled; (iii) the data rate of the transmission line is doubled.
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Option Description

Security Specifies how secret the datagram is

Strict source routing Gives the complete path to be followed

Loose source routing Gives a list of routers not to be missed

Record route Makes each router append its IP address

Timestamp Makes each router append its address and timestamp

Figure 5-47. Some of the IP options.

exact route. It is most useful for system managers who need to send emergency
packets when the routing tables have been corrupted, or for making timing meas-
urements.

The Loose source routing option requires the packet to traverse the list of
routers specified, in the order specified, but it is allowed to pass through other
routers on the way. Normally, this option will provide only a few routers, to force
a particular path. For example, to force a packet from London to Sydney to go
west instead of east, this option might specify routers in New York, Los Angeles,
and Honolulu. This option is most useful when political or economic consid-
erations dictate passing through or avoiding certain countries.

The Record route option tells each router along the path to append its IP ad-
dress to the Options field. This allows system managers to track down bugs in the
routing algorithms (‘‘Why are packets from Houston to Dallas visiting Tokyo
first?’’). When the ARPANET was first set up, no packet ever passed through
more than nine routers, so 40 bytes of options was plenty. As mentioned above,
now it is too small.

Finally, the Timestamp option is like the Record route option, except that in
addition to recording its 32-bit IP address, each router also records a 32-bit time-
stamp. This option, too, is mostly useful for network measurement.

Today, IP options have fallen out of favor. Many routers ignore them or do
not process them efficiently, shunting them to the side as an uncommon case. That
is, they are only partly supported and they are rarely used.

5.6.2 IP Addresses

A defining feature of IPv4 is its 32-bit addresses. Every host and router on
the Internet has an IP address that can be used in the Source address and Destina-
tion address fields of IP packets. It is important to note that an IP address does
not actually refer to a host. It really refers to a network interface, so if a host is on
two networks, it must have two IP addresses. However, in practice, most hosts
are on one network and thus have one IP address. In contrast, routers have multi-
ple interfaces and thus multiple IP addresses.
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Prefixes

IP addresses are hierarchical, unlike Ethernet addresses. Each 32-bit address
is comprised of a variable-length network portion in the top bits and a host portion
in the bottom bits. The network portion has the same value for all hosts on a sin-
gle network, such as an Ethernet LAN. This means that a network corresponds to
a contiguous block of IP address space. This block is called a prefix.

IP addresses are written in dotted decimal notation. In this format, each of
the 4 bytes is written in decimal, from 0 to 255. For example, the 32-bit hexade-
cimal address 80D00297 is written as 128.208.2.151. Prefixes are written by giv-
ing the lowest IP address in the block and the size of the block. The size is deter-
mined by the number of bits in the network portion; the remaining bits in the host
portion can vary. This means that the size must be a power of two. By conven-
tion, it is written after the prefix IP address as a slash followed by the length in
bits of the network portion. In our example, if the prefix contains 28 addresses
and so leaves 24 bits for the network portion, it is written as 128.208.0.0/24.

Since the prefix length cannot be inferred from the IP address alone, routing
protocols must carry the prefixes to routers. Sometimes prefixes are simply de-
scribed by their length, as in a ‘‘/16’’ which is pronounced ‘‘slash 16.’’ The length
of the prefix corresponds to a binary mask of 1s in the network portion. When
written out this way, it is called a subnet mask. It can be ANDed with the IP ad-
dress to extract only the network portion. For our example, the subnet mask is
255.255.255.0. Fig. 5-48 shows a prefix and a subnet mask.

32 bits

Network

Prefix length = L bits

Host

Subnet
mask 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0

32 – L bits

Figure 5-48. An IP prefix and a subnet mask.

Hierarchical addresses have significant advantages and disadvantages. The
key advantage of prefixes is that routers can forward packets based on only the
network portion of the address, as long as each of the networks has a unique ad-
dress block. The host portion does not matter to the routers because all hosts on
the same network will be sent in the same direction. It is only when the packets
reach the network for which they are destined that they are forwarded to the cor-
rect host. This makes the routing tables much smaller than they would otherwise
be. Consider that the number of hosts on the Internet is approaching one billion.
That would be a very large table for every router to keep. However, by using a
hierarchy, routers need to keep routes for only around 300,000 prefixes.
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While using a hierarchy lets Internet routing scale, it has two disadvantages.
First, the IP address of a host depends on where it is located in the network. An
Ethernet address can be used anywhere in the world, but every IP address belongs
to a specific network, and routers will only be able to deliver packets destined to
that address to the network. Designs such as mobile IP are needed to support hosts
that move between networks but want to keep the same IP addresses.

The second disadvantage is that the hierarchy is wasteful of addresses unless
it is carefully managed. If addresses are assigned to networks in (too) large
blocks, there will be (many) addresses that are allocated but not in use. This al-
location would not matter much if there were plenty of addresses to go around.
However, it was realized more than two decades ago that the tremendous growth
of the Internet was rapidly depleting the free address space. IPv6 is the solution to
this shortage, but until it is widely deployed there will be great pressure to allocate
IP addresses so that they are used very efficiently.

Subnets

Network numbers are managed by a nonprofit corporation called ICANN
(Internet Corporation for Assigned Names and Numbers), to avoid conflicts.
In turn, ICANN has delegated parts of the address space to various regional
authorities, which dole out IP addresses to ISPs and other companies. This is the
process by which a company is allocated a block of IP addresses.

However, this process is only the start of the story, as IP address assignment
is ongoing as companies grow. We have said that routing by prefix requires all the
hosts in a network to have the same network number. This property can cause
problems as networks grow. For example, consider a university that started out
with our example /16 prefix for use by the Computer Science Dept. for the com-
puters on its Ethernet. A year later, the Electrical Engineering Dept. wants to get
on the Internet. The Art Dept. soon follows suit. What IP addresses should these
departments use? Getting further blocks requires going outside the university and
may be expensive or inconvenient. Moreover, the /16 already allocated has
enough addresses for over 60,000 hosts. It might be intended to allow for signifi-
cant growth, but until that happens, it is wasteful to allocate further blocks of IP
addresses to the same university. A different organization is required.

The solution is to allow the block of addresses to be split into several parts for
internal use as multiple networks, while still acting like a single network to the
outside world. This is called subnetting and the networks (such as Ethernet
LANs) that result from dividing up a larger network are called subnets. As we
mentioned in Chap. 1, you should be aware that this new usage of the term con-
flicts with older usage of ‘‘subnet’’ to mean the set of all routers and communica-
tion lines in a network.

Fig. 5-49 shows how subnets can help with our example. The single /16 has
been split into pieces. This split does not need to be even, but each piece must be
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aligned so that any bits can be used in the lower host portion. In this case, half of
the block (a /17) is allocated to the Computer Science Dept, a quarter is allocated
to the Electrical Engineering Dept. (a /18), and one eighth (a /19) to the Art Dept.
The remaining eighth is unallocated. A different way to see how the block was di-
vided is to look at the resulting prefixes when written in binary notation:

Computer Science: 10000000 11010000 1|xxxxxxx xxxxxxxx
Electrical Eng.: 10000000 11010000 00|xxxxxx xxxxxxxx
Art: 10000000 11010000 011|xxxxx xxxxxxxx

Here, the vertical bar (|) shows the boundary between the subnet number and the
host portion.

Art

128.208.0.0/16
(to Internet)

128.208.96.0/19

EE

CS
128.208.128.0/17

128.208.0.0/18

Figure 5-49. Splitting an IP prefix into separate networks with subnetting.

When a packet comes into the main router, how does the router know which
subnet to give it to? This is where the details of our prefixes come in. One way
would be for each router to have a table with 65,536 entries telling it which out-
going line to use for each host on campus. But this would undermine the main
scaling benefit we get from using a hierarchy. Instead, the routers simply need to
know the subnet masks for the networks on campus.

When a packet arrives, the router looks at the destination address of the pack-
et and checks which subnet it belongs to. The router can do this by ANDing the
destination address with the mask for each subnet and checking to see if the result
is the corresponding prefix. For example, consider a packet destined for IP ad-
dress 128.208.2.151. To see if it is for the Computer Science Dept., we AND
with 255.255.128.0 to take the first 17 bits (which is 128.208.0.0) and see if they
match the prefix address (which is 128.208.128.0). They do not match. Checking
the first 18 bits for the Electrical Engineering Dept., we get 128.208.0.0 when
ANDing with the subnet mask. This does match the prefix address, so the packet
is forwarded onto the interface which leads to the Electrical Engineering network.
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The subnet divisions can be changed later if necessary, by updating all subnet
masks at routers inside the university. Outside the network, the subnetting is not
visible, so allocating a new subnet does not require contacting ICANN or chang-
ing any external databases.

CIDR—Classless InterDomain Routing

Even if blocks of IP addresses are allocated so that the addresses are used ef-
ficiently, there is still a problem that remains: routing table explosion.

Routers in organizations at the edge of a network, such as a university, need
to have an entry for each of their subnets, telling the router which line to use to
get to that network. For routes to destinations outside of the organization, they
can use the simple default rule of sending the packets on the line toward the ISP
that connects the organization to the rest of the Internet. The other destination ad-
dresses must all be out there somewhere.

Routers in ISPs and backbones in the middle of the Internet have no such lux-
ury. They must know which way to go to get to every network and no simple de-
fault will work. These core routers are said to be in the default-free zone of the
Internet. No one really knows how many networks are connected to the Internet
any more, but it is a large number, probably at least a million. This can make for
a very large table. It may not sound large by computer standards, but realize that
routers must perform a lookup in this table to forward every packet, and routers at
large ISPs may forward up to millions of packets per second. Specialized hard-
ware and fast memory are needed to process packets at these rates, not a general-
purpose computer.

In addition, routing algorithms require each router to exchange information
about the addresses it can reach with other routers. The larger the tables, the more
information needs to be communicated and processed. The processing grows at
least linearly with the table size. Greater communication increases the likelihood
that some parts will get lost, at least temporarily, possibly leading to routing insta-
bilities.

The routing table problem could have been solved by going to a deeper hier-
archy, like the telephone network. For example, having each IP address contain a
country, state/province, city, network, and host field might work. Then, each
router would only need to know how to get to each country, the states or pro-
vinces in its own country, the cities in its state or province, and the networks in its
city. Unfortunately, this solution would require considerably more than 32 bits
for IP addresses and would use addresses inefficiently (and Liechtenstein would
have as many bits in its addresses as the United States).

Fortunately, there is something we can do to reduce routing table sizes. We
can apply the same insight as subnetting: routers at different locations can know
about a given IP address as belonging to prefixes of different sizes. However, in-
stead of splitting an address block into subnets, here we combine multiple small
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prefixes into a single larger prefix. This process is called route aggregation. The
resulting larger prefix is sometimes called a supernet, to contrast with subnets as
the division of blocks of addresses.

With aggregation, IP addresses are contained in prefixes of varying sizes. The
same IP address that one router treats as part of a /22 (a block containing 210 ad-
dresses) may be treated by another router as part of a larger /20 (which contains
212 addresses). It is up to each router to have the corresponding prefix infor-
mation. This design works with subnetting and is called CIDR (Classless Inter-
Domain Routing), which is pronounced ‘‘cider,’’ as in the drink. The most recent
version of it is specified in RFC 4632 (Fuller and Li, 2006). The name highlights
the contrast with addresses that encode hierarchy with classes, which we will de-
scribe shortly.

To make CIDR easier to understand, let us consider an example in which a
block of 8192 IP addresses is available starting at 194.24.0.0. Suppose that Cam-
bridge University needs 2048 addresses and is assigned the addresses 194.24.0.0
through 194.24.7.255, along with mask 255.255.248.0. This is a /21 prefix. Next,
Oxford University asks for 4096 addresses. Since a block of 4096 addresses must
lie on a 4096-byte boundary, Oxford cannot be given addresses starting at
194.24.8.0. Instead, it gets 194.24.16.0 through 194.24.31.255, along with subnet
mask 255.255.240.0. Finally, the University of Edinburgh asks for 1024 ad-
dresses and is assigned addresses 194.24.8.0 through 194.24.11.255 and mask
255.255.252.0. These assignments are summarized in Fig. 5-50.

University First address Last address How many Prefix

Cambridge 194.24.0.0 194.24.7.255 2048 194.24.0.0/21

Edinburgh 194.24.8.0 194.24.11.255 1024 194.24.8.0/22

(Available) 194.24.12.0 194.24.15.255 1024 194.24.12.0/22

Oxford 194.24.16.0 194.24.31.255 4096 194.24.16.0/20

Figure 5-50. A set of IP address assignments.

All of the routers in the default-free zone are now told about the IP addresses
in the three networks. Routers close to the universities may need to send on a dif-
ferent outgoing line for each of the prefixes, so they need an entry for each of the
prefixes in their routing tables. An example is the router in London in Fig. 5-51.

Now let us look at these three universities from the point of view of a distant
router in New York. All of the IP addresses in the three prefixes should be sent
from New York (or the U.S. in general) to London. The routing process in London
notices this and combines the three prefixes into a single aggregate entry for the
prefix 194.24.0.0/19 that it passes to the New York router. This prefix contains 8K
addresses and covers the three universities and the otherwise unallocated 1024 ad-
dresses. By using aggregation, three prefixes have been reduced to one, reducing

Patent Owner Centripetal Networks, Inc. - Ex. 2008, p. 115



448 THE NETWORK LAYER CHAP. 5

Edinburgh

192.24.0.0/19
(1 aggregate prefix)

192.24.8.0/22

Cambridge

Oxford

192.24.16.0/20

192.24.0.0/21

LondonNew York

(3 prefixes)

Figure 5-51. Aggregation of IP prefixes.

the prefixes that the New York router must be told about and the routing table en-
tries in the New York router.

When aggregation is turned on, it is an automatic process. It depends on
which prefixes are located where in the Internet not on the actions of an adminis-
trator assigning addresses to networks. Aggregation is heavily used throughout
the Internet and can reduce the size of router tables to around 200,000 prefixes.

As a further twist, prefixes are allowed to overlap. The rule is that packets are
sent in the direction of the most specific route, or the longest matching prefix
that has the fewest IP addresses. Longest matching prefix routing provides a use-
ful degree of flexibility, as seen in the behavior of the router at New York in
Fig. 5-52. This router still uses a single aggregate prefix to send traffic for the
three universities to London. However, the previously available block of ad-
dresses within this prefix has now been allocated to a network in San Francisco.
One possibility is for the New York router to keep four prefixes, sending packets
for three of them to London and packets for the fourth to San Francisco. Instead,
longest matching prefix routing can handle this forwarding with the two prefixes
that are shown. One overall prefix is used to direct traffic for the entire block to
London. One more specific prefix is also used to direct a portion of the larger
prefix to San Francisco. With the longest matching prefix rule, IP addresses with-
in the San Francisco network will be sent on the outgoing line to San Francisco,
and all other IP addresses in the larger prefix will be sent to London.

Conceptually, CIDR works as follows. When a packet comes in, the routing
table is scanned to determine if the destination lies within the prefix. It is possible
that multiple entries with different prefix lengths will match, in which case the
entry with the longest prefix is used. Thus, if there is a match for a /20 mask and
a /24 mask, the /24 entry is used to look up the outgoing line for the packet. How-
ever, this process would be tedious if the table were really scanned entry by entry.
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192.24.0.0/19

192.24.8.0/22

192.24.16.0/20

192.24.0.0/21

LondonNew York

192.24.12.0/22

San Francisco

192.24.12.0/22

Figure 5-52. Longest matching prefix routing at the New York router.

Instead, complex algorithms have been devised to speed up the address matching
process (Ruiz-Sanchez et al., 2001). Commercial routers use custom VLSI chips
with these algorithms embedded in hardware.

Classful and Special Addressing

To help you better appreciate why CIDR is so useful, we will briefly relate
the design that predated it. Before 1993, IP addresses were divided into the five
categories listed in Fig. 5-53. This allocation has come to be called classful
addressing.

32 Bits

Range of host
addresses

1.0.0.0 to
127.255.255.255

128.0.0.0 to
191.255.255.255

192.0.0.0 to
223.255.255.255

224.0.0.0 to
239.255.255.255

240.0.0.0 to
255.255.255.255

Class

0 Network Host

10 Network Host

110 Network Host

1110 Multicast address

1111 Reserved for future use

A

B

C

D

E

Figure 5-53. IP address formats.

The class A, B, and C formats allow for up to 128 networks with 16 million
hosts each, 16,384 networks with up to 65,536 hosts each, and 2 million networks
(e.g., LANs) with up to 256 hosts each (although a few of these are special). Also
supported is multicast (the class D format), in which a datagram is directed to
multiple hosts. Addresses beginning with 1111 are reserved for use in the future.
They would be valuable to use now given the depletion of the IPv4 address space.
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Unfortunately, many hosts will not accept these addresses as valid because they
have been off-limits for so long and it is hard to teach old hosts new tricks.

This is a hierarchical design, but unlike CIDR the sizes of the address blocks
are fixed. Over 2 billion addresses exist, but organizing the address space by
classes wastes millions of them. In particular, the real villain is the class B net-
work. For most organizations, a class A network, with 16 million addresses, is
too big, and a class C network, with 256 addresses is too small. A class B net-
work, with 65,536, is just right. In Internet folklore, this situation is known as the
three bears problem [as in Goldilocks and the Three Bears (Southey, 1848)].

In reality, though, a class B address is far too large for most organizations.
Studies have shown that more than half of all class B networks have fewer than 50
hosts. A class C network would have done the job, but no doubt every organiza-
tion that asked for a class B address thought that one day it would outgrow the 8-
bit host field. In retrospect, it might have been better to have had class C net-
works use 10 bits instead of 8 for the host number, allowing 1022 hosts per net-
work. Had this been the case, most organizations would probably have settled for
a class C network, and there would have been half a million of them (versus only
16,384 class B networks).

It is hard to fault the Internet’s designers for not having provided more (and
smaller) class B addresses. At the time the decision was made to create the three
classes, the Internet was a research network connecting the major research univer-
sities in the U.S. (plus a very small number of companies and military sites doing
networking research). No one then perceived the Internet becoming a mass-
market communication system rivaling the telephone network. At the time, some-
one no doubt said: ‘‘The U.S. has about 2000 colleges and universities. Even if
all of them connect to the Internet and many universities in other countries join,
too, we are never going to hit 16,000, since there are not that many universities in
the whole world. Furthermore, having the host number be an integral number of
bytes speeds up packet processing’’ (which was then done entirely in software).
Perhaps some day people will look back and fault the folks who designed the tele-
phone number scheme and say: ‘‘What idiots. Why didn’t they include the planet
number in the phone number?’’ But at the time, it did not seem necessary.

To handle these problems, subnets were introduced to flexibly assign blocks
of addresses within an organization. Later, CIDR was added to reduce the size of
the global routing table. Today, the bits that indicate whether an IP address be-
longs to class A, B, or C network are no longer used, though references to these
classes in the literature are still common.

To see how dropping the classes made forwarding more complicated, consider
how simple it was in the old classful system. When a packet arrived at a router, a
copy of the IP address was shifted right 28 bits to yield a 4-bit class number. A
16-way branch then sorted packets into A, B, C (and D and E) classes, with eight
of the cases for class A, four of the cases for class B, and two of the cases for
class C. The code for each class then masked off the 8-, 16-, or 24-bit network
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number and right aligned it in a 32-bit word. The network number was then
looked up in the A, B, or C table, usually by indexing for A and B networks and
hashing for C networks. Once the entry was found, the outgoing line could be
looked up and the packet forwarded. This is much simpler than the longest
matching prefix operation, which can no longer use a simple table lookup because
an IP address may have any length prefix.

Class D addresses continue to be used in the Internet for multicast. Actually,
it might be more accurate to say that they are starting to be used for multicast,
since Internet multicast has not been widely deployed in the past.

There are also several other addresses that have special meanings, as shown in
Fig. 5-54. The IP address 0.0.0.0, the lowest address, is used by hosts when they
are being booted. It means ‘‘this network’’ or ‘‘this host.’’ IP addresses with 0 as
the network number refer to the current network. These addresses allow machines
to refer to their own network without knowing its number (but they have to know
the network mask to know how many 0s to include). The address consisting of all
1s, or 255.255.255.255—the highest address—is used to mean all hosts on the in-
dicated network. It allows broadcasting on the local network, typically a LAN.
The addresses with a proper network number and all 1s in the host field allow ma-
chines to send broadcast packets to distant LANs anywhere in the Internet. How-
ever, many network administrators disable this feature as it is mostly a security
hazard. Finally, all addresses of the form 127.xx.yy.zz are reserved for loopback
testing. Packets sent to that address are not put out onto the wire; they are proc-
essed locally and treated as incoming packets. This allows packets to be sent to
the host without the sender knowing its number, which is useful for testing.

This host

A host on this network

Broadcast on the
local network

0

Host

Network

127 (Anything)

Broadcast on a
distant network

Loopback

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

0 0 0 0. . .

. . .1 1 1 1 1 1 1 1

Figure 5-54. Special IP addresses.

NAT—Network Address Translation

IP addresses are scarce. An ISP might have a /16 address, giving it 65,534
usable host numbers. If it has more customers than that, it has a problem.
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This scarcity has led to techniques to use IP addresses sparingly. One ap-
proach is to dynamically assign an IP address to a computer when it is on and
using the network, and to take the IP address back when the host becomes inac-
tive. The IP address can then be assigned to another computer that becomes ac-
tive. In this way, a single /16 address can handle up to 65,534 active users.

This strategy works well in some cases, for example, for dialup networking
and mobile and other computers that may be temporarily absent or powered off.
However, it does not work very well for business customers. Many PCs in busi-
nesses are expected to be on continuously. Some are employee machines, backed
up at night, and some are servers that may have to serve a remote request at a
moment’s notice. These businesses have an access line that always provides con-
nectivity to the rest of the Internet.

Increasingly, this situation also applies to home users subscribing to ADSL or
Internet over cable, since there is no connection charge (just a monthly flat rate
charge). Many of these users have two or more computers at home, often one for
each family member, and they all want to be online all the time. The solution is
to connect all the computers into a home network via a LAN and put a (wireless)
router on it. The router then connects to the ISP. From the ISP’s point of view, the
family is now the same as a small business with a handful of computers. Wel-
come to Jones, Inc. With the techniques we have seen so far, each computer must
have its own IP address all day long. For an ISP with many thousands of custom-
ers, particularly business customers and families that are just like small busi-
nesses, the demand for IP addresses can quickly exceed the block that is available.

The problem of running out of IP addresses is not a theoretical one that might
occur at some point in the distant future. It is happening right here and right now.
The long-term solution is for the whole Internet to migrate to IPv6, which has
128-bit addresses. This transition is slowly occurring, but it will be years before
the process is complete. To get by in the meantime, a quick fix was needed. The
quick fix that is widely used today came in the form of NAT (Network Address
Translation), which is described in RFC 3022 and which we will summarize
below. For additional information, see Dutcher (2001).

The basic idea behind NAT is for the ISP to assign each home or business a
single IP address (or at most, a small number of them) for Internet traffic. Within
the customer network, every computer gets a unique IP address, which is used for
routing intramural traffic. However, just before a packet exits the customer net-
work and goes to the ISP, an address translation from the unique internal IP ad-
dress to the shared public IP address takes place. This translation makes use of
three ranges of IP addresses that have been declared as private. Networks may
use them internally as they wish. The only rule is that no packets containing these
addresses may appear on the Internet itself. The three reserved ranges are:

10.0.0.0 – 10.255.255.255/8 (16,777,216 hosts)
172.16.0.0 – 172.31.255.255/12 (1,048,576 hosts)
192.168.0.0 – 192.168.255.255/16 (65,536 hosts)
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The first range provides for 16,777,216 addresses (except for all 0s and all 1s, as
usual) and is the usual choice, even if the network is not large.

The operation of NAT is shown in Fig. 5-55. Within the customer premises,
every machine has a unique address of the form 10.x.y.z. However, before a pack-
et leaves the customer premises, it passes through a NAT box that converts the in-
ternal IP source address, 10.0.0.1 in the figure, to the customer’s true IP address,
198.60.42.12 in this example. The NAT box is often combined in a single device
with a firewall, which provides security by carefully controlling what goes into
the customer network and what comes out of it. We will study firewalls in Chap.
8. It is also possible to integrate the NAT box into a router or ADSL modem.

Packet after
translation

Boundary of customer premises

NAT box/firewall

ISP
router

IP = 198.60.42.12
port = 3344

IP = 10.0.0.1
port = 5544 (to Internet)

Packet before
translation

Customer
router
and LAN

Figure 5-55. Placement and operation of a NAT box.

So far, we have glossed over one tiny but crucial detail: when the reply comes
back (e.g., from a Web server), it is naturally addressed to 198.60.42.12, so how
does the NAT box know which internal address to replace it with? Herein lies the
problem with NAT. If there were a spare field in the IP header, that field could be
used to keep track of who the real sender was, but only 1 bit is still unused. In
principle, a new option could be created to hold the true source address, but doing
so would require changing the IP code on all the machines on the entire Internet to
handle the new option. This is not a promising alternative for a quick fix.

What actually happens is as follows. The NAT designers observed that most
IP packets carry either TCP or UDP payloads. When we study TCP and UDP in
Chap. 6, we will see that both of these have headers containing a source port and a
destination port. Below we will just discuss TCP ports, but exactly the same story
holds for UDP ports. The ports are 16-bit integers that indicate where the TCP
connection begins and ends. These ports provide the field needed to make NAT
work.

When a process wants to establish a TCP connection with a remote process, it
attaches itself to an unused TCP port on its own machine. This is called the
source port and tells the TCP code where to send incoming packets belonging to
this connection. The process also supplies a destination port to tell who to give
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the packets to on the remote side. Ports 0–1023 are reserved for well-known ser-
vices. For example, port 80 is the port used by Web servers, so remote clients can
locate them. Each outgoing TCP message contains both a source port and a desti-
nation port. Together, these ports serve to identify the processes using the con-
nection on both ends.

An analogy may make the use of ports clearer. Imagine a company with a
single main telephone number. When people call the main number, they reach an
operator who asks which extension they want and then puts them through to that
extension. The main number is analogous to the customer’s IP address and the
extensions on both ends are analogous to the ports. Ports are effectively an extra
16 bits of addressing that identify which process gets which incoming packet.

Using the Source port field, we can solve our mapping problem. Whenever
an outgoing packet enters the NAT box, the 10.x.y.z source address is replaced by
the customer’s true IP address. In addition, the TCP Source port field is replaced
by an index into the NAT box’s 65,536-entry translation table. This table entry
contains the original IP address and the original source port. Finally, both the IP
and TCP header checksums are recomputed and inserted into the packet. It is
necessary to replace the Source port because connections from machines 10.0.0.1
and 10.0.0.2 may both happen to use port 5000, for example, so the Source port
alone is not enough to identify the sending process.

When a packet arrives at the NAT box from the ISP, the Source port in the
TCP header is extracted and used as an index into the NAT box’s mapping table.
From the entry located, the internal IP address and original TCP Source port are
extracted and inserted into the packet. Then, both the IP and TCP checksums are
recomputed and inserted into the packet. The packet is then passed to the custo-
mer router for normal delivery using the 10.x.y.z address.

Although this scheme sort of solves the problem, networking purists in the IP
community have a tendency to regard it as an abomination-on-the-face-of-the-
earth. Briefly summarized, here are some of the objections. First, NAT violates
the architectural model of IP, which states that every IP address uniquely identi-
fies a single machine worldwide. The whole software structure of the Internet is
built on this fact. With NAT, thousands of machines may (and do) use address
10.0.0.1.

Second, NAT breaks the end-to-end connectivity model of the Internet, which
says that any host can send a packet to any other host at any time. Since the map-
ping in the NAT box is set up by outgoing packets, incoming packets cannot be
accepted until after outgoing ones. In practice, this means that a home user with
NAT can make TCP/IP connections to a remote Web server, but a remote user
cannot make connections to a game server on the home network. Special configu-
ration or NAT traversal techniques are needed to support this kind of situation.

Third, NAT changes the Internet from a connectionless network to a peculiar
kind of connection-oriented network. The problem is that the NAT box must
maintain information (i.e., the mapping) for each connection passing through it.
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Having the network maintain connection state is a property of connection-oriented
networks, not connectionless ones. If the NAT box crashes and its mapping table
is lost, all its TCP connections are destroyed. In the absence of NAT, a router can
crash and restart with no long-term effect on TCP connections. The sending proc-
ess just times out within a few seconds and retransmits all unacknowledged pack-
ets. With NAT, the Internet becomes as vulnerable as a circuit-switched network.

Fourth, NAT violates the most fundamental rule of protocol layering: layer k
may not make any assumptions about what layer k + 1 has put into the payload
field. This basic principle is there to keep the layers independent. If TCP is later
upgraded to TCP-2, with a different header layout (e.g., 32-bit ports), NAT will
fail. The whole idea of layered protocols is to ensure that changes in one layer do
not require changes in other layers. NAT destroys this independence.

Fifth, processes on the Internet are not required to use TCP or UDP. If a user
on machine A decides to use some new transport protocol to talk to a user on ma-
chine B (for example, for a multimedia application), introduction of a NAT box
will cause the application to fail because the NAT box will not be able to locate
the TCP Source port correctly.

A sixth and related problem is that some applications use multiple TCP/IP
connections or UDP ports in prescribed ways. For example, FTP, the standard
File Transfer Protocol, inserts IP addresses in the body of packet for the receiver
to extract and use. Since NAT knows nothing about these arrangements, it cannot
rewrite the IP addresses or otherwise account for them. This lack of under-
standing means that FTP and other applications such as the H.323 Internet tele-
phony protocol (which we will study in Chap. 7) will fail in the presence of NAT
unless special precautions are taken. It is often possible to patch NAT for these
cases, but having to patch the code in the NAT box every time a new application
comes along is not a good idea.

Finally, since the TCP Source port field is 16 bits, at most 65,536 machines
can be mapped onto an IP address. Actually, the number is slightly less because
the first 4096 ports are reserved for special uses. However, if multiple IP ad-
dresses are available, each one can handle up to 61,440 machines.

A view of these and other problems with NAT is given in RFC 2993. Despite
the issues, NAT is widely used in practice, especially for home and small business
networks, as the only expedient technique to deal with the IP address shortage. It
has become wrapped up with firewalls and privacy because it blocks unsolicited
incoming packets by default. For this reason, it is unlikely to go away even when
IPv6 is widely deployed.

5.6.3 IP Version 6

IP has been in heavy use for decades. It has worked extremely well, as
demonstrated by the exponential growth of the Internet. Unfortunately, IP has be-
come a victim of its own popularity: it is close to running out of addresses. Even
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with CIDR and NAT using addresses more sparingly, the last IPv4 addresses are
expected to be assigned by ICANN before the end of 2012. This looming disaster
was recognized almost two decades ago, and it sparked a great deal of discussion
and controversy within the Internet community about what to do about it.

In this section, we will describe both the problem and several proposed solu-
tions. The only long-term solution is to move to larger addresses. IPv6 (IP ver-
sion 6) is a replacement design that does just that. It uses 128-bit addresses; a
shortage of these addresses is not likely any time in the foreseeable future. How-
ever, IPv6 has proved very difficult to deploy. It is a different network layer pro-
tocol that does not really interwork with IPv4, despite many similarities. Also,
companies and users are not really sure why they should want IPv6 in any case.
The result is that IPv6 is deployed and used on only a tiny fraction of the Internet
(estimates are 1%) despite having been an Internet Standard since 1998. The next
several years will be an interesting time, as the few remaining IPv4 addresses are
allocated. Will people start to auction off their IPv4 addresses on eBay? Will a
black market in them spring up? Who knows.

In addition to the address problems, other issues loom in the background. In
its early years, the Internet was largely used by universities, high-tech industries,
and the U.S. Government (especially the Dept. of Defense). With the explosion
of interest in the Internet starting in the mid-1990s, it began to be used by a dif-
ferent group of people, often with different requirements. For one thing, numer-
ous people with smart phones use it to keep in contact with their home bases. For
another, with the impending convergence of the computer, communication, and
entertainment industries, it may not be that long before every telephone and tele-
vision set in the world is an Internet node, resulting in a billion machines being
used for audio and video on demand. Under these circumstances, it became
apparent that IP had to evolve and become more flexible.

Seeing these problems on the horizon, in 1990 IETF started work on a new
version of IP, one that would never run out of addresses, would solve a variety of
other problems, and be more flexible and efficient as well. Its major goals were:

1. Support billions of hosts, even with inefficient address allocation.

2. Reduce the size of the routing tables.

3. Simplify the protocol, to allow routers to process packets faster.

4. Provide better security (authentication and privacy).

5. Pay more attention to the type of service, particularly for real-time data.

6. Aid multicasting by allowing scopes to be specified.

7. Make it possible for a host to roam without changing its address.

8. Allow the protocol to evolve in the future.

9. Permit the old and new protocols to coexist for years.
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The design of IPv6 presented a major opportunity to improve all of the fea-
tures in IPv4 that fall short of what is now wanted. To develop a protocol that met
all these requirements, IETF issued a call for proposals and discussion in RFC
1550. Twenty-one responses were initially received. By December 1992, seven
serious proposals were on the table. They ranged from making minor patches to
IP, to throwing it out altogether and replacing it with a completely different proto-
col.

One proposal was to run TCP over CLNP, the network layer protocol de-
signed for OSI. With its 160-bit addresses, CLNP would have provided enough
address space forever as it could give every molecule of water in the oceans
enough addresses (roughly 25) to set up a small network. This choice would also
have unified two major network layer protocols. However, many people felt that
this would have been an admission that something in the OSI world was actually
done right, a statement considered Politically Incorrect in Internet circles. CLNP
was patterned closely on IP, so the two are not really that different. In fact, the
protocol ultimately chosen differs from IP far more than CLNP does. Another
strike against CLNP was its poor support for service types, something required to
transmit multimedia efficiently.

Three of the better proposals were published in IEEE Network (Deering,
1993; Francis, 1993; and Katz and Ford, 1993). After much discussion, revision,
and jockeying for position, a modified combined version of the Deering and
Francis proposals, by now called SIPP (Simple Internet Protocol Plus) was se-
lected and given the designation IPv6.

IPv6 meets IETF’s goals fairly well. It maintains the good features of IP, dis-
cards or deemphasizes the bad ones, and adds new ones where needed. In gener-
al, IPv6 is not compatible with IPv4, but it is compatible with the other auxiliary
Internet protocols, including TCP, UDP, ICMP, IGMP, OSPF, BGP, and DNS,
with small modifications being required to deal with longer addresses. The main
features of IPv6 are discussed below. More information about it can be found in
RFCs 2460 through 2466.

First and foremost, IPv6 has longer addresses than IPv4. They are 128 bits
long, which solves the problem that IPv6 set out to solve: providing an effectively
unlimited supply of Internet addresses. We will have more to say about addresses
shortly.

The second major improvement of IPv6 is the simplification of the header. It
contains only seven fields (versus 13 in IPv4). This change allows routers to
process packets faster and thus improves throughput and delay. We will discuss
the header shortly, too.

The third major improvement is better support for options. This change was
essential with the new header because fields that previously were required are
now optional (because they are not used so often). In addition, the way options
are represented is different, making it simple for routers to skip over options not
intended for them. This feature speeds up packet processing time.
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A fourth area in which IPv6 represents a big advance is in security. IETF had
its fill of newspaper stories about precocious 12-year-olds using their personal
computers to break into banks and military bases all over the Internet. There was
a strong feeling that something had to be done to improve security. Authentica-
tion and privacy are key features of the new IP. These were later retrofitted to
IPv4, however, so in the area of security the differences are not so great any more.

Finally, more attention has been paid to quality of service. Various half-
hearted efforts to improve QoS have been made in the past, but now, with the
growth of multimedia on the Internet, the sense of urgency is greater.

The Main IPv6 Header

The IPv6 header is shown in Fig. 5-56. The Version field is always 6 for IPv6
(and 4 for IPv4). During the transition period from IPv4, which has already taken
more than a decade, routers will be able to examine this field to tell what kind of
packet they have. As an aside, making this test wastes a few instructions in the
critical path, given that the data link header usually indicates the network protocol
for demultiplexing, so some routers may skip the check. For example, the Ether-
net Type field has different values to indicate an IPv4 or an IPv6 payload. The
discussions between the ‘‘Do it right’’ and ‘‘Make it fast’’ camps will no doubt be
lengthy and vigorous.

32 Bits

Version Flow labelDiff. services

Next headerPayload length Hop limit

Source address
(16 bytes)

Destination address
(16 bytes)

Figure 5-56. The IPv6 fixed header (required).

The Differentiated services field (originally called Traffic class) is used to
distinguish the class of service for packets with different real-time delivery
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requirements. It is used with the differentiated service architecture for quality of
service in the same manner as the field of the same name in the IPv4 packet. Also,
the low-order 2 bits are used to signal explicit congestion indications, again in the
same way as with IPv4.

The Flow label field provides a way for a source and destination to mark
groups of packets that have the same requirements and should be treated in the
same way by the network, forming a pseudoconnection. For example, a stream of
packets from one process on a certain source host to a process on a specific desti-
nation host might have stringent delay requirements and thus need reserved band-
width. The flow can be set up in advance and given an identifier. When a packet
with a nonzero Flow label shows up, all the routers can look it up in internal
tables to see what kind of special treatment it requires. In effect, flows are an at-
tempt to have it both ways: the flexibility of a datagram network and the guaran-
tees of a virtual-circuit network.

Each flow for quality of service purposes is designated by the source address,
destination address, and flow number. This design means that up to 220 flows
may be active at the same time between a given pair of IP addresses. It also
means that even if two flows coming from different hosts but with the same flow
label pass through the same router, the router will be able to tell them apart using
the source and destination addresses. It is expected that flow labels will be cho-
sen randomly, rather than assigned sequentially starting at 1, so routers are ex-
pected to hash them.

The Payload length field tells how many bytes follow the 40-byte header of
Fig. 5-56. The name was changed from the IPv4 Total length field because the
meaning was changed slightly: the 40 header bytes are no longer counted as part
of the length (as they used to be). This change means the payload can now be
65,535 bytes instead of a mere 65,515 bytes.

The Next header field lets the cat out of the bag. The reason the header could
be simplified is that there can be additional (optional) extension headers. This
field tells which of the (currently) six extension headers, if any, follow this one.
If this header is the last IP header, the Next header field tells which transport pro-
tocol handler (e.g., TCP, UDP) to pass the packet to.

The Hop limit field is used to keep packets from living forever. It is, in prac-
tice, the same as the Time to live field in IPv4, namely, a field that is decremented
on each hop. In theory, in IPv4 it was a time in seconds, but no router used it that
way, so the name was changed to reflect the way it is actually used.

Next come the Source address and Destination address fields. Deering’s
original proposal, SIP, used 8-byte addresses, but during the review process many
people felt that with 8-byte addresses IPv6 would run out of addresses within a
few decades, whereas with 16-byte addresses it would never run out. Other peo-
ple argued that 16 bytes was overkill, whereas still others favored using 20-byte
addresses to be compatible with the OSI datagram protocol. Still another faction
wanted variable-sized addresses. After much debate and more than a few words
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unprintable in an academic textbook, it was decided that fixed-length 16-byte ad-
dresses were the best compromise.

A new notation has been devised for writing 16-byte addresses. They are
written as eight groups of four hexadecimal digits with colons between the groups,
like this:

8000:0000:0000:0000:0123:4567:89AB:CDEF

Since many addresses will have many zeros inside them, three optimizations have
been authorized. First, leading zeros within a group can be omitted, so 0123 can
be written as 123. Second, one or more groups of 16 zero bits can be replaced by
a pair of colons. Thus, the above address now becomes

8000::123:4567:89AB:CDEF

Finally, IPv4 addresses can be written as a pair of colons and an old dotted
decimal number, for example:

::192.31.20.46

Perhaps it is unnecessary to be so explicit about it, but there are a lot of 16-
byte addresses. Specifically, there are 2128 of them, which is approximately
3 × 1038. If the entire earth, land and water, were covered with computers, IPv6
would allow 7 × 1023 IP addresses per square meter. Students of chemistry will
notice that this number is larger than Avogadro’s number. While it was not the
intention to give every molecule on the surface of the earth its own IP address, we
are not that far off.

In practice, the address space will not be used efficiently, just as the telephone
number address space is not (the area code for Manhattan, 212, is nearly full, but
that for Wyoming, 307, is nearly empty). In RFC 3194, Durand and Huitema cal-
culated that, using the allocation of telephone numbers as a guide, even in the
most pessimistic scenario there will still be well over 1000 IP addresses per
square meter of the entire earth’s surface (land and water). In any likely scenario,
there will be trillions of them per square meter. In short, it seems unlikely that we
will run out in the foreseeable future.

It is instructive to compare the IPv4 header (Fig. 5-46) with the IPv6 header
(Fig. 5-56) to see what has been left out in IPv6. The IHL field is gone because
the IPv6 header has a fixed length. The Protocol field was taken out because the
Next header field tells what follows the last IP header (e.g., a UDP or TCP seg-
ment).

All the fields relating to fragmentation were removed because IPv6 takes a
different approach to fragmentation. To start with, all IPv6-conformant hosts are
expected to dynamically determine the packet size to use. They do this using the
path MTU discovery procedure we described in Sec. 5.5.5. In brief, when a host
sends an IPv6 packet that is too large, instead of fragmenting it, the router that is
unable to forward it drops the packet and sends an error message back to the
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sending host. This message tells the host to break up all future packets to that
destination. Having the host send packets that are the right size in the first place
is ultimately much more efficient than having the routers fragment them on the
fly. Also, the minimum-size packet that routers must be able to forward has been
raised from 576 to 1280 bytes to allow 1024 bytes of data and many headers.

Finally, the Checksum field is gone because calculating it greatly reduces per-
formance. With the reliable networks now used, combined with the fact that the
data link layer and transport layers normally have their own checksums, the value
of yet another checksum was deemed not worth the performance price it
extracted. Removing all these features has resulted in a lean and mean network
layer protocol. Thus, the goal of IPv6—a fast, yet flexible, protocol with plenty
of address space—is met by this design.

Extension Headers

Some of the missing IPv4 fields are occasionally still needed, so IPv6 intro-
duces the concept of (optional) extension headers. These headers can be sup-
plied to provide extra information, but encoded in an efficient way. Six kinds of
extension headers are defined at present, as listed in Fig. 5-57. Each one is op-
tional, but if more than one is present they must appear directly after the fixed
header, and preferably in the order listed.

Extension header Description

Hop-by-hop options Miscellaneous information for routers

Destination options Additional information for the destination

Routing Loose list of routers to visit

Fragmentation Management of datagram fragments

Authentication Verification of the sender’s identity

Encrypted security payload Information about the encrypted contents

Figure 5-57. IPv6 extension headers.

Some of the headers have a fixed format; others contain a variable number of
variable-length options. For these, each item is encoded as a (Type, Length,
Value) tuple. The Type is a 1-byte field telling which option this is. The Type
values have been chosen so that the first 2 bits tell routers that do not know how
to process the option what to do. The choices are: skip the option; discard the
packet; discard the packet and send back an ICMP packet; and discard the packet
but do not send ICMP packets for multicast addresses (to prevent one bad multi-
cast packet from generating millions of ICMP reports).

The Length is also a 1-byte field. It tells how long the value is (0 to 255
bytes). The Value is any information required, up to 255 bytes.
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The hop-by-hop header is used for information that all routers along the path
must examine. So far, one option has been defined: support of datagrams exceed-
ing 64 KB. The format of this header is shown in Fig. 5-58. When it is used, the
Payload length field in the fixed header is set to 0.

Next header

Jumbo payload length

0 194 4

Figure 5-58. The hop-by-hop extension header for large datagrams (jumbograms).

As with all extension headers, this one starts with a byte telling what kind of
header comes next. This byte is followed by one telling how long the hop-by-hop
header is in bytes, excluding the first 8 bytes, which are mandatory. All exten-
sions begin this way.

The next 2 bytes indicate that this option defines the datagram size (code 194)
and that the size is a 4-byte number. The last 4 bytes give the size of the data-
gram. Sizes less than 65,536 bytes are not permitted and will result in the first
router discarding the packet and sending back an ICMP error message. Data-
grams using this header extension are called jumbograms. The use of jumbo-
grams is important for supercomputer applications that must transfer gigabytes of
data efficiently across the Internet.

The destination options header is intended for fields that need only be inter-
preted at the destination host. In the initial version of IPv6, the only options de-
fined are null options for padding this header out to a multiple of 8 bytes, so ini-
tially it will not be used. It was included to make sure that new routing and host
software can handle it, in case someone thinks of a destination option some day.

The routing header lists one or more routers that must be visited on the way to
the destination. It is very similar to the IPv4 loose source routing in that all ad-
dresses listed must be visited in order, but other routers not listed may be visited
in between. The format of the routing header is shown in Fig. 5-59.

Next header
Header extension

length
Routing type Segments left

Type-specific data

Figure 5-59. The extension header for routing.
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The first 4 bytes of the routing extension header contain four 1-byte integers.
The Next header and Header extension length fields were described above. The
Routing type field gives the format of the rest of the header. Type 0 says that a re-
served 32-bit word follows the first word, followed by some number of IPv6 ad-
dresses. Other types may be invented in the future, as needed. Finally, the Seg-
ments left field keeps track of how many of the addresses in the list have not yet
been visited. It is decremented every time one is visited. When it hits 0, the
packet is on its own with no more guidance about what route to follow. Usually,
at this point it is so close to the destination that the best route is obvious.

The fragment header deals with fragmentation similarly to the way IPv4 does.
The header holds the datagram identifier, fragment number, and a bit telling
whether more fragments will follow. In IPv6, unlike in IPv4, only the source host
can fragment a packet. Routers along the way may not do this. This change is a
major philosophical break with the original IP, but in keeping with current prac-
tice for IPv4. Plus, it simplifies the routers’ work and makes routing go faster. As
mentioned above, if a router is confronted with a packet that is too big, it discards
the packet and sends an ICMP error packet back to the source. This information
allows the source host to fragment the packet into smaller pieces using this header
and try again.

The authentication header provides a mechanism by which the receiver of a
packet can be sure of who sent it. The encrypted security payload makes it pos-
sible to encrypt the contents of a packet so that only the intended recipient can
read it. These headers use the cryptographic techniques that we will describe in
Chap. 8 to accomplish their missions.

Controversies

Given the open design process and the strongly held opinions of many of the
people involved, it should come as no surprise that many choices made for IPv6
were highly controversial, to say the least. We will summarize a few of these
briefly below. For all the gory details, see the RFCs.

We have already mentioned the argument about the address length. The result
was a compromise: 16-byte fixed-length addresses.

Another fight developed over the length of the Hop limit field. One camp felt
strongly that limiting the maximum number of hops to 255 (implicit in using an
8-bit field) was a gross mistake. After all, paths of 32 hops are common now, and
10 years from now much longer paths may be common. These people argued that
using a huge address size was farsighted but using a tiny hop count was short-
sighted. In their view, the greatest sin a computer scientist can commit is to pro-
vide too few bits somewhere.

The response was that arguments could be made to increase every field, lead-
ing to a bloated header. Also, the function of the Hop limit field is to keep pack-
ets from wandering around for too long a time and 65,535 hops is far, far too long.
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Finally, as the Internet grows, more and more long-distance links will be built,
making it possible to get from any country to any other country in half a dozen
hops at most. If it takes more than 125 hops to get from the source and the desti-
nation to their respective international gateways, something is wrong with the na-
tional backbones. The 8-bitters won this one.

Another hot potato was the maximum packet size. The supercomputer com-
munity wanted packets in excess of 64 KB. When a supercomputer gets started
transferring, it really means business and does not want to be interrupted every 64
KB. The argument against large packets is that if a 1-MB packet hits a 1.5-Mbps
T1 line, that packet will tie the line up for over 5 seconds, producing a very
noticeable delay for interactive users sharing the line. A compromise was reached
here: normal packets are limited to 64 KB, but the hop-by-hop extension header
can be used to permit jumbograms.

A third hot topic was removing the IPv4 checksum. Some people likened this
move to removing the brakes from a car. Doing so makes the car lighter so it can
go faster, but if an unexpected event happens, you have a problem.

The argument against checksums was that any application that really cares
about data integrity has to have a transport layer checksum anyway, so having an-
other one in IP (in addition to the data link layer checksum) is overkill. Fur-
thermore, experience showed that computing the IP checksum was a major
expense in IPv4. The antichecksum camp won this one, and IPv6 does not have a
checksum.

Mobile hosts were also a point of contention. If a portable computer flies
halfway around the world, can it continue operating there with the same IPv6 ad-
dress, or does it have to use a scheme with home agents? Some people wanted to
build explicit support for mobile hosts into IPv6. That effort failed when no con-
sensus could be found for any specific proposal.

Probably the biggest battle was about security. Everyone agreed it was essen-
tial. The war was about where to put it and how. First where. The argument for
putting it in the network layer is that it then becomes a standard service that all
applications can use without any advance planning. The argument against it is
that really secure applications generally want nothing less than end-to-end en-
cryption, where the source application does the encryption and the destination ap-
plication undoes it. With anything less, the user is at the mercy of potentially
buggy network layer implementations over which he has no control. The response
to this argument is that these applications can just refrain from using the IP securi-
ty features and do the job themselves. The rejoinder to that is that the people who
do not trust the network to do it right do not want to pay the price of slow, bulky
IP implementations that have this capability, even if it is disabled.

Another aspect of where to put security relates to the fact that many (but not
all) countries have very stringent export laws concerning cryptography. Some,
notably France and Iraq, also restrict its use domestically, so that people cannot
have secrets from the government. As a result, any IP implementation that used a
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cryptographic system strong enough to be of much value could not be exported
from the United States (and many other countries) to customers worldwide. Hav-
ing to maintain two sets of software, one for domestic use and one for export, is
something most computer vendors vigorously oppose.

One point on which there was no controversy is that no one expects the IPv4
Internet to be turned off on a Sunday evening and come back up as an IPv6 Inter-
net Monday morning. Instead, isolated ‘‘islands’’ of IPv6 will be converted, ini-
tially communicating via tunnels, as we showed in Sec. 5.5.3. As the IPv6 islands
grow, they will merge into bigger islands. Eventually, all the islands will merge,
and the Internet will be fully converted.

At least, that was the plan. Deployment has proved the Achilles heel of IPv6.
It remains little used, even though all major operating systems fully support it.
Most deployments are new situations in which a network operator—for example,
a mobile phone operator— needs a large number of IP addresses. Many strategies
have been defined to help ease the transition. Among them are ways to automat-
ically configure the tunnels that carry IPv6 over the IPv4 Internet, and ways for
hosts to automatically find the tunnel endpoints. Dual-stack hosts have an IPv4
and an IPv6 implementation so that they can select which protocol to use depend-
ing on the destination of the packet. These strategies will streamline the substan-
tial deployment that seems inevitable when IPv4 addresses are exhausted. For
more information about IPv6, see Davies (2008).

5.6.4 Internet Control Protocols

In addition to IP, which is used for data transfer, the Internet has several com-
panion control protocols that are used in the network layer. They include ICMP,
ARP, and DHCP. In this section, we will look at each of these in turn, describing
the versions that correspond to IPv4 because they are the protocols that are in
common use. ICMP and DHCP have similar versions for IPv6; the equivalent of
ARP is called NDP (Neighbor Discovery Protocol) for IPv6.

IMCP—The Internet Control Message Protocol

The operation of the Internet is monitored closely by the routers. When some-
thing unexpected occurs during packet processing at a router, the event is reported
to the sender by the ICMP (Internet Control Message Protocol). ICMP is also
used to test the Internet. About a dozen types of ICMP messages are defined.
Each ICMP message type is carried encapsulated in an IP packet. The most im-
portant ones are listed in Fig. 5-60.

The DESTINATION UNREACHABLE message is used when the router cannot
locate the destination or when a packet with the DF bit cannot be delivered be-
cause a ‘‘small-packet’’ network stands in the way.
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A first step in this direction is to have each CA periodically issue a CRL
(Certificate Revocation List) giving the serial numbers of all certificates that it
has revoked. Since certificates contain expiry times, the CRL need only contain
the serial numbers of certificates that have not yet expired. Once its expiry time
has passed, a certificate is automatically invalid, so no distinction is needed be-
tween those that just timed out and those that were actually revoked. In both
cases, they cannot be used any more.

Unfortunately, introducing CRLs means that a user who is about to use a cer-
tificate must now acquire the CRL to see if the certificate has been revoked. If it
has been, it should not be used. However, even if the certificate is not on the list,
it might have been revoked just after the list was published. Thus, the only way to
really be sure is to ask the CA. And on the next use of the same certificate, the
CA has to be asked again, since the certificate might have been revoked a few
seconds ago.

Another complication is that a revoked certificate could conceivably be rein-
stated, for example, if it was revoked for nonpayment of some fee that has since
been paid. Having to deal with revocation (and possibly reinstatement) eliminates
one of the best properties of certificates, namely, that they can be used without
having to contact a CA.

Where should CRLs be stored? A good place would be the same place the
certificates themselves are stored. One strategy is for the CA to actively push out
CRLs periodically and have the directories process them by simply removing the
revoked certificates. If directories are not used for storing certificates, the CRLs
can be cached at various places around the network. Since a CRL is itself a
signed document, if it is tampered with, that tampering can be easily detected.

If certificates have long lifetimes, the CRLs will be long, too. For example, if
credit cards are valid for 5 years, the number of revocations outstanding will be
much longer than if new cards are issued every 3 months. A standard way to deal
with long CRLs is to issue a master list infrequently, but issue updates to it more
often. Doing this reduces the bandwidth needed for distributing the CRLs.

8.6 COMMUNICATION SECURITY

We have now finished our study of the tools of the trade. Most of the impor-
tant techniques and protocols have been covered. The rest of the chapter is about
how these techniques are applied in practice to provide network security, plus
some thoughts about the social aspects of security at the end of the chapter.

In the following four sections, we will look at communication security, that is,
how to get the bits secretly and without modification from source to destination
and how to keep unwanted bits outside the door. These are by no means the only
security issues in networking, but they are certainly among the most important
ones, making this a good place to start our study.
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8.6.1 IPsec

IETF has known for years that security was lacking in the Internet. Adding it
was not easy because a war broke out about where to put it. Most security experts
believe that to be really secure, encryption and integrity checks have to be end to
end (i.e., in the application layer). That is, the source process encrypts and/or in-
tegrity protects the data and sends them to the destination process where they are
decrypted and/or verified. Any tampering done in between these two processes,
including within either operating system, can then be detected. The trouble with
this approach is that it requires changing all the applications to make them securi-
ty aware. In this view, the next best approach is putting encryption in the tran-
sport layer or in a new layer between the application layer and the transport layer,
making it still end to end but not requiring applications to be changed.

The opposite view is that users do not understand security and will not be ca-
pable of using it correctly and nobody wants to modify existing programs in any
way, so the network layer should authenticate and/or encrypt packets without the
users being involved. After years of pitched battles, this view won enough sup-
port that a network layer security standard was defined. In part, the argument was
that having network layer encryption does not prevent security-aware users from
doing it right and it does help security-unaware users to some extent.

The result of this war was a design called IPsec (IP security), which is de-
scribed in RFCs 2401, 2402, and 2406, among others. Not all users want en-
cryption (because it is computationally expensive). Rather than make it optional,
it was decided to require encryption all the time but permit the use of a null algo-
rithm. The null algorithm is described and praised for its simplicity, ease of im-
plementation, and great speed in RFC 2410.

The complete IPsec design is a framework for multiple services, algorithms,
and granularities. The reason for multiple services is that not everyone wants to
pay the price for having all the services all the time, so the services are available a
la carte. The major services are secrecy, data integrity, and protection from
replay attacks (where the intruder replays a conversation). All of these are based
on symmetric-key cryptography because high performance is crucial.

The reason for having multiple algorithms is that an algorithm that is now
thought to be secure may be broken in the future. By making IPsec algorithm-in-
dependent, the framework can survive even if some particular algorithm is later
broken.

The reason for having multiple granularities is to make it possible to protect a
single TCP connection, all traffic between a pair of hosts, or all traffic between a
pair of secure routers, among other possibilities.

One slightly surprising aspect of IPsec is that even though it is in the IP layer,
it is connection oriented. Actually, that is not so surprising because to have any
security, a key must be established and used for some period of time—in essence,
a kind of connection by a different name. Also, connections amortize the setup
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costs over many packets. A ‘‘connection’’ in the context of IPsec is called an SA
(Security Association). An SA is a simplex connection between two endpoints
and has a security identifier associated with it. If secure traffic is needed in both
directions, two security associations are required. Security identifiers are carried
in packets traveling on these secure connections and are used to look up keys and
other relevant information when a secure packet arrives.

Technically, IPsec has two principal parts. The first part describes two new
headers that can be added to packets to carry the security identifier, integrity con-
trol data, and other information. The other part, ISAKMP (Internet Security
Association and Key Management Protocol), deals with establishing keys.
ISAKMP is a framework. The main protocol for carrying out the work is IKE
(Internet Key Exchange). Version 2 of IKE as described in RFC 4306 should be
used, as the earlier version was deeply flawed, as pointed out by Perlman and
Kaufman (2000).

IPsec can be used in either of two modes. In transport mode, the IPsec
header is inserted just after the IP header. The Protocol field in the IP header is
changed to indicate that an IPsec header follows the normal IP header (before the
TCP header). The IPsec header contains security information, primarily the SA
identifier, a new sequence number, and possibly an integrity check of the payload.

In tunnel mode, the entire IP packet, header and all, is encapsulated in the
body of a new IP packet with a completely new IP header. Tunnel mode is useful
when the tunnel ends at a location other than the final destination. In some cases,
the end of the tunnel is a security gateway machine, for example, a company fire-
wall. This is commonly the case for a VPN (Virtual Private Network). In this
mode, the security gateway encapsulates and decapsulates packets as they pass
through it. By terminating the tunnel at this secure machine, the machines on the
company LAN do not have to be aware of IPsec. Only the security gateway has
to know about it.

Tunnel mode is also useful when a bundle of TCP connections is aggregated
and handled as one encrypted stream because it prevents an intruder from seeing
who is sending how many packets to whom. Sometimes just knowing how much
traffic is going where is valuable information. For example, if during a military
crisis, the amount of traffic flowing between the Pentagon and the White House
were to drop sharply, but the amount of traffic between the Pentagon and some
military installation deep in the Colorado Rocky Mountains were to increase by
the same amount, an intruder might be able to deduce some useful information
from these data. Studying the flow patterns of packets, even if they are encrypted,
is called traffic analysis. Tunnel mode provides a way to foil it to some extent.
The disadvantage of tunnel mode is that it adds an extra IP header, thus increasing
packet size substantially. In contrast, transport mode does not affect packet size
as much.

The first new header is AH (Authentication Header). It provides integrity
checking and antireplay security, but not secrecy (i.e., no data encryption). The
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use of AH in transport mode is illustrated in Fig. 8-27. In IPv4, it is interposed
between the IP header (including any options) and the TCP header. In IPv6, it is
just another extension header and is treated as such. In fact, the format is close to
that of a standard IPv6 extension header. The payload may have to be padded out
to some particular length for the authentication algorithm, as shown.

IP header AH

32 Bits

Security parameters index

Next header Payload len (Reserved)

Sequence number

Authentication data (HMAC)

TCP header

Authenticated

Payload + padding

Figure 8-27. The IPsec authentication header in transport mode for IPv4.

Let us now examine the AH header. The Next header field is used to store the
value that the IP Protocol field had before it was replaced with 51 to indicate that
an AH header follows. In most cases, the code for TCP (6) will go here. The
Payload length is the number of 32-bit words in the AH header minus 2.

The Security parameters index is the connection identifier. It is inserted by
the sender to indicate a particular record in the receiver’s database. This record
contains the shared key used on this connection and other information about the
connection. If this protocol had been invented by ITU rather than IETF, this field
would have been called Virtual circuit number.

The Sequence number field is used to number all the packets sent on an SA.
Every packet gets a unique number, even retransmissions. In other words, the re-
transmission of a packet gets a different number here than the original (even
though its TCP sequence number is the same). The purpose of this field is to
detect replay attacks. These sequence numbers may not wrap around. If all 232

are exhausted, a new SA must be established to continue communication.
Finally, we come to Authentication data, which is a variable-length field that

contains the payload’s digital signature. When the SA is established, the two
sides negotiate which signature algorithm they are going to use. Normally, pub-
lic-key cryptography is not used here because packets must be processed extreme-
ly rapidly and all known public-key algorithms are too slow. Since IPsec is based
on symmetric-key cryptography and the sender and receiver negotiate a shared
key before setting up an SA, the shared key is used in the signature computation.
One simple way is to compute the hash over the packet plus the shared key. The
shared key is not transmitted, of course. A scheme like this is called an HMAC
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(Hashed Message Authentication Code). It is much faster to compute than first
running SHA-1 and then running RSA on the result.

The AH header does not allow encryption of the data, so it is mostly useful
when integrity checking is needed but secrecy is not needed. One noteworthy fea-
ture of AH is that the integrity check covers some of the fields in the IP header,
namely, those that do not change as the packet moves from router to router. The
Time to live field changes on each hop, for example, so it cannot be included in
the integrity check. However, the IP source address is included in the check,
making it impossible for an intruder to falsify the origin of a packet.

The alternative IPsec header is ESP (Encapsulating Security Payload). Its
use for both transport mode and tunnel mode is shown in Fig. 8-28.

ESP
header

New IP
header

Old IP
header

TCP
header

Authenticated

Payload + padding(b) Authentication (HMAC)

ESP
header

IP
header

TCP
header Payload + padding(a) Authentication (HMAC)

Authenticated

Encrypted

Encrypted

Figure 8-28. (a) ESP in transport mode. (b) ESP in tunnel mode.

The ESP header consists of two 32-bit words. They are the Security parame-
ters index and Sequence number fields that we saw in AH. A third word that gen-
erally follows them (but is technically not part of the header) is the Initialization
vector used for the data encryption, unless null encryption is used, in which case it
is omitted.

ESP also provides for HMAC integrity checks, as does AH, but rather than
being included in the header, they come after the payload, as shown in Fig. 8-28.
Putting the HMAC at the end has an advantage in a hardware implementation: the
HMAC can be calculated as the bits are going out over the network interface and
appended to the end. This is why Ethernet and other LANs have their CRCs in a
trailer, rather than in a header. With AH, the packet has to be buffered and the
signature computed before the packet can be sent, potentially reducing the number
of packets/sec that can be sent.

Given that ESP can do everything AH can do and more and is more efficient
to boot, the question arises: why bother having AH at all? The answer is mostly
historical. Originally, AH handled only integrity and ESP handled only secrecy.
Later, integrity was added to ESP, but the people who designed AH did not want
to let it die after all that work. Their only real argument is that AH checks part of
the IP header, which ESP does not, but other than that it is really a weak argu-
ment. Another weak argument is that a product supporting AH but not ESP might
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have less trouble getting an export license because it cannot do encryption. AH is
likely to be phased out in the future.

8.6.2 Firewalls

The ability to connect any computer, anywhere, to any other computer, any-
where, is a mixed blessing. For individuals at home, wandering around the Inter-
net is lots of fun. For corporate security managers, it is a nightmare. Most com-
panies have large amounts of confidential information online—trade secrets, prod-
uct development plans, marketing strategies, financial analyses, etc. Disclosure of
this information to a competitor could have dire consequences.

In addition to the danger of information leaking out, there is also a danger of
information leaking in. In particular, viruses, worms, and other digital pests can
breach security, destroy valuable data, and waste large amounts of administrators’
time trying to clean up the mess they leave. Often they are imported by careless
employees who want to play some nifty new game.

Consequently, mechanisms are needed to keep ‘‘good’’ bits in and ‘‘bad’’ bits
out. One method is to use IPsec. This approach protects data in transit between
secure sites. However, IPsec does nothing to keep digital pests and intruders from
getting onto the company LAN. To see how to accomplish this goal, we need to
look at firewalls.

Firewalls are just a modern adaptation of that old medieval security standby:
digging a deep moat around your castle. This design forced everyone entering or
leaving the castle to pass over a single drawbridge, where they could be inspected
by the I/O police. With networks, the same trick is possible: a company can have
many LANs connected in arbitrary ways, but all traffic to or from the company is
forced through an electronic drawbridge (firewall), as shown in Fig. 8-29. No
other route exists.

Internal network DeMilitarized zone External

Internet

Email
server

Web
server

Security
perimeter

Firewall

Figure 8-29. A firewall protecting an internal network.
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The firewall acts as a packet filter. It inspects each and every incoming and
outgoing packet. Packets meeting some criterion described in rules formulated by
the network administrator are forwarded normally. Those that fail the test are
uncermoniously dropped.

The filtering criterion is typically given as rules or tables that list sources and
destinations that are acceptable, sources and destinations that are blocked, and de-
fault rules about what to do with packets coming from or going to other machines.
In the common case of a TCP/IP setting, a source or destination might consist of
an IP address and a port. Ports indicate which service is desired. For example,
TCP port 25 is for mail, and TCP port 80 is for HTTP. Some ports can simply be
blocked. For example, a company could block incoming packets for all IP ad-
dresses combined with TCP port 79. It was once popular for the Finger service to
look up people’s email addresses but is little used today.

Other ports are not so easily blocked. The difficulty is that network adminis-
trators want security but cannot cut off communication with the outside world.
That arrangement would be much simpler and better for security, but there would
be no end to user complaints about it. This is where arrangements such as the
DMZ (DeMilitarized Zone) shown in Fig. 8-29 come in handy. The DMZ is the
part of the company network that lies outside of the security perimeter. Anything
goes here. By placing a machine such as a Web server in the DMZ, computers on
the Internet can contact it to browse the company Web site. Now the firewall can
be configured to block incoming TCP traffic to port 80 so that computers on the
Internet cannot use this port to attack computers on the internal network. To allow
the Web server to be managed, the firewall can have a rule to permit connections
between internal machines and the Web server.

Firewalls have become much more sophisticated over time in an arms race
with attackers. Originally, firewalls applied a rule set independently for each
packet, but it proved difficult to write rules that allowed useful functionality but
blocked all unwanted traffic. Stateful firewalls map packets to connections and
use TCP/IP header fields to keep track of connections. This allows for rules that,
for example, allow an external Web server to send packets to an internal host, but
only if the internal host first establishes a connection with the external Web ser-
ver. Such a rule is not possible with stateless designs that must either pass or drop
all packets from the external Web server.

Another level of sophistication up from stateful processing is for the firewall
to implement application-level gateways. This processing involves the firewall
looking inside packets, beyond even the TCP header, to see what the application
is doing. With this capability, it is possible to distinguish HTTP traffic used for
Web browsing from HTTP traffic used for peer-to-peer file sharing. Administra-
tors can write rules to spare the company from peer-to-peer file sharing but allow
Web browsing that is vital for business. For all of these methods, outgoing traffic
can be inspected as well as incoming traffic, for example, to prevent sensitive
documents from being emailed outside of the company.
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As the above discussion should make clear, firewalls violate the standard lay-
ering of protocols. They are network layer devices, but they peek at the transport
and applications layers to do their filtering. This makes them fragile. For
instance, firewalls tend to rely on standard port numbering conventions to deter-
mine what kind of traffic is carried in a packet. Standard ports are often used, but
not by all computers, and not by all applications either. Some peer-to-peer appli-
cations select ports dynamically to avoid being easily spotted (and blocked). En-
cryption with IPSEC or other schemes hides higher-layer information from the
firewall. Finally, a firewall cannot readily talk to the computers that communicate
through it to tell them what policies are being applied and why their connection is
being dropped. It must simply pretend to be a broken wire. For all these reasons,
networking purists consider firewalls to be a blemish on the architecture of the In-
ternet. However, the Internet can be a dangerous place if you are a computer.
Firewalls help with that problem, so they are likely to stay.

Even if the firewall is perfectly configured, plenty of security problems still
exist. For example, if a firewall is configured to allow in packets from only spe-
cific networks (e.g., the company’s other plants), an intruder outside the firewall
can put in false source addresses to bypass this check. If an insider wants to ship
out secret documents, he can encrypt them or even photograph them and ship the
photos as JPEG files, which bypasses any email filters. And we have not even
discussed the fact that, although three-quarters of all attacks come from outside
the firewall, the attacks that come from inside the firewall, for example, from dis-
gruntled employees, are typically the most damaging (Verizon, 2009).

A different problem with firewalls is that they provide a single perimeter of
defense. If that defense is breached, all bets are off. For this reason, firewalls are
often used in a layered defense. For example, a firewall may guard the entrance to
the internal network and each computer may also run its own firewall. Readers
who think that one security checkpoint is enough clearly have not made an inter-
national flight on a scheduled airline recently.

In addition, there is a whole other class of attacks that firewalls cannot deal
with. The basic idea of a firewall is to prevent intruders from getting in and secret
data from getting out. Unfortunately, there are people who have nothing better to
do than try to bring certain sites down. They do this by sending legitimate packets
at the target in great numbers until it collapses under the load. For example, to
cripple a Web site, an intruder can send a TCP SYN packet to establish a con-
nection. The site will then allocate a table slot for the connection and send a SYN
+ ACK packet in reply. If the intruder does not respond, the table slot will be tied
up for a few seconds until it times out. If the intruder sends thousands of con-
nection requests, all the table slots will fill up and no legitimate connections will
be able to get through. Attacks in which the intruder’s goal is to shut down the
target rather than steal data are called DoS (Denial of Service) attacks. Usually,
the request packets have false source addresses so the intruder cannot be traced
easily. DoS attacks against major Web sites are common on the Internet.
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An even worse variant is one in which the intruder has already broken into
hundreds of computers elsewhere in the world, and then commands all of them to
attack the same target at the same time. Not only does this approach increase the
intruder’s firepower, but it also reduces his chances of detection since the packets
are coming from a large number of machines belonging to unsuspecting users.
Such an attack is called a DDoS (Distributed Denial of Service) attack. This at-
tack is difficult to defend against. Even if the attacked machine can quickly
recognize a bogus request, it does take some time to process and discard the re-
quest, and if enough requests per second arrive, the CPU will spend all its time
dealing with them.

8.6.3 Virtual Private Networks

Many companies have offices and plants scattered over many cities, some-
times over multiple countries. In the olden days, before public data networks, it
was common for such companies to lease lines from the telephone company be-
tween some or all pairs of locations. Some companies still do this. A network
built up from company computers and leased telephone lines is called a private
network.

Private networks work fine and are very secure. If the only lines available are
the leased lines, no traffic can leak out of company locations and intruders have to
physically wiretap the lines to break in, which is not easy to do. The problem
with private networks is that leasing a dedicated T1 line between two points costs
thousands of dollars a month, and T3 lines are many times more expensive. When
public data networks and later the Internet appeared, many companies wanted to
move their data (and possibly voice) traffic to the public network, but without giv-
ing up the security of the private network.

This demand soon led to the invention of VPNs (Virtual Private Networks),
which are overlay networks on top of public networks but with most of the proper-
ties of private networks. They are called ‘‘virtual’’ because they are merely an
illusion, just as virtual circuits are not real circuits and virtual memory is not real
memory.

One popular approach is to build VPNs directly over the Internet. A common
design is to equip each office with a firewall and create tunnels through the Inter-
net between all pairs of offices, as illustrated in Fig. 8-30(a). A further advantage
of using the Internet for connectivity is that the tunnels can be set up on demand
to include, for example, the computer of an employee who is at home or traveling
as long as the person has an Internet connection. This flexibility is much greater
then is provided with leased lines, yet from the perspective of the computers on
the VPN, the topology looks just like the private network case, as shown in
Fig. 8-30(b). When the system is brought up, each pair of firewalls has to nego-
tiate the parameters of its SA, including the services, modes, algorithms, and keys.
If IPsec is used for the tunneling, it is possible to aggregate all traffic between any
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64B/66B encoding, 297
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A

A-law, 153, 700
AAL5 (see ATM Adaptation Layer 5)
Abstract Syntax Notation 1, 809
Access point, 19, 70, 299

transport layer, 509
Acknowledged datagram, 37

Acknowledgement
cumulative, 238, 558
duplicate, 577
selective, 560, 580

Acknowledgement clock, TCP, 574
Acknowledgement frame, 43
ACL (see Asynchronous Connectionless link)
Active server page, 676
ActiveX, 858–859
ActiveX control, 678
Ad hoc network, 70, 299, 389–392

routing, 389–392
Ad hoc on-demand distance vector, 389
Adaptation, rate, 301
Adaptive frequency hopping, Bluetooth, 324
Adaptive routing algorithm, 364
Adaptive tree walk protocol, 275–277
ADC (see Analog-to-Digital Converter)
Additive increase multiplicative decrease law, 537
Address resolution protocol, 467–469

gratuitous, 469
Address resolution protocol proxy, 469
Addressing, 34

classful IP, 449–451
transport layer, 509–512
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Adjacent router, 478
Admission control, 395, 397–398, 415–418
ADSL (see Asymmetric Digital Subscriber

Line)
Advanced audio coding, 702
Advanced Encryption Standard, 312, 783–787
Advanced Mobile Phone System, 65, 167–170
Advanced Research Projects Agency, 56
Advanced video coding, 710
AES (see Advanced Encryption Standard)
Aggregation, route, 447
AH (see Authentication Header)
AIFS (see Arbitration InterFrame Space)
AIMD (see Additive Increase Multiplicative

Decrease law)
Air interface, 66, 171
AJAX (see Asynchronous JavaScript and XML)
Akamai, 745–746
Algorithm

adaptive routing, 364
backward learning, 333, 335
Bellman-Ford, 370
binary exponential backoff, 285–286
congestion control, 392–404
Dijkstra’s, 369
encoding, 550
forwarding, 27
international data encryption, 842
Karn’s, 571
leaky bucket, 397, 407–411
longest matching prefix, 448
lottery, 112
Nagle’s, 566
network layer routing, 362–392
nonadaptive, 363–364
reverse path forwarding, 381, 419
Rivest Shamir Adleman, 794–796
routing, 27, 362–392
token bucket, 408–411

Alias, 617, 619, 630
Allocation, channel, 258–261
ALOHA, 72

pure, 262–264
slotted, 264–266

Alternate mark inversion, 129
AMI (see Alternate Mark Inversion)
Amplitude shift keying, 130
AMPS (see Advanced Mobile Phone System)
Analog-to-digital converter, 699
Andreessen, Marc, 646–647

Anomaly, rate, 309
Anonymous remailer, 861–863
ANSNET, 60
Antenna, sectored, 178
Antheil, George, 108
Anycast routing, 385–386
AODV (see Ad-hoc On-demand Distance Vector

routing)
AP (see Access Point)
Apocalypse of the two elephants, 51–52
Applet, 678
Application

business, 3
Web, 4

Application layer, 45, 47–48
content-delivery network, 734–757
distributed hash table, 753–757
Domain Name System, 611–623
email, 623–646
multimedia, 607–734
world Wide Web, 646–697

Application-level gateway, 819
APSD (see Automatic Power Save Delivery)
Arbitration interframe space, 308
Architectural overview, Web, 647–649
Architecture and services, email, 624–626
Area, autonomous system

backbone, 476
stub, 477

Area border router, 476
ARP (see Address Resolution Protocol)
ARPA (see Advanced Research Projects Agency)
ARPANET, 55–59
ARQ (see Automatic Repeat reQuest)
AS (see Autonomous System)
ASK (see Amplitude Shift Keying)
ASN.1 (see Abstract Syntax Notation 1)
ASP (see Active Server Pages)
Aspect ratio, video, 705
Association, IEEE 802.11, 311
Assured forwarding, 423–424
Asymmetric digital subscriber line, 94, 124, 147, 248–250

vs. cable, 185
Asynchronous connectionless link, 325
Asynchronous I/O, 682
Asynchronous Javascript and XML, 679–683
Asynchronous transfer mode, 249
AT&T, 55, 110
ATM (see Asynchronous Transfer Mode)
ATM adaptation layer 5, 250
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Attack
birthday, 804–806
bucket brigade, 835
chosen plaintext, 769
ciphertext-only, 769
denial of service, 820
keystream reuse, 791
known plaintext, 769
man-in-the-middle, 835
reflection, 829
replay, 836

Attenuation, 102, 109
Attribute

cryptographic certificate, 808
HTML, 664

Auction, spectrum, 112
Audio

digital, 699–704
streaming, 697–704

Audio compression, 701–704
Authentication, 35

IEEE 802.11, 311
Needham-Schroeder, 836–838
using key distribution center, 835–838

Authentication header, 815–816
Authentication protocol, 827–841
Authentication using a shared secret, 828–833
Authentication using Kerberos, 838–840
Authentication using public keys, 840–841
Authenticode, 858
Authoritative record, 620
Autocorrelation, 176
Autonegotiation, 293
Automatic power save delivery, 307
Automatic repeat request, 225, 522
Autonomous system, 432, 437, 472–476, 474
Autoresponder, 629
AVC (see Advanced Video Coding)

B

B-frame, 712
Backbone, Internet, 63
Backbone area, 476
Backbone router, 476
Backpressure, hop-by-hop, 400–401
Backscatter, RFID, 74, 329

Backward learning algorithm, 333, 335
Backward learning bridge, 335–336
Balanced signal, 129–130
Bandwidth, 91
Bandwidth allocation, 531–535
Bandwidth efficiency, 126–127
Bandwidth-delay product, 233, 267, 597
Baran, Paul, 55
Barker sequence, 302
Base station, 19, 70
Base station controller, 171
Base-T Ethernet, 295–296
Base64 encoding, 634
Baseband signal, 91, 130
Baseband transmission, 125–130
Basic bit-map method, 270
Baud rate, 127, 146
BB84 protocol, 773
Beacon frame, 307
Beauty contest, for allocating spectrum, 112
Bell, Alexander Graham, 139
Bell Operating Company, 142
Bellman-Ford routing algorithm, 370
Bent-pipe transponder, 116
Berkeley socket, 500–507
Best-effort service, 318–319
BGP (see Border Gateway Protocol)
Big-endian computer, 439
Binary countdown protocol, 272–273
Binary exponential backoff algorithm, 285–286
Binary phase shift keying, 130
Bipolar encoding, 129
Birthday attack, 804–806
Bit rate, 127
Bit stuffing, 199
Bit-map protocol, 270–271
BitTorrent, 750–753

choked peer, 752
chunk, 751
free-rider, 752
leecher, 752
seeder, 751
swarm, 751
tit-for-tat strategy, 752
torrent, 750
tracker, 751
unchoked peer, 752

Blaatand, Harald, 320
Block cipher, 779
Block code, 204
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Bluetooth, 18, 320–327
adaptive frequency hopping, 324
applications, 321–322
architecture, 320–321
frame structure, 325–327
link, 324
link layer, 324–325
pairing, 320
piconet, 320
profile, 321
protocol stack, 322–323
radio layer, 324
scatternet, 320
secure pairing, 325
security, 826–827

Bluetooth SIG, 321
BOC (see Bell Operating Company)
Body, HTML tag, 625
Border gateway protocol, 432, 479–484
Botnet, 16, 628
Boundary router, 477
BPSK (see Binary Phase Shift Keying)
Bridge, 332–342

backward learning, 335–336
compared to other devices, 340–342
learning, 334–337
spanning tree, 337–340
use, 332–333

Broadband, 63, 147–151
Broadband wireless, 312–320
Broadcast control channel, 173
Broadcast network, 17
Broadcast routing, 380–382
Broadcast storm, 344, 583
Broadcasting, 17, 283
Browser, 648

extension, 859–860
helper application, 654
plug-in, 653–654, 859

BSC (see Base Station Controller)
Bucket, leaky, 397
Bucket brigade attack, 835
Buffering, 222, 238, 290, 341
Bundle, delay-tolerant network, 601
Bundle protocol, 603–605
Bursty traffic, 407
Bush, Vannevar, 647
Business application, 3
Byte stream, reliable, 502
Byte stuffing, 198

C

CA (see Certification Authority)
Cable headend, 23, 63, 179
Cable Internet, 180–182
Cable modem, 63, 183–185, 183–195
Cable modem termination system, 63, 183
Cable television, 179–186
Cache

ARP 468–469
DNS, 620–622, 848–850
poisoned, 849
Web, 656, 690–692

Caesar cipher, 769
Call management, 169
Capacitive coupling, 129
Capacity, channel, 94
CAPTCHA, 16
Care-of address, 387
Carnivore, 15
Carrier extension, Ethernet, 294
Carrier sense multiple access, 72, 266–269

1-persistent, 266
collision detection, 268–269
nonpersistent, 267
p-persistent, 267

Carrier sensing, 260
Carrier-grade Ethernet, 299
Cascading style sheet, 670–672
Category 3 wiring, 96
Category 5 wiring, 96
Category 6 wiring, 96
Category 7 wiring, 96
CCITT (see International Telecommunication Union)
CCK (see Complementary Code Keying)
CD (see Committee Draft)
CDM (see Code Division Multiplexing)
CDMA (see Code Division Multiple Access)
CDMA2000, 175
CDN (see Content Delivery Network)
Cell, mobile phone, 167, 249
Cell phone, 165

first generation, 166–170
second generation, 170–174
third generation, 65–69, 174–179

Cellular base station, 66
Cellular network, 65
Certificate

cryptographic, 807–809
X.509, 809–810
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Certificate revocation list, 813
Certification authority, 807
Certification path, 812
CGI (see Common Gateway Interface)
Chain of trust, 812
Challenge-response protocol, 828
Channel

access grant, 174
broadcast control, 173
common control, 174
dedicated control, 174
erasure, 203
multiaccess, 257
paging, 174
random access, 174, 257

Channel allocation, 258–261
dynamic, 260–261

Channel capacity, 94
Channel-associated signaling, 155
Checksum, 211

CRC, 210
Fletcher’s, 212

Chip sequence, CDMA, 136
Choke packet, 399–400
Choked peer, BitTorrent, 752
Chord, 754–757

finger table, 756
key, 754

Chosen plaintext attack, 769
Chromatic dispersion, 103
Chrominance, video, 706
Chunk, BitTorrent, 751
CIDR (see Classless InterDomain Routing)
Cintent delivery network, 743–748
Cipher, 766

AES, 783–787
Caesar, 769
monoalphabetic substitution, 770
Rijndael, 784–787
substitution, 767–770
symmetric-key, 778–787
transposition, 771–772

Cipher block chaining mode, 788–789
Cipher feedback mode, 789–790
Cipher modes, 787–792
Ciphertext, 767
Ciphertext-only attack, 769
Circuit, 35

virtual, 249
Circuit switching, 161–162

Clark, David, 51, 81
Class A network, 450
Class B network, 450
Class C network, 450
Class-based routing, 421
Classful addressing, IP, 449–451
Classic Ethernet, 21, 280, 281–288
Classless interdomain routing, 447–449
Clear to send, 279
Click fraud, 697
Client, 4
Client side on the Web, 649–652
Client side dynamic Web page generation, 676–678
Client side on the Web, 649–652
Client stub, 544
Client-server model, 4
Clipper chip, 861
Clock recovery, 127–129
Cloud computing, 672
CMTS (see Cable Modem Termination System)
Coaxial cable, 97–98
Code, cryptographic, 766
Code division multiple access, 66, 108, 135, 170
Code division multiplexing, 135–138
Code rate, 204
Code signing, 858
Codec, 153
Codeword, 204
Collision, 260
Collision detection, CSMA, 268–269
Collision domain, 289
Collision-free protocol, 269–273
Combing, visual artifact, 705
Committee draft, 79
Common control channel, 174
Common gateway interface, 674
Common-channel signaling, 155
Communication medium, 5
Communication satellite, 116–125
Communication security, 813–827
Communication subnet, 24
Community antenna television, 179–180
Companding, 154
Comparison of the OSI and TCP/IP

models, 49–51
Complementary code keying, 302
Compression

audio, 701–704
header, 593–595
video, 706–712
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Computer, wearable, 13
Computer network (see Network)
Conditional GET, HTTP, 691
Confidentiality, 35
Congestion, network, 35, 392–404
Congestion avoidance, 398
Congestion collapse, 393

TCP, 572
Congestion control

convergence, 534–535
network layer, 392–404
provisioning, 395
TCP, 571–581

Congestion window, TCP, 571
Connection, HTTP, 684–686
Connection establishment, 512–517

TCP, 560–562
Connection management, TCP, 562–565
Connection release, 517–522

TCP, 562
Connection reuse, HTTP, 684
Connection-oriented service, 35–38, 359–361

implementation, 359–361
Connectionless service, 35–38, 358–359

implementation, 358–359
Connectivity, 6, 11
Constellation, 146
Constellation diagram, 131
Constraint length, 207
Contact, delay-tolerant network, 601
Content and Internet traffic, 7360738
Content delivery network, 743–748
Content distribution, 734–757
Content transformation, 694
Contention system, 262
Continuous media, 699
Control channel, broadcast, 173
Control law, 536
Convergence, 372

congestion control, 534–535
Convolutional code, 207
Cookie, 15

SYN, 561
Web, 658–662

Copyright, 867–869
Cordless telephone, 165
Core network, 66
Core-based tree, 384
Count-to-infinity problem, 372–373
Counter mode, 791–792

Crash recovery, 527–530
CRC (see Cyclic Redundancy Check)
Critique of OSI and TCP/IP, 51–53
CRL (see Certificate Revocation List)
Cross-correlation, 176
Cryptanalysis, 768, 792–793

differential, 792–793
linear, 793

Cryptographic certificate, 807–809
Cryptographic key, 767
Cryptographic principles, 776–778
Cryptographic round, 780
Cryptography, 766–797

AES, 312
certificate, 807–809
ciphertext, 767
DES, 780–784
Kerckhoff’s principle, 768
key, 767
one-time pad, 772–773
P-box, 779
plaintext, 767
public-key, 793–797
quantum, 773–776
Rijndael, 312
S-box, 779
security by obscurity, 768
symmetric-key, 778–793
triple DES, 782–783
vs. code, 766
work factor, 768

Cryptology, 768
CSMA (see Carrier Sense Multiple Access)
CSMA with collision avoidance, 303
CSMA with collision detection, 268
CSMA/CA (see CSMA with Collision

Avoidance)
CSMA/CD (see CSMA with Collision

Detection)
CSNET, 59
CSS (see Cascading Style Sheet)
CTS (see Clear To Send)
CubeSat, 123
Cumulative acknowledgement, 238, 558

TCP, 568
Custody transfer, delay-tolerant network, 604
Cut-through switching, 36, 336
Cybersquatting, 614
Cyclic redundancy check, 212
Cypherpunk remailer, 862
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D

D-AMPS (see Digital Advanced Mobile
Phone System)

DAC (see Digital-to-Analog Converter)
Daemen, Joan, 784
Daemon, 554
DAG (see Directed Acyclic Graph)
Data center, 64
Data delivery service, IEEE 802.11, 312
Data encryption standard, 780–784
Data frame, 43
Data link layer, 43, 193–251

bit stuffing, 199
byte stuffing, 197
design issues, 194–215
elementary protocols, 215–244
example protocols, 244–250
sliding window protocols, 226–244
stop-and-wait protocol, 222–223

Data link layer switching, 332–349
Data link protocol, 215–250

ADSL, 248–250
elementary, 215–244
examples, 215–250
packet over SONET, 245–248
sliding window, 226–244
stop-and-wait, 222–223

Data over cable service interface specification, 183
Datagram, 37, 358
Datagram congestion control protocol, 503
Datagram network, 358
Datagram service, comparison with VCs, 361–362
Davies, Donald, 56
DB (see Decibel)
DCCP (see Datagram Congestion Controlled

Protocol)
DCF (see Distributed Coordination Function)
DCF interframe spacing, 308
DCT (see Discrete Cosine Transformation)
DDoS attack (see Distributed Denial of Service

attack)
De facto standard, 76
De jure standard, 76
Decibel, 94, 699
Decoding, audio, 701
Dedicated control channel, 174
Deep Web, 696
Default gateway, 469
Default-free zone, 446

Deficit round robin, 414
Delay, queueing, 164
Delay-tolerant network, 599–605

architecture, 600–603
custody transfer, 604
protocol, 603–605

Delayed acknowledgement, TCP, 566
Demilitarized zone, 819
Denial of service attack, 820

distributed, 821–822
Dense wavelength division multiplexing, 160
DES (see Data Encryption Standard)
Design issues

data link layer, 194–202
fast networks, 586–590
network, 33–35
network layer, 355–362
transport layer, 507–530

Designated router, 375, 478
Desktop sharing, 5
Destination port, 453–454
Device driver, 215
DHCP (see Dynamic Host Configuration Protocol)
DHT (see Distributed Hash Table)
Diagonal basis, in quantum cryptography, 774
Dial-up modem, 62
Dialog control, 44
Differential cryptanalysis, 792–793
Differentiated service, 421–424, 440, 458
Diffie-Hellman protocol, 833–835
DIFS (see DCF InterFrame Spacing)
Digital advanced mobile phone system, 170
Digital audio, 699–704
Digital Millennium Copyright Act, 14, 868
Digital modulation, 125
Digital signature, 797–806
Digital signature standard, 800
Digital subscriber line, 62, 147–151
Digital subscriber line access multiplexer, 62, 150
Digital video, 704–712
Digital-to-analog converter, 700
Digitizing voice signals, 153–154
Digram, 770
Dijkstra, Edsger, 367
Dijkstra’s algorithm, 369
Direct acyclic graph, 365
Direct sequence spread spectrum, 108
Directed acyclic graph, 365
Directive, HTML, 663
Directory, PKI, 812
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DIS (see Draft International Standard)
Disassociation, IEEE 802.11, 311
Discovery, path MTU, 556
Discrete cosine transformation, MPEG, 707
Discrete multitone, 148
Dispersion, chromatic, 103
Disposition, message, 628
Disruption-tolerant network, 600
Distance vector multicast routing protocol, 383
Distance vector routing, 370–378
Distortion, 700
Distributed coordination function, 304
Distributed denial of service attack, 821–822
Distributed Hash Table, 753–757
Distributed system, 2
Distribution service, IEEE 802.11, 311
Distribution system, 299
DIX Ethernet standard, 281, 283
DMCA (see Digital Millennium Copyright Act)
DMCA takedown notice, 14
DMT (see Discrete MultiTone)
DMZ (see DeMilitarized Zone)
DNS (see Domain Name System)
DNS Name Space, 612–616
DNS spoofing, 848–850
DNSsec (see Domain Name System security)
DOCSIS (see Data Over Cable Service

Interface Specification)
Document object model, 679
DOM (see Document Object Model)
Domain

collision, 289
frequency, 133

Domain Name System, 59, 611–623
authoritative record, 620–622
cybersquatting, 614
domain resource record, 616–619
name server, 619–623
name space, 613
registrar, 613
resource record, 616–619
reverse lookup, 617
spoofing, 851
top-level domain, 613
zone, 851–852

DoS attack (see Denial of Service attack)
Dot com era, 647
Dotted decimal notation, 443
Downstream proxy, 742
Draft International Standard, 79

Draft standard, 82
DSL (see Digital Subscriber Line)
DSLAM (see Digital Subscriber Line Access

Multiplexer)
DTN (see Delay-Tolerant Network)
Duplicate acknowledgement, TCP, 577
DVMRP (see Distance Vector Multicast

Routing Protocol)
DWDM (see Dense Wavelength Division

Multiplexing)
Dwell time, 324
Dynamic channel allocation, 260–261
Dynamic frequency selection, 312
Dynamic host configuration protocol, 470
Dynamic HTML, 676
Dynamic page, Web, 649
Dynamic routing, 364
Dynamic Web page, 649, 672–673
Dynamic Web page generation

client side, 676–678
server side, 673–676

E

E-commerce, 6, 9
E-mail (see Email)
E1 line, 155
EAP (see Extensible Authentication Protocol)
Early exit, 484
ECB (see Electronic Code Book mode)
ECMP (see Equal Cost MultiPath)
ECN (see Explicit Congestion Notification)
EDE (see Encrypt Decrypt Encrypt mode)
EDGE (see Enhanced Data rates for GSM Evolution)
EEE (see Encrypt Encrypt Encrypt mode)
EIFS (see Extended InterFrame Spacing)
Eisenhower, Dwight, 56
Electromagnetic spectrum, 105–109, 111–114
Electronic code book mode, 787–788
Electronic commerce, 6
Electronic mail (see Email)
Electronic product code, 327
Elephant flow, 737
Email, 5, 623–646

architecture and services, 624–626
authoritative record, 620
base64 encoding, 634
body, 625
cached record, 620

Patent Owner Centripetal Networks, Inc. - Ex. 2008, p. 150



INDEX 913

Email (continued)
envelope, 625
final delivery, 643
IMAP, 644–645
mail server, 624
mail submission, 641
mailbox, 625
message format, 630
message transfer, 624, 637–643, 642
MIME, 633
name resolution, 620
open mail relay, 642
POP3, 644
quoted-printable encoding, 634
signature block, 629
simple mail transfer protocol, 625
transfer agent, 624–625
user agent, 624, 626
vacation agent, 629
Webmail, 645–646
X400, 629

Email header, 625
Email reader, 626
Email security, 841–846
Emoticon, 623
Encapsulating security payload, 817
Encapsulation, packet, 387
Encoding, 4B/5B, 292

audio, 701–704
video, 706–712
Ethernet 4B/5B, 292
Ethernet 8B/10B, 295
Ethernet 64B/66B, 297

Encrypt decrypt encrypt mode, 782
Encrypt encrypt encrypt mode, 782
Encryption, link, 765
End office, 140
End-to-end argument, 357, 523
Endpoint, multiplexing, 527
Enhanced data rates for GSM evolution, 178
Enterprise network, 19
Entity, transport, 496
Envelope, 625
EPC (see Electronic Product Code)
EPON (see Ethernet PON)
Equal cost multipath, 476
Erasure, 716
Erasure channel, 203
Error control, 200–201

transport layer, 522–527

Error correction, 34
Error detection, 33
Error syndrome, 207
Error-correcting code, 204–209
Error-detecting code, 209–215
ESMTP (see Extended SMTP)
ESP (see Encapsulating Security

Payload)
Eternity service, 864
Ethernet, 20, 280–299

10-gigabit, 296–297
100Base-FX, 292
100Base-T4, 292
1000Base-T, 295–296
Base-T, 295–296
carrier-grade, 299
classic, 21, 281–288
DIX, 281, 283
fast, 290–293
gigabit, 293–296
MAC sublayer, 280–299
promiscuous mode, 290
retrospective, 298–299
switched, 20, 288–290

Ethernet carrier extension, 294
Ethernet encoding

4B/5B, 292
64B/66B, 297
8B/10B, 295

Ethernet frame bursting, 294
Ethernet header, 282
Ethernet hub, 288
Ethernet jumbo frame, 296
Ethernet performance, 286–288
Ethernet PON, 151–152
Ethernet port, 20
Ethernet switch, 20, 289
EuroDOCSIS, 183
EWMA (see Exponentially Weighted Moving

Average)
Expedited forwarding, 422–423
Explicit congestion notification, 400
Exponential decay, 738
Exponentially weighted moving average, 399, 570
Exposed terminal problem, 278–280
Extended hypertext markup language, 681
Extended interframe spacing, 309
Extended SMTP, 639
Extended superframe, 154
Extensible authentication protocol, 824
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Extensible markup language, 680
Extensible stylesheet language transformation, 681
Extension header, IPv6, 461–463
Exterior gateway protocol, 431, 474

F

Facebook, 8
Fair queueing, 412
Fair use doctrine, 869
Fast Ethernet, 290–293
Fast network, design, 586–590
Fast recovery, TCP, 578
Fast retransmission, TCP, 577
Fast segment processing, 590–593
FCFS (see First-Come First-Served packet

scheduling)
FDD (see Frequency Division Duplex)
FDDI (see Fiber Distributed Data Interface)
FDM (see Frequency Division Multiplexing)
FEC (see Forwarding Equivalence Class)
FEC (see Forward Error Correction)
FEC (see Forwarding Equivalence Class)
Fiber distributed data interface, 272
Fiber node, 180
Fiber optics, 99–105

compared to copper wire, 104–105
Fiber to the home, 63, 100, 151
Fibre channel, 298
Field, video, 705
FIFO (see First-In First-Out packet scheduling)
File transfer protocol, 455, 623
Filtering, ingress, 487
Final delivery, email, 643
Finger table, Chord, 756
Firewall, 818–821

stateful, 819
First-come first-served packet scheduling, 412
First-generation mobile phone network, 166–170
First-in first-out packet scheduling, 412
Fixed wireless, 11
Flag byte, 198
Flash crowd, 747, 748
Fletcher’s checksum, 212
Flooding algorithm, 368–370
Flow control, 35, 201–202

transport layer, 522–527

Flow specification, 416
Footprint, satellite, 119
Forbidden region, 514–515
Foreign agent, 388, 487
Form, Web, 667–670
Forward error correction, 203, 715
Forwarding, 363

assured, 423–424
expedited, 422–423

Forwarding algorithm, 27
Forwarding equivalence class, 472
Fourier analysis, 90
Fourier series, 90
Fourier transform, 135, 702
Fragment

frame, 307
packet, 433

Fragmentation, packet, 432–436
Frame, 194

acknowledgement, 43
beacon, 307
data, 43

Frame bursting, Ethernet, 294
Frame fragment, 307
Frame header, 218
Frame structure

Bluetooth, 325–327
IEEE 802.11, 309–310
IEEE 802.16, 319–320

Framing, 197–201
Free-rider, BitTorrent, 752
Free-space optics, 114
Freedom of speech, 863–865
Frequency, electromagnetic spectrum, 106
Frequency division duplex, 169, 317
Frequency division multiplexing, 132–135
Frequency hopping, Bluetooth, 324
Frequency hopping spread spectrum, 107
Frequency masking, psychoacoustics, 703
Frequency reuse, 65
Frequency selection, dynamic, 312
Frequency shift keying, 130
Freshness of messages, 778
Front end, Web server, 739
FSK (see Frequency Shift Keying)
FTP (see File Transfer Program)
FttH (see Fiber to the Home)
Full-duplex link, 97
Future of TCP, 581–582
Fuzzball, 59
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G

G.711 standard, 728
G.dmt, 149
G.lite, 150
Gatekeeper, multimedia, 728
Gateway, 28

application level, 819
default, 469
media, 68
multimedia, 728

Gateway GPRS support node, 68
Gateway mobile switching center, 68
Gen 2 RFID, 327–331
General packet radio service, 68
Generator polynomial, 213
GEO (see Geostationary Earth Orbit)
Geostationary earth orbit, 117
Geostationary satellite, 117
GGSN (see Gateway GPRS Support Node)
Gigabit Ethernet, 293–296
Gigabit-capable PON, 151
Global Positioning System, 12, 121
Global system for mobile communication, 65,

170–174
Globalstar, 122
Gmail, 15
GMSC (see Gateway Mobile Switching Center)
Go-back-n protocol, 232–239
Goodput, 393, 531
GPON (see Gigabit-capable PON)
GPRS (see General Packet Radio Service)
GPS (see Global Positioning System)
Gratuitous ARP, 469, 487
Gray, Elisha, 139
Gray code, 132 Group, 153
Group, telephone hierarchy, 153
GSM (see Global System for Mobile

communication)
Guard band, 133
Guard time, 135
Guided transmission media, 85–105, 95–105

H

H.225 standard, 729
H.245 standard, 729
H.264 standard, 710

H.323
compared to SIP, 733–734
standard, 728–731

Half-duplex link, 97
Hamming code, 206–207
Hamming distance, 205
Handoff, 68–69, 168

hard, 178
soft, 178

Handover (see Handoff)
Hard-decision decoding, 208
Harmonic, 90
Hashed message authentication code, 817
HDLC (see High-level Data Link Control)
HDTV (see High-Definition TeleVision)
Headend, cable, 63, 179
Header, 625

email, 625
Ethernet, 282
IPv4, 439–442
IPv6, 458–463
IPv6 extension, 461–463
packet, 31
TCP segment, 557–560

Header compression, 593–595
robust, 594

Header prediction, 592
Helper application, browser, 654
Hertz, 106
Hertz, Heinrich, 106
HF RFID, 74
HFC (see Hybrid Fiber Coax)
Hidden terminal problem, 278
Hierarchical routing, 378–380
High-definition television, 705
High-level data link control, 199, 246
High-water mark, 719
History of the Internet, 54–61
HLR (see Home Location Register)
HMAC (see Hashed Message Authentication Code)
Home agent, 387, 486
Home location, 386
Home location register, 171
Home network, 6–10
Home subscriber server, 69
Hop-by-hop backpressure, 400–401
Host, 23

mobile, 386
Host design for fast networks, 586–590
Hosting, 64
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Hot-potato routing, 484
Hotspot, 11
HSS (see Home Subscriber Server)
HTML(see HyperText Markup Language)
HTTP (see HyperText Transfer Protocol)
HTTPS (see Secure HyperText Transfer Protocol)
Hub, 340–342

compared to bridge and switch, 340–342
Ethernet, 288
satellite, 119

Hybrid fiber coax, 180
Hyperlink, 648
Hypertext, 647
Hypertext markup language, 663–670

attribute, 664
directive, 663
tag, 663–666

Hypertext transfer protocol, 45, 649, 651, 683–693
conditional get, 691
connection, 684–686
connection reuse, 684
method, 686–688
parallel connection, 686
persistent connection, 684
scheme, 650
secure 853

Hz (see Hertz)

I

IAB (see Internet Activities Board)
ICANN (see Internet Corporation for Assigned

Names and Number)
ICMP (see Internet Control Message Protocol)
IDEA (see International Data Encryption

Algorithm)
IEEE 802.11, 19, 299–312

architecture, 299–301
association, 311
authentication, 311
comparison with IEEE 802.16, 313–314
data delivery service, 312
disassociation, 311
distribution service, 311
frame structure, 309–310
integration service, 312
MAC sublayer, 299–312
MAC sublayer protocol, 303–309

IEEE 802.11 (continued)
physical layer, 301–303
privacy service, 312
procotol stack, 299–301
reassociation, 311
security, 823–826
services, 311–312
transmit power control, 312

IEEE 802.11a, 302
IEEE 802.11b, 17, 301–302
IEEE 802.11g, 203
IEEE 802.11i, 823
IEEE 802.11n, 302–303
IEEE 802.16, 179, 313–320

architecture, 314–315
comparison with IEEE 802.11, 313–314
frame structure, 319–320
MAC sublayer protocol, 317–319
physical layer, 316–317
protocol stack, 314–315
ranging, 317

IEEE 802.1Q, 346–349
IEEE 802.1X, 824
IEEE(see Institute of Electrical and Electronics

Engineers)
IETF (see Internet Engineering Task Force)
IGMP (see Internet Group Management Protocol)
IKE (see Internet Key Exchange)
IMAP (see Internet Message Access Protocol
IMP (see Interface Message Processor)
Improved mobile telephone system, 166
IMT-2000, 174–175
IMTS (see Improved Mobile Telephone System)
In-band signaling, 155
Industrial, scientific, medical bands, 70, 112
Inetd, 554
Infrared Data Association, 114
Infrared transmission, 114
Ingress filtering, 487
Initial connection protocol, 511
Initialization vector, 788
Input form, Web, 667–670
Instant messaging, 8
Institute of Electrical and Electronics Engineers, 79
Integrated services, 418–421
Integration service, IEEE 802.11, 312
Intellectual property, 867
Interdomain protocol, 431
Interdomain routing, 474
Interexchange carrier, 143
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Interface, 30
air, 66, 171

Interface message processor, 56–57
Interior gateway protocol, 431, 474
Interlacing, video, 705
Interleaving, 716
Internal router, 476
International data encryption algorithm, 842
International Mobile Telecommunication-2000,

174–175
International Standard, 78–79
International Standard IS-95, 170
International Standards Organization, 78
International Telecommunication Union, 77
Internet, 2, 28

architecture, 61–64
backbone, 63
cable, 180–182
control protocols, 465–470
daemon, 554
history, 54–61
interplanetary, 18
key exchange, 815
message access protocol, 644–645
multicasting, 484–488
protocol version 4, 439–455
protocol version 6, 455–465
radio, 721
TCP/IP layer, 46–47

Internet Activities Board, 81
Internet Architecture Board, 81
Internet control message protocol, 47
Internet Corporation for Assigned Names

and Numbers, 444, 612
Internet Engineering Task Force, 81
Internet exchange point, 63, 480
Internet group management protocol, 485
Internet over cable, 180–182
Internet protocol (IP), 47, 438–488

CIDR, 447–449
classful addressing, 449–451
control, 465–470
control message, 47
control protocols, 465–470
dotted decimal notation, 443
group management, 485
IP addresses, 442–455
message access, 644–645
mobile, 485–488
subnet, 444–446

Internet protocol (continued)
version 4, 439–442
version 5, 439
version 6, 455–465
version 6 controversies, 463–465
version 6 extension headers, 461–463
version 6 main header, 458–461

Internet protocol version 4, 439–455
Internet protocol version 6, 455–465
Internet Research Task Force, 81
Internet service provider, 26, 62
Internet Society, 81
Internet standard, 82
Internet telephony, 698, 725
Internetwork, 25, 28–29, 424–436
Internetwork routing, 431–432
Internetworking, 34, 424–436

network layer, 19, 424–436
Internetworking network layer, 424–436
Interoffice trunk, 141
Interplanetary Internet, 18
Intradomain protocol, 431
Intradomain routing, 474
Intranet, 64
Intruder, security, 767
Inverse multiplexing, 527
IP (see Internet protocol)
IP address, 442–455

CIDR, 447–449
classful, 449–451
NAT, 451–455
prefix, 443–444

IP security, 814–818
transport mode, 815
tunnel mode, 815

IP telephony, 5
IP television, 9, 721
IPsec (see IP security)
IPTV (see IP TeleVision)
IPv4 (see Internet Protocol, version 4)
IPv5 (see Internet Protocol, version 5)
IPv6 (see Internet Protocol, version 6)
IrDA (see Infrared Data Association)
Iridium, 121
IRTF (see Internet Research Task Force)
IS (see International Standard)
IS-95, 170
IS-IS, 378, 474
ISAKMP (see Internet Security Association and

Key Management Protocol)
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ISM (see Industrial, Scientific, Medical bands)
ISO (see International Standards Organization)
ISP (see Internet Service Provider)
ISP network, 26
Iterative query, 622
ITU (see International Telecommunication Union)
IV (see Initialization Vector)
IXC (see IntereXchange Carrier)
IXP (see Internet eXchange Point)

J

Java applet security, 857–858
Java virtual machine, 678
Java Virtual Machine, 857
JavaScript, 676, 859
Javaserver page, 675
Jitter, 406, 698
Jitter control, 550–552
Joint photographic experts group, 706
JPEG (see Joint Photographic Experts Group)
JPEG standard, 706–709
JSP (see JavaServer Page)
Jumbo frame, Ethernet, 296
Jumbogram, 462
JVM (see Java Virtual Machine)

K

Karn’s algorithm, 571
KDC (see Key Distribution Center)
Keepalive timer, TCP, 571
Kepler’s Law, 116
Kerberos, 838–840

realm, 840
Kerckhoff’s principle, 768
Key

Chord, 754
cryptographic, 767

Key distribution center, 807, 828
authentication using, 835–836

Key escrow, 861
Keystream, 790
Keystream reuse attack, 791
Known plaintext attack, 769

L

L2CAP (see Logical Link Control Adaptation
Protocol)

Label edge router, 472
Label switched router, 472
Label switching, 360, 470–474
Lamarr, Hedy, 107–108
LAN (see Local Area Network)
LAN, virtual, 21
LATA (see Local Access and Transport Area)
Layer

application, 45, 47–48, 611–758
data link, 193–251
IEEE 802.11 physical, 301–303
IEEE 802.16 physical, 316–317
network, 29, 355–489
physical, 89–187
session, 44–45
transport, 44, 495–606

LCP (see Link Control Protocol)
LDPC (see Low-Density Parity Check)
Leaky bucket algorithm, 397, 407–411
Learning bridge, 334–337
LEC (see Local Exchange Carrier)
Leecher, BitTorrent, 752
LEO (see Low-Earth Orbit satellite)
LER (see Label Edge Router)
Level, network, 29
Light transmission, 114–116
Limited-contention protocol, 274–277
Line code, 126
Linear code, 204
Linear cryptanalysis, 793
Link

asynchronous connectionless, 325
Bluetooth, 324
full-duplex, 97
half-duplex, 97
synchronous connection-oriented, 325

Link control protocol, 245
Link encryption, 765
Link layer

Bluetooth, 324–325
TCP/IP. 46

Link state routing, 373–378
Little-endian computer, 429
LLC (see Logical Link Control)
Load balancing, Web server, 740
Load shedding, 395, 401–403
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Load-shedding policy
milk, 401
wine, 401

Local access and transport area, 142
Local area network, 19

virtual, 342–349
Local central office, 21
Local exchange carrier, 142
Local loop, 140, 144–152
Local number portability, 144
Logical link control, 283, 310
Logical link control adaptation protocol, 323
Long fat network, 595–599
Long-term evolution, 69, 179, 314
Longest matching prefix algorithm, 448
Lossless audio compression, 701
Lossy audio compression, 701
Lottery algorithm, 112
Low-density parity check, 209
Low-earth orbit satellite, 121, 121–123
Low-water mark, 718
LSR (see Label Switched Router)
LTE (see Long Term Evolution)
Luminance, video, 706

M

M-commerce, 12
MAC (see Medium Access Control)
MAC sublayer protocol, 303–309, 317–319

IEEE 802.11, 303–309
IEEE 802.16, 317–319

MACA (see Multiple Access with Collision
Avoidance)

Macroblock, MPEG, 711
Magnetic media, 95–96
MAHO (see Mobile Assisted HandOff)
Mail server, 624
Mail submission, 624, 637, 641
Mailbox, 625
Mailing list, 625
Maintenance, route, 391–392
MAN (see Metropolitan Area Network)
Man-in-the-middle attack, 835
Manchester encoding, 127
MANET (see Mobile Ad hoc NETwork)
Markup language, 663, 680
Marshaling parameters, 544

Max-min fairness, 532–534
Maximum segment size, TCP, 559
Maximum transfer unit, 433, 556
Maximum transmission unit path, 433
Maxwell, James Clerk, 105
MCI, 110
MD5, 804–807
Measurements of network performance, 584–586
Media gateway, 68
Medium access control sublayer, 43, 257–350,

320–327
Bluetooth, 320–327
broadband wireless, 312–320
channel allocation, 258–261
Ethernet, 280–299
IEEE 802.11, 299–312
multiple access protocols, 261–280
wireless LANs, 299–312

Medium-earth orbit satellite, 121
MEO (see Medium-Earth Orbit Satellite)
Merkle, Ralph, 796
Message digest, 800–801
Message disposition, 628
Message format, 630
Message header, 688–690
Message integrity check, 825
Message switching, 600
Message transfer, 637–643, 642
Message transfer agent, 624
Metafile, 714
Metcalfe, Robert, 6
Method, HTTP, 686–688
Metric units, 82–83
Metropolitan area network, 23
MFJ (see Modified Final Judgment)
MGW (see Media GateWay)
MIC (see Message Integrity Check)
Michelson-Morley experiment, 281
Microcell, 168
Microwave transmission, 110–114
Middlebox, 740
Middleware, 2
Milk, load-shedding policy, 401
MIME (see Multipurpose Internet Mail Extension)
MIME type, 652–655
MIMO (see Multiple Input Multiple Output)
Minislot, 184
Mirroring a Web site, 744
Mobile ad hoc network, 389–392
Mobile assisted handoff, 174
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Mobile code security, 857–860
Mobile commerce, 12
Mobile host, 386

routing, 386–389
Mobile Internet protocol, 485–488
Mobile IP protocol, 485–488
Mobile phone, 164–179
Mobile phone system

first-generation, 166–170
second-generation, 170–174
third-generation, 65–69, 174–179

Mobile switching center, 68, 168
Mobile telephone, 164–179
Mobile telephone switching office, 168
Mobile telephone system, 164–179
Mobile user, 10–13
Mobile Web, 693–695
Mobile wireless, 11
Mockapetris, Paul, 52
Modem, 145

cable, 63, 183–195
dial-up, 62
V.32, 146
V.34, 146
V.90, 147

Modified final judgment, 142
Modulation, 130–132

amplitude shift keying, 130–131
BPSK, 302
digital, 125
discrete multitone, 149
frequency shift keying, 130–131
phase shift keying, 130–131
pulse code, 153
quadrature phase shift keying, 131
trellis coded, 146

Monoalphabetic substitution cipher, 770
MOSPF (see Multicast OSPF)
Motion picture experts group, 709
Mouse, 737
Mouse flow, 737
MP3, 702
MP4, 702
MPEG (see Motion Picture Experts Group)
MPEG compression, 709–712

frame types, 712
MPEG-1, 710
MPEG-2, 710
MPEG-4, 710

MPEG standards, 709–710

MPLS (see MultiProtocol Label Switching)
MSC (see Mobile Switching Center)
MSS (see Maximum Segment Size)
MTSO (see Mobile Telephone Switching Office)
MTU (see Maximum Transfer Unit)
Mu law, 700
Mu-law, 153
Multiaccess channel, 257
Multiaccess network, 475
Multicast OSPF, 383
Multicast routing, 382, 382–385
Multicasting, 17, 283, 382

Internet, 484–488
Multidestination routing, 380
Multihoming, 481
Multihop network, 75
Multimedia, 697–734, 699

Internet telephony, 728–734
jitter control, 550–552
live streaming, 721–724
MP3, 702–704
RTSP, 715
streaming audio, 699–704
video on demand, 713–720
videoconferencing, 725–728
voice over IP, 728–734

Multimode fiber, 101
Multipath fading, 70, 111
Multiple access protocol, 261–280
Multiple access with collision avoidance, 279
Multiple input multiple output, 303
Multiplexing, 125, 152–160

endpoint, 527
inverse, 527
statistical, 34

Multiprotocol label switching, 357, 360, 471–474
Multiprotocol router, 429
Multipurpose internet mail extension, 632–637
Multithreaded Web server, 656
Multitone, discrete, 148
Mutlimedia, streaming video, 704–712

N

Nagle’s algorithm, 566
Name resolution, 620
Name server, 619–623
Naming (see Addressing)
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Naming, secure, 848–853
NAP (see Network Access Point)
NAT (see Network Address Translation)
NAT box, 453
National Institute of Standards and Technology,

79, 783
National Security Agency, 782
NAV (see Network Allocation Vector)
NCP (see Network Control Protocol)
Near field communication, 12
Needham-Schroeder authentication, 836–838
Negotiation protocol, 35
Network

ad hoc, 70, 299, 389–392
ALOHA, 72
broadcast, 17
cellular, 65
delay-tolerant, 599–605
enterprise, 19
first-generation mobile phone, 166–170
home, 6–10
local area, 19
metropolitan area, 23
multiaccess, 475
multihop, 75
passive optical, 151
peer-to-peer, 7
performance, 582–599
personal area, 18
point-to-point, 17
power-line, 10, 22
public switched telephone, 68, 139
scalable, 34
second-generation mobile phone, 170–174
sensor, 13, 73–75
social, 8
stub, 481
third-generation mobile phone, 65–69, 174–179
uses, 3–16
virtual circuit, 358
virtual private, 4, 26
wide area, 23

Network accelerator, 215
Network access point, 60–61
Network address translation, 452–455
Network allocation vector, 305
Network architecture, 31
Network control protocol, 245
Network design issues, 33–35
Network hardware, 17–29

Network interface card, 202, 215
Network interface device, 149
Network layer, 43–44, 355–489

congestion control, 392–404
design issues, 355–362
Internet, 436–488
internetworking, 424–436
quality of service, 404–424
routing algorithms, 362–392

Network neutrality, 14
Network overlay, 430
Network performance measurement, 584–586
Network protocol (see Protocol)
Network service access point, 509
Network service provider, 26
Network software, 29–41
Network standardization, 75–82
NFC (see Near Field Communication)
NIC (see Network Interface Card)
NID (see Network Interface Device)
NIST (see National Institute of Standards and

Technology)
Node B, 66
Node identifier, 754
Non-return-to-zero inverted encoding, 127
Non-return-to-zero modulation, 125
Nonadaptive algorithm, 363–364
Nonce, 824
Nonpersistent CSMA, 267
Nonpersistent Web cookie, 659
Nonrepudiation, 798
Notification, explicit congestion, 400
NRZ (see Non-Return-to-Zero modulation)
NRZI (see Non-Return-to-Zero Inverted encoding)
NSA (see National Security Agency)
NSAP (see Network Service Access Point)
NSFNET, 59–61
Nyquist frequency, 94, 146, 153

O

OFDM (see Orthogonal Frequency Division
Multiplexing)

OFDMA (see Orthogonal Frequency Division
Multiple Access)

One-time pad, 772–773
Onion routing, 863
Open mail relay, 642
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Open shortest path first, 378
Open shortest path first routing, 474–479
Open Systems Interconnection, 41–45

comparison with TCP/IP, 49–51
Open Systems Interconnection,

application layer, 45
critique, 51–53
data link layer, 43
network layer, 43–44
physical layer, 43
presentation layer, 45
reference model, 41–45
session layer, 44–45
transport layer, 44

Optimality principle, 364–365
Organizationally unique identifier, 283
Orthogonal frequency division multiple access, 316
Orthogonal frequency division multiplexing, 71,

133–134, 302
Orthogonal sequence, 136
OSI (see Open Systems Interconnection)
OSPF (see Open Shortest Path First routing)
OSPF(see Open Shortest Path First routing)
OUI (see Organizationally Unique Identifier)
Out-of-band signaling, 155
Overlay, 430

network, 430
Overprovisioning, 404

P

P-box, cryptographic, 779
P-frame, 611–712
P-persistent CSMA, 267
P2P (see Peer-to-peer network)
Packet, 17, 36
Packet encapsulation, 387
Packet filter, 819
Packet fragmentation, 432–436, 433
Packet header, 31
Packet over SONET, 245–248
Packet scheduling, 411–414
Packet switching, 162–164

store-and-forward, 356
Packet train, 736
Page, Web, 647
Paging channel, 174
Pairing, Bluetooth, 320

PAN (see Personal Area Network)
PAR (see Positive Acknowledgement with

Retransmission protocol)
Parallel connection, HTTP, 686
Parameters, marshaling, 544
Parity bit, 210
Parity packet, 716
Passband, 91
Passband signal, 130
Passband transmission, 125, 130–132
Passive optical network, 151
Passive RFID, 73
Passkey, 826
Path,

autonomous system, 481
certification, 812
maximum transmission unit, 433

Path diversity, 70
Path loss, 109
Path maximum transmission unit discovery, 433
Path MTU discovery, 556
Path vector protocol, 481
PAWS (see Protection Against Wrapped

Sequence numbers)
PCF (see Point Coordination Function)
PCM (see Pulse Code Modulation)
PCS (see Personal Communications Service)
Peer, 29, 63
Peer-to-peer network, 7, 14, 735, 748–753

BitTorrent, 750–753
content distribution, 750–753

Peering, 481
Per hop behavior, 421
Perceptual coding, 702
Performance, TCP, 582–599
Performance issues in networks, 582–599
Performance measurements, network, 584–586
Perlman, Radia, 339
Persistence timer, TCP, 571
Persistent and nonpersistent CSMA, 266–268
Persistent connection, HTTP, 684
Persistent cookie, Web, 659
Personal area network, 18
Personal communications service, 170
PGP (see Pretty Good Privacy)
Phase shift keying, 130
Phishing, 16
Phone (see Telephone)
Photon, 774–776, 872
PHP, 674
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Physical layer, 89–187
cable television, 179–186
code division multiplexing, 135–138
communication satellites, 116–125
fiber optics, 99–104
frequency division multiplexing, 132–135
IEEE 802.11, 301–303
IEEE 802.16, 316–317
mobile telephones, 164–179
modulation, 125–135
Open Systems Interconnection, 43
telephone system, 138–164
time division multiplexing, 135
twisted pairs, 96–98
wireless transmission, 105–116

Physical medium, 30
Piconet, Bluetooth, 320
Piggybacking, 226
PIM (see Protocol Independent Multicast)
Ping, 467
Pipelining, 233
Pixel, 704
PKI (see Public Key Infrastructure)
Plain old telephone service, 148
Plaintext, 767
Playback point, 551
Plug-in, browser, 653, 859
Podcast, 721
Poem, spanning tree, 339
Point coordination function, 304
Point of presence, 63, 143
Point-to-point network, 17
Point-to-point protocol, 198, 245
Poisoned cache, 849
Poisson model, 260
Polynomial generator, 213
Polynomial code, 212
PON (see Passive Optical Network)
POP (see Point of Presence)
POP3 (see Post Office Protocol)
Port

destination, 453–454
Ethernet, 20
source, 453
TCP, 553
transport layer, 509
UDP, 542

Portmapper, 510
Positive acknowledgement with retransmision

protocol, 225

Post, Telegraph & Telephone administration, 77
Post office protocol, version 3, 644
POTS (see Plain Old Telephone Service)
Power, 532
Power law, 737
Power-line network, 10, 22, 98–99
Power-save mode, 307
Power-line network, 10, 22
PPP (see Point-to-Point Protocol)
PPP over ATM, 250
PPPoA (see PPP over ATM)
Preamble, 200
Prediction, header,592
Predictive encoding, 548
Prefix, IP address, 443–444
Premaster key, 854
Presentation layer, 45
Pretty good privacy, 842–846
Primitive, service, 38–40
Principal, security, 773
Privacy, 860–861
Privacy amplification, 776
Privacy service, IEEE 802.11, 312
Private key ring, 845
Private network, virtual, 26, 821
Process server, 511
Procotol stack, IEEE 802.11, 299–301
Product cipher, 780
Product code, electronic, 327
Profile, Bluetooth, 321
Progressive video, 705
Promiscuous mode Ethernet, 290
Proposed standard, 81
Protection against wrapped sequence numbers, 516, 560
Protocol, 29

1-bit sliding window, 229–232
adaptive tree walk, 275–277
address resolution, 467–469
address resolution gratuitous, 469
address resolution protocol proxy, 469
authentication protocols, 827–841
BB84, 773
binary countdown, 272–273
bit-map, 270–271
Bluetooth, 322–323
Bluetooth protocol stack, 322–323
border gateway, 432, 479–484
bundle, 603–605
carrier sense multiple access, 266–269
challenge-response, 828
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Protocol (continued)
collision-free, 269–273
CSMA, 266–269
data link, 215–250
datagram congestion control, 503
delay-tolerant network, 603–605
Diffie-Hellman, 833–835
distance vector multicast routing, 383
dotted decimal notation Internet, 443
DVMR, 383
dynamic host configuration, 470
extensible authentication, 824
exterior gateway, 431, 474
file transfer, 455, 623
go-back-n, 232–239
hypertext transfer, 45, 649, 651, 683–693
IEEE 802.11, 299–312
IEEE 802.16, 312–320
initial connection, 511
interdomain, 431
interior gateway, 431, 474
IP, 438–488
intradomain, 431
limited-contention, 274–277
link control, 245
logical link control adaptation, 323
long fat network, 595–599
MAC, 261–280
mobile IP, 485–488
multiple access, 261–280
multiprotocol label switching, 360, 471–474
multiprotocol router, 429
negotiation, 35
network, 29
network control, 245
packet over SONET, 245–248
path vector, 481
point-to-point, 198, 245
POP3, 644
positive acknowledgement with retransmission,

225
real time streaming, 715
real-time, 606
real-time transport, 546–550
relation to services, 40
request-reply, 37
reservation, 271
resource reservation, 418
selective repeat, 239–244
session initiation, 731–735

Protocol (continued)
simple Internet plus, 457
simple mail transfer, 625, 638–641
sliding-window, 226–244, 229–232, 522
SLIP, 245
SOAP, 682
stop-and-wait, 221–226, 522
stream, 503, 527
stream control transmission, 503, 527
subnet Internet, 444–446
TCP (see Transmission Control Protocol)
temporary key integrity, 825
TKIP, 825
token passing, 271–272
transport, 507–530, 541–582
tree walk, 275–277
UDP, 541–552
utopia, 220–222
wireless application, 693
wireless LAN, 277–280

Protocol 1 (utopia), 220–222
Protocol 2 (stop-and-wait), 221–222
Protocol 3 (PAR), 222–226
Protocol 4 (sliding window), 229–232
Protocol 5 (go-back-n), 232–239
Protocol 6 (selective repeat), 239–244
Protocol hierarchy, 29–33
Protocol independent multicast, 385, 485
Protocol layering, 34
Protocol stack, 31–32

Bluetooth, 322–323
H.323, 728–731
IEEE 802.11, 299–301
IEEE 802.16, 314–315
OSI, 41–45
TCP/IP, 45–48

Proxy ARP, 469
Proxy caching, Web, 692
PSK (see Phase Shift Keying)
PSTN (see Public Switched Telephone Network)
Psychoacoustic audio encoding, 702–703
PTT (see Post, Telegraph & Telephone administration)
Public switched telephone network, 68, 138–164, 139
Public-key authentication using, 840–841
Public-key cryptography, 793–797

other algoirhtms, 796–797
RSA, 794–796

Public-key infrastructure, 810–813
directory, 812

Public-key ring, 845
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Public-key signature, 799–800
Pulse code modulation, 153
Pure ALOHA, 262–265
Push-to-talk system, 166

Q

Q.931 standard, 729
QAM (see Quadrature Amplitude Modulation)
QoS (see Quality of Service)
QoS traffic scheduling (see Transmit power control)
QPSK (see Quadrature Phase Shift Keying)
Quadrature amplitude modulation, 132
Quadrature phase shift keying, 131
Quality of service, 35, 404–424, 411–414

admission control, 415–418
application requirements, 405–406
differentiated services, 421–424
integrated services, 418–421
network layer, 404–424
requirements, 405–406
traffic shaping, 407–411

Quality of service routing, 415
Quantization, MPEG, 707
Quantization noise, 700
Quantum cryptography, 773–776
Qubit, 774
Queueing delay, 164
Queueing theory, 259
Quoted-printable encoding, 634

R

RA (see Regional Authority)
Radio access network, 66
Radio frequency identification, 10, 327–332

active, 74
backscatter, 329
generation 2, 327–331
HF, 74
LF, 74
passive 74
UHF, 73–74

Radio network controller, 66
Radio transmission, 109–110
Random access channel, 174, 257

Random early detection, 403–404
Ranging, 184

IEEE 802.16, 317
RAS (see Registration/Admission/Status)
Rate adaptation, 301
Rate anomaly, 309
Rate regulation, sending, 535–539
Real-time audio, 697
Real-time conferencing, 724–734
Real-time protocol, 606
Real-time streaming protocol, 715
Real-time transport protocols, 546–550
Real-time video, 697
Realm, Kerberos, 840
Reassociation, IEEE 802.11, 311
Receiving window, 228
Recovery

clock, 127–129
crash, 527–530
fast, 578

Rectilinear basis, in quantum cryptography, 774
Recursive query, 621
RED (see Random Early Detection)
Redundancy, in quantum cryptography, 777–778
Reed-Solomon code, 208
Reference model, 41–54,

Open Systems Interconnection. 41–45
TCP/IP, 45–51

Reflection attack, 829
Region, in a network, 379
Regional Authority, 811
Registrar, 613
Registration/admission/status, 729
Relation of protocols to services, 40
Relation of services to protocols, 40
Reliable byte stream, 502
Remailer

anonymous, 861–863
cypherpunk, 862

Remote login, 61, 405–406
Remote procedure call, 543–546

marshaling parameters, 544
stubs, 544

Rendezvous point, 384
Repeater, 281, 340–342
Replay attack, 836
Request for comments, 81
Request header, 688
Request to send, 279
Request-reply protocol, 37
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Request-reply service, 37
Reservation protocol, 271
Resilient packet ring, 271, 272
Resolver, 612
Resource record, 616
Resource record set, 851
Resource reservation protocol, 418
Resource sharing, 3
Response header, 688
Retransmission, fast, 577
Retransmission timeout, TCP, 568
Retransmission timer, 570–571
Retrospective on Ethernet, 298–299
Reverse lookup, 617
Reverse path forwarding algorithm, 381, 419
Revocation certificate, 812–813
RFC (see Request For Comments)
RFC 768, 541
RFC 793, 552
RFC 821, 625
RFC 822, 625, 630, 632, 633, 635, 636, 843, 862
RFC 1058, 373
RFC 1122, 553
RFC 1191, 556
RFC 1323, 516, 596
RFC 1521, 634
RFC 1663, 246
RFC 1700, 441
RFC 1939, 644
RFC 1958, 436
RFC 2018, 553
RFC 2109, 659
RFC 2326, 719
RFC 2364, 250
RFC 2410, 814
RFC 2440, 843
RFC 2459, 809
RFC 2535, 851, 853
RFC 2581, 553
RFC 2597, 423
RFC 2615, 247
RFC 2616, 683, 689
RFC 2854, 635
RFC 2883, 560, 580
RFC 2965, 689
RFC 2988, 553, 570
RFC 2993, 455
RFC 3003, 635
RFC 3022, 452
RFC 3023, 635

RFC 3119, 717
RFC 3168, 553, 558, 581
RFC 3174, 804
RFC 3194, 460
RFC 3246, 422
RFC 3261, 731
RFC 3344, 487
RFC 3376, 485
RFC 3390, 574
RFC 3501, 644
RFC 3517, 580
RFC 3550, 549
RFC 3748, 824
RFC 3775, 488
RFC 3782, 580
RFC 3875, 674
RFC 3963, 488
RFC 3986, 652
RFC 4120, 838
RFC 4306, 815
RFC 4409, 642
RFC 4614, 553
RFC 4632, 447
RFC 4838, 601
RFC 4960, 582
RFC 4987, 562
RFC 5050, 603
RFC 5246, 856
RFC 5280, 809
RFC 5321, 625, 633, 639
RFC 5322, 625, 630, 631, 632, 633, 760
RFC 5681, 581
RFC 5795, 595
RFID (see Radio Frequency IDentification)
RFID backscatter, 74
RFID network, 73–75
Rijmen, Vincent, 784
Rijndael, 784–787
Rijndael cipher, 312
Ring

resilient packet, 271
token, 271

Rivest, Ron, 773, 792, 795, 797, 804
Rivest Shamir Adleman algorithm, 794–796
RNC (see Radio Network Controller)
Robbed-bit signaling, 155
Roberts, Larry, 56
Robust header compression, 594
ROHC (see RObust Header Compression)
Root name server, 620
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Routing algorithm, 27, 34, 362, 362–392
ad hoc network, 389–392
adaptive, 364
anycast, 385–386
AODV, 389
Bellman-Ford, 370
broadcast, 380–382
class-based, 421
classless interdomain, 447–449
distance vector multicast protocol, 383
dynamic, 364
hierarchical, 378–380
hot-potato, 484
interdomain, 474
internetwork, 431–432
intradomain, 474
link state, 373–378
mobile host, 386–389
multicast, 382–385
multidestination, 380
network layer, 362–392
onion, 863
OSPF, 464–479
distance vector multicast, 383
quality of service, 415
session, 362
shortest path, 366–368
static, 364
traffic-aware, 395–396
triangle, 388
wormhole, 336

Routing policy, 432
RPC (see Remote Procedure Call)
RPR (see Resilient Packet Ring)
RRSet (see Resource Record Set)
RSA (see Rivest Shamir Adleman algorithm)
RSVP (see Resource reSerVation Protocol)
RTCP (see Real-time Transport Control Protocol)
RTO (see Retransmission TimeOut, TCP)
RTP (see Real-time Transport Protocol)
RTS (see Request To Send)
RTSP (see Real Time Streaming Protocol)
Run-length encoding, 709

S

S-box, cryptographic, 779
S/MIME, 846

SA (see Security Association)
SACK (see Selective ACKnowledgement)
Sandbox, 858
Satellite

communication, 116–125
geostationary, 117
low-earth orbit, 121–123
medium-earth orbit, 121

Satellite footprint, 119
Satellite hub, 119
Sawtooth, TCP, 579
Scalable network, 34
Scatternet, Bluetooth, 320
Scheduling, packet, 411–414
Scheme, HTTP, 650
SCO (see Synchronous Connection Oriented link)
Scrambler, 128
SCTP (see Stream Control Transmission Protocol)
SDH (see Synchronous Digital Hierarchy)
Second-generation mobile phone network, 170–174
Sectored antenna, 178
Secure DNS, 850–853
Secure HTTP, 853
Secure naming, 848–853
Secure pairing bluetooth, 325
Secure simple pairing, Bluetooth, 325
Secure sockets layer, 853–857
Secure/MIME, 846
Security

Bluetooth, 826–827
communication, 813–827
email, 841–846
IEEE 802.11, 823–826
IP, 814–818
Java applet, 857–858
mobile code, 857–860
social issues, 860–869
transport layer, 856
Web, 856–860
wireless, 822–827

Security association, 815
Security by obscurity, 768
Security principal, 773
Security threats, 847–848
Seeder, BitTorrent, 751
Segment, 499, 542
Segment header, TCP, 557–560
Selective acknowledgement, TCP, 560, 580
Selective repeat protocol, 239–244
Self-similarity, 737
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Sending rate, regulation, 535–539
Sending window, 228
Sensor network, 13, 73–75
Serial line Internet protocol, 245
Server, 4
Server farm, 64, 738–741
Server side on the Web, 655–658
Server side Web page generation, 673–676
Server stub, 544
Service

connection-oriented, 35–38, 359–361
connectionless, 35–38, 358–359

Service level agreement, 407
Service primitive, 38–40
Service

IEEE 802.11, 311–312
integrated, 418–421
provided by transport layer, 495–507
provided to the transport layer, 356–357
relation to protocols, 40

Service user, transport, 497
Serving GPRS support node, 68
Session, 44
Session initiation protocol, 731, 731–735

compared to H.323, 733–734
Session key, 828
Session layer, 44–45
Session routing, 362
Set-top box, 4, 723
SGSN (see Serving GPRS Support Node)
SHA (see Secure Hash Algorithm)
Shannon, Claude, 94–95
Shannon limit, 100, 106, 146
Shared secret, authentication using, 828–833
Short interframe spacing, 308
Short message service, 12
Shortest path routing, 366–368
SIFS (see Short InterFrame Spacing)
Signal, balanced, 129–130
Signal-to-noise ratio, 94
Signaling

common-channel, 155
in-band, 155
robbed-bit 155

Signature block, 629
Signatures, digital, 797–806
Signing, code, 858
Silly window syndrome, 567
SIM card, 69, 171
Simple Internet protocol, plus, 457

Simple mail transfer protocol, 625, 638–641
Simple object access protocol, 682
Simplex link, 97
Single-mode fiber, 101
Sink tree, 365
SIP (see Session Initiation Protocol
SIPP (see Simple Internet protocol Plus)
Skin, player, 715
SLA (see Service Level Agreement)
Sliding window, TCP, 565–568
Sliding window protocol, 1-bit, 229–232

226–244, 229–232, 522
SLIP (see Serial Line Internet protocol)
Slot, 264
Slotted ALOHA, 264–266, 265
Slow start, TCP, 574

threshold, 576
Smart phone, 12
Smiley, 623
SMS (see Short Message Service)
SMTP (see Simple Mail Transfer Protocol)
Snail mail, 623
SNR (see Signal-to-Noise Ratio)
SOAP (see Simple Object Access Protocol)
Social issues, 14–16

security, 860–869
Social network, 8
Socket, 59

Berkeley, 500–507
TCP, 553

Socket programming, 503–507
Soft handoff, 178
Soft-decision decoding, 208
Soliton, 103
SONET (see Synchronous Optical NETwork)
Source port, 453
Spam, 623
Spanning tree, 382
Spanning tree bridge, 337–340
Spanning tree poem, 339
SPE (see Synchronous Payload Envelope)
Spectrum allocation, 182–183
Spectrum auction, 112
Speed of light, 106
Splitter, 149
Spoofing, DNS, 848–850
Spot beam, 119
Spread spectrum, 135

direct sequence, 108
frequency hopping, 107
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Sprint, 111
Spyware, 662
SSL (see Secure Sockets Layer)
SST (see Structured Stream Transport)
Stack, protocol, 31–32
Standard

de facto, 76
de jure, 76

Stateful firewall, 819
Static channel allocation, 258–261
Static page, Web, 649
Static routing, 364
Static Web page, 649, 662–663
Station keeping, 118
Statistical multiplexing, 34
Statistical time division multiplexing, 135
STDM (see Statistical Time Division Multiplexing)
Steganography, 865–867
Stop-and-wait protocol, 221–226, 522
Store-and-forward packet switching, 36, 356
Stream cipher mode, 790–791
Stream control transmission protocol, 503, 527
Streaming audio and video, 697–734
Streaming live media, 721–724
Streaming media, 699
Streaming stored media, 713–720
Strowger gear, 161
Structured P2P network, 754
Structured stream transport, 503
STS-1 (see Synchronous Transport Signal-1)
Stub

client, 544
server, 544

Stub area, 477
Stub network, 481
Style sheet, 670–671
Sublayer, medium access control, 257–350
Subnet, 24, 444–446
Subnet Internet protocol, 444–446
Subnet mask, 443
Subnetting, 444
Subscriber identity module, 69, 171
Substitution cipher, 769–770
Superframe, extended, 154
Supergroup, 153
Supernet, 447
Swarm, BitTorrent, 751
Switch, 24

compared to bridge and hub, 340–342
Ethernet, 20, 289

Switched Ethernet, 20, 280, 288–290
Switching, 161–164

circuit, 161–162
cut-through, 36, 336
data link layer, 332–349
label, 360, 470–474
message, 600
packet, 162–164
store-and-forward, 36

Switching element, 24
Symbol, 126
Symbol rate, 127
Symmetric-key cryptography, 778–793

AES, 783–787
cipher feedback mode, 789–790
counter mode, 791–792
DES, 780–782
electronic code book mode, 787–788
Rijndael, 784–787
stream cipher mode, 790–791
triple DES, 782–783

Symmetric-key signature, 798–799
SYN cookie, TCP, 561
SYN flood attack, 561
Synchronization, 44
Synchronous connection-oriented link, 325
Synchronous digital hierarchy, 156–159
Synchronous optical network, 156–159
Synchronous payload envelope, 157
Synchronous transport signal-1, 157
System, distributed, 2
Systematic code, 204

T

T1 carrier, 154–155
T1 line, 128, 154
Tag, HTML, 663–666
Tag switching, 471
Tail drop, 412
Talkspurt, 551
Tandem office, 141
TCG (see Trusted Computing Group)
TCM (see Trellis Coded Modulation)
TCP (see Transmission Control Protocol)
TDD (see Time Division Duplex)
TDM (see Time Division Multiplexing)
Telco, 61
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Telephone
cordless, 165
mobile, 164–179
smart, 12

Telephone system, 138–164
end office, 140
guard band, 133
guard time, 135
local loop, 144–152
mobile, 164–179
modem, 145
modulation, 130–132
point of presence, 143
politics, 142–144
structure, 139–142
switching, 161–164
tandem office, 141
toll office, 141
trunk, 152–160

Telephone trunk, 152–160
Television

cable, 179–186
community antenna, 179–180

Temporal masking, 703
Temporary key integrity protocol, 825
Terminal, VoIP, 728
Text messaging, 12
Texting, 12
Third Generation Partnership Project, 76
Third-generation mobile phone network, 65–69,

174–179
Third-party Web cookie, 662
Threats, security, 847–848
Three bears problem, 450
Three-way handshake, 516
Tier 1 ISP, 64
Tier 1 network, 437
Time division duplex, 316–317
Time division multiplexing, 135, 154–156
Time slot, 135
Timer management, TCP, 568–571
Timestamp, TCP, 560
Timing wheel, 593
Tit-for-tat strategy, BitTorrent, 752
TKIP (see Temporary Key Integrity Protocol)
TLS (see Transport Layer Security)
Token, 271
Token bucket algorithm, 397, 408–411
Token bus, 272
Token management, 44

Token passing protocol, 271–272
Token ring, 271
Toll connecting trunk, 141
Toll office, 141
Top-level domain, 613
Torrent, BitTorrent, 750
TPDU (see Transport Protocol Data Unit)
TPM (see Trusted Platform Module)
Traceroute, 466
Tracker, BitTorrent, 751
Traffic analysis, 815
Traffic engineering, 396
Traffic policing, 407
Traffic shaping, 407, 407–411
Traffic throttling, 398–401
Traffic-aware routing, 395–396
Trailer, 32, 194, 216, 250, 326
Transcoding, 694
Transfer agent, 624–625, 630–631
Transit service, 480
Transmission

baseband, 125
light, 14–116
passband, 125
wireless, 105–116

Transmission control protocol (TCP), 47, 552–582
acknowledgement clock, 574
application layer, 47–48
comparison with OSI, 49–51
congestion collapse, 572
congestion control, 571–581
congestion window, 571
connection establishment, 560–562
connection management, 562–565
connection release, 562
critique, 53–54
cumulative acknowledgement, 558, 568
delayed acknowledgement, 566
duplicate acknowledgement, 577
fast recovery, 578
fast retransmission, 577
future, 581–582
introduction, 552–553
Karn’s algorithm, 571
keepalive timer, 571
link layer, 46
maximum segment size, 559
maximum transfer unit, 556
Nagle’s algorithm, 566
performance, 582–599
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Transmission control protocol (continued)
persistence timer, 571
port, 553
reference model, 45–51
retransmission timeout, 568
sawtooth, 579
segment header, 557–560
selective acknowledgement, 580
silly window syndrome, 567
sliding window, 565–568
slow start, 574
slow start threshold, 576
socket, 553
speeding up, 582–599
SYN cookie, 561
SYN flood attack, 561
timer management, 568–571
timestamp option, 560
transport layer, 47
urgent data, 555
well-known port, 553
window probe, 566
window scale, 560

Transmission line, 24
Transmission media, guided, 85–105
Transmission opportunity, 309
Transmit power control, IEEE 802.11, 312
Transponder, 116
Transport, structured stream, 503
Transport entity, 496
Transport layer, 44

addressing, 509–512
congestion control, 530–541
delay-tolerant networking, 599–605
error control, 522–527
flow control, 522–527
performance, 582–599
port, 509
security, 856
TCP, 552–582
TCP/IP, 47
Transport protocols, 507–530
transport service, 495–507
UDP, 541–552

Transport mode, IP security, 815
Transport protocol, 507–530, 541–582

design issues, 507–530
Transport protocol data unit, 499
Transport service access point, 509
Transport service primitive, 498–500

Transport service provider, 497
Transport service user, 497
Transposition cipher, 771–772
Tree walk protocol, adaptive, 275–277
Trellis-coded modulation, 146
Triangle routing, 388
Trigram, 770
Triple DES, 782–783
Trunk, telephone, 152–160
Trust anchor, 812
Trusted computing, 869
Trusted platform module, 869
TSAP (see Transport Service Access Point)
Tunnel mode, IPSec, 815
Tunneling, 387, 429–431
Twisted pair, 96–97

unshielded, 97
Twitter, 8
Two-army problem, 518–519
TXOP (see Transmission opportunity)

U

U-NII (see Unlicensed National Information
Infrastructure)

Ubiquitous computing, 10
UDP (see User Datagram Protocol)
UHF RFID, 73–74
Ultra-wideband, 108
UMTS (see Universal Mobile Telecommunications

System)
Unchoked peer, BitTorrent, 752
Unicast, 385
Unicasting, 17, 385
Uniform resource identifier, 652
Uniform resource locator, 650
Uniform resource name, 652,
Universal mobile telecommunications system, 65, 175
Universal serial bus, 128
Unlicensed national information infrastructure, 113
Unshielded twisted pair, 97
Unstructured P2P network, 754
Upstream proxy, 742
Urgent data, 555
URI (see Uniform Resource Identifier)
URL (see Scheme)
URN (see Uniform Resource Name)
USB (see Universal Serial Bus)
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User, mobile, 10–13

User agent, 624, 626

User datagram protocol, 47, 541–552, 542,

549–550

port, 542

real-time transmission, 546–552

remote procedure call, 541–543

RTP, 547–549

Utopia protocol, 220–222

UTP (see Unshielded Twisted Pair)

UWB (see Ultra-WideBand)

V

V.32 modem, 146

V.34 modem, 146

V.90 modem, 147

V.92 modem, 147

Vacation agent, 629

Vampire tap, 291

Van Allen belt, 117

VC (see Virtual Circuit)

Very small aperture terminal, 119

Video

interlaced, 705

progressive, 705

streaming, 704–712

Video compression, 706

Video field, 705

Video on demand, 713

Video server, 414, 416

Virtual circuit, 249, 358–361

Virtual circuit network, 358

comparison with datagram network, 361–362

Virtual LAN, 21, 332, 342–349

Virtual private network, 4, 26, 431, 821–822

Virtual-circuit network, 358

Virus, 860

Visitor location register, 171

VLAN (see Virtual LAN)

VLR (see Visitor Location Register)

Vocal tract, 702

Vocoder, 701

VOD (see Video on Demand)

Voice over IP, 5, 36, 698, 725, 728–734

Voice signals, digitizing, 153–154

Voice-grade line, 93

VoIP (see Voice over IP)

VPN (see Virtual Private Network)

VSAT (see Very Small Aperture Terminal)

W

W3C (see World Wide Web Consortium)

Walled garden, 723

Walsh code, 136

WAN (see Wide Area Network)

WAP (see Wireless Application Protocol)

Watermarking, 867

Waveform coding, 702

Wavelength, 106

Wavelength division multiplexing, 159–160

WCDMA (see Wideband Code Division

Multiple Access)

WDM (see Wavelength Division Multiplexing)

Wearable computer, 13

Web (see World Wide Web)

Web application, 4

Web browser, 648

extension, 859–860

helper application, 654

plug-in, 653–654, 859

proxy, 741–742

Webmail, 645, 645–646

Weighted fair queueing, 414

Well-known port, TCP, 553

WEP (see Wired Equivalent Privacy)

WFQ (see Weighted Fair Queueing)

White space, 113

Whitening, 781

Wide area network, 23, 23–27

Wideband code division multiple access, 65, 175

WiFi (see IEEE 802.11)

WiFi Alliance, 76

WiFi protected access, 73, 311

WiFi protected access 2

312, 823

Wiki, 8

Wikipedia, 8

WiMAX (see IEEE 802.16)

WiMAX Forum, 313

Window probe, TCP, 566

Window scale, TCP, 560

Wine, load-shedding policy, 401

Wired equivalent privacy, 73, 311, 823
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Wireless
broadband, 312–320
fixed, 11

Wireless application protocol, 693
Wireless issues, 539–541
Wireless LAN, 39, 277–280, 299–312
Wireless LAN (see IEEE 802.11)
Wireless LAN protocol, 277–280
Wireless LAN protocols, 277–280
Wireless router, 19
Wireless security, 822–827
Wireless transmission, 105–116
Work factor, cryptographic, 768
World Wide Web, 2, 646–697

AJAX, 679–683
architectural overview, 647–649
caching, 690–692
cascading style sheets, 670–672
client side, 649–652
client-side page generation, 676–678
connections, 684–686
cookies, 658–662
crawling, 696
dynamic pages, 672
forms, 667–680
HTML, 663–667
HTTP, 683–684
message headers, 688–690
methods, 686–688
MIME types, 652–655
mobile web, 693–695
page, 647
proxy, 692, 741–743
search, 695–697
security, 856–860
tracking, 661
server side, 655–658
server-side page generation, 673–676
static web pages, 662–672

World Wide Web Consortium, 82, 647
Wormhole routing, 336
WPA (see WiFi Protected Access)
WPA2 (see WiFi Protected Access 2)

X

X.400 standard, 629
X.509, 809–810

XHTML (see eXtended HyperText Markup
Language)

XML (see eXtensible Markup Language)
XSLT (see eXtensible Stylesheet Language

Transformation)

Z

Zipf’s law, 737
Zone

DNS, 619–620
multimedia, 728
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Also by Andrew S. Tanenbaum

Modern Operating Systems, 3rd ed.

This worldwide best-seller incorporates the latest developments in operating systems. The

book starts with chapters on the principles, including processes, memory management, file systems,

I/O, and so on. Then it goes into three chapter-long case studies: Linux, Windows, and Symbian.

Tanenbaum’s experience as the designer of three operating systems (Amoeba, Globe, and MINIX)

gives him a background few other authors can match, so the final chapter distills his long experience

into advice for operating system designers.
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Also by Andrew S. Tanenbaum and Albert S. Woodhull

Operating Systems: Design and Implementation, 3rd ed.

All other textbooks on operating systems are long on theory and short on practice. This one is

different. In addition to the usual material on processes, memory management, file systems, I/O,

and so on, it contains a CD-ROM with the source code (in C) of a small, but complete, POSIX-

conformant operating system called MINIX 3 (see www.minix3.org). All the principles are illus-

trated by showing how they apply to MINIX 3. The reader can also compile, test, and experiment

with MINIX 3, leading to in-depth knowledge of how an operating system really works.
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Also by Andrew S. Tanenbaum

Structured Computer Organization, 5th ed.

A computer can be structured as a hierarchy of levels, from the hardware up through the

operating system. This book treats all of them, starting with how a transistor works and ending with

operating system design. No previous experience with either hardware or software is needed to fol-

low this book, however, as all the topics are self contained and explained in simple terms starting

right at the beginning. The running examples used throughout the book range from the high-end

UltraSPARC III, through the ever-popular x86 (Pentium) to the tiny Intel 8051 used in small embed-

ded systems.
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Also by Andrew S. Tanenbaum and Maarten van Steen

Distributed Systems: Principles and Paradigms, 2nd ed.

Distributed systems are becoming ever-more important in the world and this book explains

their principles and illustrates them with numerous examples. Among the topics covered are archi-

tectures, processes, communication, naming, synchronization, consistency, fault tolerance, and secu-

rity. Examples are taken from distributed object-based, file, Web-based, and coordination-based sys-

tems.
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